
Talanta 49 (1999) 1–14

Review article

Recent advances in the determination of the platinum group
elements and gold

R.R. Barefoot *, J.C. Van Loon
Department of Geology, Uni6ersity of Toronto, Toronto, ON, Canada M5S 3B1

Received 21 July 1998; accepted 15 October 1998

Abstract

Accurate determinations of the platinum group elements (PGEs) and gold, known as the precious metals, have
always been difficult tasks. The metals are often present at trace levels in sample types of complex composition. This
situation has improved recently due to developments of instrumental methods and their applications to analyses of
the precious metals in a variety of matrices. Attention has been given to determinations of traces of precious metals
in biological, clinical and environmental samples. Foremost in importance is inductively coupled plasma mass
spectrometry (ICP-MS) which has provided a sensitive means of simultaneous determination of traces of PGEs and
gold. Important extensions and improvements in atomic absorption spectrometry (AAS), nuclear and electrochemical
methods have been reported also. More research on sample treatments, especially fire assays, applied to PGEs has
been carried out. Chlorination has proven to be a viable alternative to fire assays for preconcentration of PGEs and
gold in analyses of geological materials. In addition, the recent availability of some additional reference materials will
be of great assistance in research work on precious metals. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

A large amount of research has been conducted
on methods for accurate determinations of traces
of platinum group elements (PGEs) and gold (Au)
contained in a variety of sample types or matrices.
PGEs comprise a group of six elements, namely
platinum (Pt), palladium (Pd), rhodium (Rh), irid-

ium (Ir), ruthenium, (Ru) and osmium (Os). The
PGEs and Au are known as the precious metals.
This term reflects their economic value as well as
the rare occurrences of the metals. This review
covers the period mainly from 1990 to 1998. A
selection has been made from the many publica-
tions in this subject area. It includes significant
research contributions in the fields of sample
preparation, and of preconcentration of the pre-
cious metals prior to their determinations. Several
instrumental methods of analysis are reviewed. In
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Table 1
Fire assay preconcentration.

Procedure DetectionSample Elements Ref.Collector
limitsa

[2]Pt, Pd, Au 0.1 (Pt)–2.0Rocks, soils, Ag prill dissolved; ICP-MSPb
(Au)sediments 10–

30 g
[4]–Rocks, RMs PGEs, Au NiS (0.5 g Ni) Residue PGEs & Au; INAA.
[6]–PGEs dissolved; GFAAS.RMs NiS (1.9 g Ni)Pt, Pd, Rh, Ir,

Ru
NiS (17 g Ni) –Flux contained 1:1 mixture of Na and Li tetra-RMs (chromi- Pt, Pd, Rh, Ir, [8]

borates; PGEs dissolved; GFAASRutites)
NiS (5 g Ni) Flux contained SiO2 borax; PGEs & Au dis-RMs (kimber- [9]PGEs, Au 0.002 (Au)–3.8

(Pt)solved; INAA.lites) 50 g
[11]0.06 (Ir)–1.4PGEs, Au NiS (5 g Ni)SARM-7, rocks Collector, analytes dissolved in bombs; ICP-MS

15 g (Au)

a Method detection limits, ng g−1.

atomic absorption spectrometry (AAS), both
flame (FAAS) and electrothermal (GFAAS) have
been used extensively in many laboratories. Of the
newer techniques, inductively coupled plasma
mass spectrometry (ICP-MS) is the most impor-
tant, and many reports of applications of ICP-MS
have been published. The review includes descrip-
tions of several recently-available reference mate-
rials (RMs) for precious metals.

2. Sample treatment and preconcentration

2.1. Fire assay

In the analysis of geological materials, the most
important method used for the preconcentration
and of PGEs and Au and for their separation
from base metals and silicates is the fire assay
(FA). Although FA have been used for the pre-
concentration of Au for many years, and have
been called the ‘classical’ method of collection,
applications of FA to the collection of PGEs are
of more recent origin. New research on FA meth-
ods have resulted in valuable information on
treatments of some types of samples that have not
yielded readily to usual procedures. In addition,
better accuracy and precision, and lower limits of
detection are needed for analyses of samples con-
taining very small (ng g−1) concentrations of

precious metals. Two collectors are currently in
general use in FA. These are lead and nickel
sulfide [1]. Lead fire assays (Pb-FA) are used for
the collection of Au, Pt, Pd and Rh. Silver is
collected also, and there must be sufficient silver
present for the cupellation of the lead button. Au,
Pt and Pd are concentrated in the resulting silver
bead. Rh (and Ir) is retained quantitatively in a
gold bead. Nickel sulfide fire assays (NiS-FA) are
capable of collecting all of the PGEs, but the
results for the collection of Au are usually too
low. NiS beads are heated in HCl in order to
dissolve all of the NiS and leave PGEs and Au as
a residue. Precious metals in the residue can be
determined directly by instrumental neutron acti-
vation analysis (INAA), or the residue can be
dissolved in acids. The acidic solutions are ana-
lyzed by spectrometric methods such as GFAAS,
inductively coupled plasma atomic emission spec-
trometry (ICP-AES) and ICP-MS. In some proce-
dures, precious metals in solution are
concentrated and separated from matrix elements
before spectrometric determinations.

A simple and effective Pb-FA has been de-
scribed for determinations of low levels of Au, Pt
and Pd in rocks, soils, sediments and humus [2].
Solutions of the silver assay beads were analyzed
by ICP-MS (Table 1). The combined cost of the
assay and instrumental analysis was in the range
of $8–16 (Cdn) per sample as compared with the
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cost of about $115 (Cdn) per sample for a corre-
sponding NiS-FA and analysis. Pb-FA and NiS-
FA methods were compared with an acid
dissolution method for the determination of PGEs
and Au in rocks and RMs [3]. The best recoveries
of all the analytes were obtained by the NiS-FA
method. Method detection limits ranged from
0.09 (Ir) to 2.1 ng g−1 (Ru). Aqua regia (AR)
leaches of samples did not yield accurate results
for the precious metals. The recoveries were too
low. See also Section 2.3.

One of the disadvantages of fire assays of sam-
ples containing very low levels of PGEs and Au is
the problem of relatively large reagent blanks
which result from the presence of precious metals
in the chemicals required for fluxes and sample
preparation. More than 10 g of nickel are used to
make the NiS beads in most of the NiS-FA
procedures. Reagent blanks for PGEs and Au
were reduced significantly when a much smaller
quantity (0.5 g) of nickel was used [4]. Recoveries
of the precious metals ranged from 76 to 85% of
the known values (Table 1). Recoveries of PGEs
and Au from a Pt ore grade sample (mg g−1

precious metal concentration) were independent
of collector mass for NiS masses of 1, 3.3 and 5 g
[5]. However, recoveries of Pt, Pd, Rh and Ru
from komatiite sample (ng g−1 precious metal
concentration) were dependent on the collector
mass. Partition coefficients (Kd values) were up to
103-fold larger for the ore grade sample as for
komatiite. Thus, significant biases may occur in
determinations of very low levels of precious
metals in other sample types.

In research on fusion charge compositions for
NiS-FA, two parameters were defined as being
useful in characterizing the melts [6]. The first was
the extraction ratio E, the ratio of the combined
weights of sample+flux to the weight of the
collector (Ni+S). The second was the sulfur
content Sc, the percentage (wt.) of sulfur in the
collector. Compromise conditions based upon
these parameters, namely E=15 and Sc=45–
48% proved to be satisfactory in analyses of sev-
eral RMs.

Analyses of samples containing chromite have
been studied because of difficulties in establishing
conditions for the complete fusion of all chromite

grains. A number of modified NiS-FA procedures
have been reported. Additional sodium hydroxide
in the flux composition and heating at 1200°C,
together with additions of more flux after a fusion
period of 1 h, produced a thinner melt free of
chromium oxide crystals [7]. The effects of lithium
tetraborate and/or sodium tetraborate in flux
compositions were investigated by analyzing three
chromitite RMs [8]. The best results were ob-
tained when a 1:1 mixture of the tetraborates was
a constituent of the composition.

Problems have been encountered also because
of incomplete fusion’s of some South African
kimberlites with some compositions rich in mag-
nesium (\30% magnesium oxide and B40% sil-
ica), and others rich in carbonate (\15%
carbonate and B25% silica) [9]. The difficulties
were overcome by the additions of more silica and
borax to the usual flux composition for NiS-FA.
The same report described the results of investiga-
tions of observed losses of Pt, Pd and Au during
acid dissolutions of NiS buttons. Losses were
minimized by maintaining a reducing (sulfide) at-
mosphere inside the reaction flasks, and then by
filtering the residual precious metals as soon as
possible after the dissolution of NiS. PGEs and
Au were determined by INAA. The limits of
detection (Table 1) of this procedure were signifi-
cantly better than those of others based upon
INAA.

In many procedures, NiS buttons are crushed
or pulverized before treatment with acid. How-
ever, some workers have expressed concern that
appreciable losses of NiS together with precious
metals can occur during this operation. Boisvert
et al. [10] reported that crushing buttons in a
shatter-box resulted in losses of up to 20% of the
buttons. Assuming uniform distributions of pre-
cious metals in the buttons, corresponding large
losses of precious metals would result. A crusher
was designed so that NiS buttons could be re-
duced to large particles. In this manner, mechani-
cal losses were well below 1% of the collector. In
other work, they were contained in plastic bags
while they were cracked with a hammer [9]. Sun et
al. [11] dissolved NiS buttons in heated screw-
capped Teflon bombs so no crushing was neces-
sary. In addition, Teflon bombs were used also in
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the dissolutions of precious metals recovered by
coprecipitation with Te. Recoveries of precious
metals from SARM-7 were good except for Au
and Os whose recoveries averaged 90% and 60%,
respectively. A special flux composition was rec-
ommended for chromitites.

2.2. Chlorination

Dry chlorination of geological samples was de-
veloped as an alternative to FA as a means of
preconcentration for the determination of very
low concentrations of PGEs and Au [12]. In this
method, PGEs and Au present in the forms of
native metals, natural alloys and as PGE- (or
Au-) bearing sulfide minerals were converted to
their respective water-soluble sodium salts. Pow-
dered samples were mixed with small amounts of
sodium chloride; mixtures were treated with chlo-
rine gas in tubular furnaces heated to 580°C. The
salts were dissolved in weak HCl and were sepa-
rated from chlorination-resistant and water-insol-
uble materials by filtration. Determinations of
PGEs and Au were carried out by ICP-MS. Sam-
ples as large as 250 g were analyzed [13]. The
capability of handling large samples is important
because small concentrations of precious metals
are not distributed uniformly in rocks. Even sam-
ple weights of 20–30 g of non-ores may not be
representative. Results of analyses of RMs were
comparable to or better than results from FA
procedures. Method detection limits ranged from
0.06 (Rh) to 0.28 (Pt) ng g−1. Another important
advantage of dry chlorination was extremely low
reagent blanks.

As stated previously, chlorinating is a means of
preconcentration of the metallic fraction of a
geological material, i.e. the fraction of a sample
containing precious metals in the forms of native
metals, natural alloys and sulfide group minerals.
The chlorination resistant, non-metallic fraction
of a sample may contain precious metals also.
Chlorination residues (or non-metallic fractions)
were dissolved in acids by microwave digestions
and analyzed for PGEs and Au by ICP-MS [14].
The research provided a means of investigating
PGE depletions in layered mafic intrusions which
host PGEs deposits. Drill core samples of the Fox

River Sill (Canada) were analyzed [15]. The PGE
and Au in chlorination-resistant (or non-metallic)
fractions of samples collected from mineralized
layers were significantly depleted relative to the
contents of precious metals in silicate fractions of
samples collected from a non-mineralized layer.

2.3. Acid dissolution

Digestion in acids has been used extensively for
sample preparation. Extractions of PGEs and Au
by acids have been investigated as more rapid and
economical alternatives to FA. Usually, addi-
tional purification and preconcentration steps are
needed prior to determination of the analytes
after acid dissolution. A number of reports are
listed in Table 3. Sample weights in the range of
0.5–5 g are the most convenient, much smaller
than those taken for FA or chlorination. How-
ever, an acid dissolution procedure accommo-
dated samples of up to 40 g [16]. RMs have been
used for investigations of new or modified proce-
dures. Because RMs have been finely ground and
well mixed, the accuracy and precision of the
results for small sample weights can be expected
to be superior to those obtained from an average
geological sample. The efficiency of extraction of
Au from geological samples continues to be im-
portant. Acid extraction procedures are used in
many laboratories for analyses of large numbers
of samples from field surveys. Efficiency of extrac-
tion has been a function of type of sample as well
as the experimental conditions. When Au was
extracted from RMs and geological materials with
AR and with HBr containing 5% Br2, the results
for some samples were 20–40% too low [17]. A
change in the ratio of the weight of sample to the
volume of the extractant, i.e. 1 g of sample to 24
ml of acid instead of 10 g of sample to 24 ml of
acid yielded satisfactory results. Also, AR com-
bined with HF yielded better results for Au than
AR alone [18]. In another investigation, PGEs
and Au were extracted from RMs and samples by
AR, and the extracts were analyzed by ICP-MS
[19]. A sample of 10 g of sample was treated with
20 ml of acid. Au and Pd were recovered effi-
ciently from a few of the standards. However,
results for the other elements were far below the
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Table 2
Acid dissolution

Procedure Detection limitsaSample Elements Ref.

– [24]AR & HF; solvent extr. GFAAS.AuRMs 0.5–2 g
– [16]RMs 40 g Au HCl-Br2; Te coprecip.; FAAS

[21]1H3PO4 & HClO4; HBr-Br2; solvent extr.; GFAAS.AuRocks 5 g
AR & Br2; adsorption; FAAS. 0.1RMs, rocks, 5–10 [25]Au

g
0.2 (Pd); 0.5 (Pt) [26]RMs 0.5–2 g Pd, Pt AR & HF; solvent extr.; GFAAS.

AR & HF; ion ex.; GFAAS. –RMs 5 g PGEs, Au [27]
AR & HF; Te coprecip.; GFAAS. [28]–PGEs, AuRMS 2–5 g

1.3 (Rh)–11 (Pd)b [22]RMs PGEs, Au AR & HF microwave digest; alk. fusion; cat. ex; ICP-MS.

a Method detection limits, ng g−1;
b lower quantitation limits, ng g−1.

expected values. Extractions of PGEs and Au
from RMs and geological samples were compared
with results obtained when the materials were
subjected to FA [3]. The conclusion was that AR
extractions were not quantitative for all types of
geological samples, and that the results were usu-
ally too low. Therefore, AR extraction should
only be used for preliminary studies when rapid
results are required rapidly.

A partial dissolution method was used for ex-
tractions and subsequent measurements of
weakly-bound Au in humus [20]. Samples of 3 g
of humus were treated with 1.2 M HCl to yield
solution concentrations of usually less than 1 ng
g−1 Au. The solutions were analyzed by ICP-MS.
This method distinguished the indigenous Au
fraction derived from underlying bedrock miner-
alization by biological mechanisms from Au
transported to the site with the overburden. (The
transported Au fraction bore no relationship to
the concentration of Au in the underlying
bedrock)

A method was outlined for the determination of
Au in large numbers of geological samples at low
cost by acid extraction [21]. Samples (5 g) were
treated with solutions of H3PO4 and HClO4 and
then with HBr-Br2 in order to dissolve all of the
Au. Comparative studies showed that when sam-
ples contained Au which was occluded in silicate
or refractory materials, up to 50% of the Au
content of these samples was not extracted by
either AR or HBr-Br2. PGEs in RMs were deter-

mined by ICP-MS after microwave heating and
digestion in AR and HF within sealed vessels [22].
Insoluble residues were attacked by alkali fusions,
and matrix elements were separated from the
sample solutions by cation-exchange chromato-
graphy.

Total dissolutions in acids, mainly HNO3, HCl
and HClO4, has been used frequently in analyses
of precious metals in biological and environmen-
tal samples. Tolg [23] reported on the determina-
tion of very low concentrations of Pt in
environmental samples. The acid dissolution pro-
cedures included: (i) open wet digestion; (ii) high-
pressure digestion; and (iii) open wet digestion for
samples containing appreciable proportions of
siliceous materials. Details of additional reports
are listed in Table 2.

2.4. Fusion

Fusions of samples in small crucibles, as dis-
tinct from the fusion step in a fire assay, provide
a means of decomposition which results in the
formation of water soluble salts of the precious
metals. Either Na2O2 alone or combined with
NaOH has been used most frequently for this
purpose. Many radiochemical neutron activation
analysis (RNAA) procedures incorporate fusions
of irradiated samples. Disadvantages and limita-
tions of fusions include small sample weights,
large concentrations of sodium salts in sample
solutions and the introduction of contaminants
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Table 3
Fusion

Procedure Detection limitsaSample Elements Ref.

–Na2O2; dilution; ICP-MSPGEs Au [29]RMs, ores 0.5–1 g
[30]0.3(Ir)–2(Pt)RMs 0.5 g C Pt, Pd, Rh, Ir Na2O2; Te coprecip.; ICP-MS
[31]0.1(Au)–2(Pt)Na2O2; Te coprecip.; RNAAPt, Pd, Ir, AuRMs 0.25 g

0.01(Ir)–2(Pt) [32]RMs, rocks 0.4 g Pt, Pd, Ir, Au Na2O2; Te coprecip.; RNAA
0.004(Au)–2(Pt) [33]Silicate rocks PGEs, Au Fe-Ni alloy; Sraffion NMRR; RNAA

a Method detection limits, ng g−1.

from the salts as well as from any attack on the
walls of the crucibles by the flux. Consequently,
most procedures include purification and precon-
centration steps. However, dilution of the
aqueous solutions was sufficient preparation for
the determination of PGEs and Au in SARM-7
and ores by ICP-MS [29]. Coprecipitation with
Te, solvent extraction and ion exchange have been
used to purify and concentrate precious metals
prior to determinations in RNAA and ICP-MS
procedures. Summaries of a number of reports
appear in Table 3. For determinations of precious
metals in silicate rocks, samples were fused in an
iron-nickel alloy at 1600°C under a reducing at-
mosphere [33]. Then, the metallic phase contain-
ing the precious metals was dissolved in acid.

2.5. Sol6ent extraction

Au and PGEs in solution can be separated
from other elements and concentrated by means
of liquid–liquid extractions. For Au, the most
common method is the extraction of Au(III) by
methyl isobutyl ketone (MIBK) from aqueous
solutions of HCl or HBr [17,24,34,36]. Au has
been extracted from HBr solution by amyl acetate
[21,35], and from HCl solution with dibutylsulfide
dissolved in di-isobutyl ketone [37]. Pt and Pd
were extracted with dibutylsulfide also [38], and
by MIBK in the presence of potassium iodide
[26]. Dithizone in CCl4 has been used to extract Pt
[23]. Subsequent determinations of the analytes
have been carried out mostly by FAAS and
GFAAS. Additional information is found in Ta-
bles 2 and 3.

2.6. Sorption and ion exchange

A number of sorbents and resins have been
applied to the preconcentration of the precious
metals. Pt and Pd in natural water [39], and Au in
thiourea leaching solution [40] have been concen-
trated on charcoal. Other sorbents reported for
Au include polyurethane foam [41], Cellex T, i.e.
cellulose absorbent with triethylamino functional
groups [42] thiol-cotton fiber [43] and sulfhydryl
cotton [44,45]. The work described in refs.
[42,44,45] was adapted to flow injection and on-
line trace enrichment. Pt in natural water was
determined by FAAS after preconcentration on a
microcolumn of alumina [46] with flow injection
and on-line operation.

Preconcentration of Au from natural water [34],
and on an anion exchange resin has been de-
scribed. A procedure was developed for the deter-
mination by ICP-MS of Pt, Pd, Ru and Au using
an anion-exchange resin for samples containing
concentrations of precious metals greater than 1
mg g−1 [47]. In addition, the procedure was rec-
ommended for Ir determinations over a range of
concentrations. Anion exchange resins were ap-
plied also for preconcentration of Pt and separa-
tion of matrix elements for the determination of
Pt in airborne particulate matter by ICP-MS
[48,49]. Detection limits were about 5 ng g−1.
Other work has involved applications of XAD-4
resin for the retention of Pt, Pd and Rh as
chelates [50], XAD-7 resin for Au [25] and
Sraffion NMRR resin to concentrate PGEs and
Au [33]. In the last application, the elements were
determined by INAA.
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Table 4
Applications of atomic absorption spectrometry

ProcedureElements Ref.Detection limitsaSample

Microcolumn of alumina. 0.02 mg l−1; FAAS 0.03 mg l−1; [46]Natural water 15 Pt
ml GFAAS

0.4 ng l−1 [34]Anion ex.; GFAASAuNatural water 2
l

Pt Acid digestion, PTFE bomb; electrodepos.;Envron., biotic [52]0.3 ng
0.1–2 g GFAAS.

a Method detection limits.

2.7. Coprecipitation and electrodeposition

Coprecipitation of the PGEs and Au with a
carrier such as Te has been employed in many
analytical procedures for their recovery from di-
lute solutions, and for their separation from other
elements prior to their determinations. This pre-
concentration step is of particular importance and
value in analyses of geological materials. Te is the
most popular precipitant, and examples of Te
coprecipitation are found in several reports in-
cluding refs. [16,30–32,51]. Tables 2 and 3 contain
additional information.

In the determination of Pt in biotic and envi-
ronmental samples, Pt was concentrated on a
graphite tube prior to its determination by
GFAAS [52]. The limit of detection was 0.3 ng of
Pt. Au in biological samples was separated from
other elements and concentrated on a niobium
cathode for its subsequent determination by
RNAA [53].

3. Instrumental methods

3.1. Atomic absorption spectrometry

For many years, both FAAS and GFAAS have
been popular instrumental methods for determi-
nations of elements. Some important new applica-
tions have been noted in other sections of this
report. Work involving FAAS include the deter-
mination of Au in geological materials [16,25,35],
and of Pt in natural water [46]. GFAAS has been
used for determinations of precious metals in
RMs [6,8,26–28], Au in RMs and rocks [21,24],

Pt, Pd and Au in vegetation [65], Au in natural
water [34], and Pt in environmental samples [54]
and water [46]. Tables 1, 2 and 4 contain informa-
tion about these procedures. Recently, simulta-
neous multielement GFAAS has been adapted
and applied to determinations of the Pt, Pd, Rh,
Ir, Ru and Au contents of geological RMs [27].
This was a distinct advantage over the single-ele-
ment determinations. Samples of 5 g were decom-
posed in acids, and the analytes were purified and
concentrated by means of ion exchange. Pt, Rh, Ir
and Ru were determined simultaneously in one
aliquot of the solution, and Pd and Au in a
second aliquot.

3.2. Inducti6ely coupled plasmas

Instruments based upon inductively coupled
plasmas as atomization and ionization sources for
analytes have been applied to the determinations
of precious metals in a variety of matrices. ICP-
AES has been used for many years, while applica-
tions of ICP-MS are of more recent origin. Both
techniques have provided accurate results rapidly
when employed for simultaneous multielement
measurements. ICP-MS has become a popular
technique for precious metals because of its sensi-
tivity which is comparable to that of GFAAS [55].
In addition, ICP-MS has been used for measure-
ments of isotope ratios also. A number of. appli-
cations of ICP-MS are listed in Tables 1–3 and 5.
ICP-AES was used to measure Au in sludge and
soil [43] and water [44], and PGEs in polluted
biological materials after preconcentration steps.

Although samples are introduced to plasma
spectrometers as solutions in most procedures,
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Table 5
Applications of ICP-MS

Procedure Detection limitsaSample Elements Ref.

NiS-FA; Te coprecip. 0.1 (Ir)–8.7 (Au)RMs, rocks [51]PGEs, Au
0.04 (Rh)–0.2 (Au)b [57]SlurryPGEs,RMs
0.01 mg kg−1 (tissue) [59]Plasma, tissue Pt Acid digestion

Dilution 0.06 ng g−1Serum, liquids Pt [60]
1 ng g−1Aqueous dispersion; acid digestion [61]PtCells

Solvent extr. 0.2 ng l−1Natural water 2 l Au [34]
Sulfhydryl cotton fiber column; FI. 0.2 ng l−1Natural water 49 [45]Au

ml
Anion ex. 10 fMSeawater 4 l [62]Au

0.3–0.8 ng l−1Charcoal adsorption [39]Pt, PdNatural water
B1 [20]Humus 3 g Au HCl partial extr.

Ash at 875°C; 0.02Twigs Au [63]
–Ash at 450°C [64]AuOrganic 1 g ash

Ash at 870°C 0.5 (Au)–2 (Pt)Organic 2 g ash Pt, Pd, Au [72]

a Method detction limits, ng g−1, unless noted;
b Quantitation limits, mg g−1.

laser ablation (LA) is an alternative means of
introduction that does not require extensive use of
chemicals for sample preparation. Interferences
from polyatomic ions in the plasma are reduced
because aqueous sample solutions are not used.
Quantitative data were obtained for Pt, Pd and
other trace elements in high purity Au and Ag,
and in 14-carat Au–Ag alloys by LA-ICP-MS
[56]. Concentration ranges for Pt and Pd were
4–111 and 7–188 mg g−1, respectively. Concen-
trations of Pt in ferromanganese nodules were
measured by LA-ICP-MS [58]. In this investiga-
tion, Pt concentrations ranged from 150 to 500 ng
g−1. Pt, Pd, Rh and Au in Ag and Au cupellation
beads were determined by means of a spark
source connected to the inlet of an ICP-mass
spectrometer [66]. Detection limits for the ana-
lytes ranged from 0.6 (Pt) to 1.2 mg g−1 (Pd).

The rhenium-osmium decay scheme, viz.
187Re�187Os, t1/2=4.56×1010 y, has contributed
to the dating of several types of geological materi-
als including ore deposits. Os has seven naturally
occurring isotopes and Re has two. Os and Re are
among the least abundant naturally occurring sta-
ble elements in crustal rocks. 187Os comprises only
1–2% of total Os. Thus, preconcentration and
separation techniques are usually required in the
preparation of samples for isotope analysis. The

generation of OsO4 vapor as the means of Os
separation and the introduction of the vapor to
the mass spectrometer has been used in most of
the work [67–69]. Os is oxidized readily to OsO4

whose boiling point is lower than most Re com-
pounds. In this manner, Os can be separated from
187Re. Any losses of Os during sample preparation
were minimized by combining the powdered sam-
ple with a Re-Os isotopic spike prior to any
chemical treatment [68]. Accuracy of 0.1–0.2%
and precision as good as 0.3% (2 s) have been
reported in measurements of Os isotopes [69].

3.3. Nuclear methods

Nuclear methods continue to be important in
determinations of trace quantities of precious
metals in many types of samples, but particularly
in geological materials. Recent reports have de-
scribed determinations of PGEs and Au in RMs
and rocks [31–33], environmental materials [41]
and of Pt and Au in biological samples [53].
Summaries of RNAA and INAA determinations
are found in Tables 1 and 3. A procedure for the
determination of gold in sulfides by direct neutron
activation with a low-flux reactor has been devel-
oped [70]. Concentrations of Au down to 50 ng
g−1 in sulfide minerals separates were measured
using samples of less than 10 mg.
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3.4. Electrometric methods

Although a number of different electrometric
techniques have been used over the years for
determinations of the precious metals, voltammet-
ric methods have become more important re-
cently. Sensitive voltammetric methods have been
adapted and applied to determinations of Pt at
baseline levels in biotic and environmental materi-
als [71], in human body fluids [72], in airborne
particulate matter [73], and in chromatographic
effluents [74]. Samples were digested in a high-
pressure asher. The apparatus was cleaned care-
fully and conditioned in order to reduce Pt
contamination. The method involved the accumu-
lation of a Pt complex (a condensation product of
formaldehyde and hydrazine, or ‘formazone’), at
the surface of a hanging mercury drop electrode.
The electrochemicaly-active metal complex low-
ered the hydrogen overpotential at the mercury
electrode, and produced a very sensitive catalytic
current. The current was measured in a differen-
tial pulse mode. The detection limit was 2 pg of
Pt. Baseline levels of Pt in persons who had not
been exposed to Pt compounds, and had not been
treated with Pt drugs were 0.8–6.9 ng l−1 (blood
and blood products), and 0.5–15 ng l−1 (urine)
[72]. Concentrations of Pt in road dust and in
particulate matter varied with particle size. The
largest Pt concentrations, 3.0–8.9 ng g−1, oc-
curred in the fraction containing the smallest par-
ticle sizes [73]. Information on ‘soluble platinum’
in dust, i.e. the proportion of total Pt dissolved in
dilute HCl, was included also.

Methods have been developed for the determi-
nation of Au in geological materials (rocks, soils,
sediments) by means of a field portable anodic
stripping voltammeter. The portable instrument
was a battery-operated and microprocessor con-
trolled voltammeter, model PDV-2000, manufac-
tured by Chemtronics (Bentley, Western
Australia). For the determination of Au in geo-
logical materials, one procedure involved the dis-
solution of Au from crushed solids, its extraction
into ethyl acetate and then its re-extraction into a
final electrolytic solution. A detection limit of 10
ng g−1 for Au was obtained using a sample
weight of 10 g and a 2-min plating period [75]. In

another procedure [76], Au was extracted from a
sample of 100 g by alkaline cyanide solution, and
then concentrated by extraction into ethyl acetate
or diethyl ether. The solvent was evaporated, and
Au was redissolved in the electrolyte. Compari-
sons of results of field methods with those ob-
tained in laboratories by well-established
techniques demonstrated good accuracy of the
voltammetric measurements.

3.5. Other methods

Accelerator mass spectrometry (AMS) is a tech-
nique which originated in particle accelerator
technology of nuclear physics. Applications of
AMS to earth sciences began during the 1980s. A
review of AMS in environmental geoscience de-
scribed the importance of this technique [77]. ‘In
situ’ analyses of precious metals at ng g−1 levels
in polished mineral samples and sulfide ‘stan-
dards’ [78] and in iron meteorites [79] by AMS
have been reported. Under the designated experi-
mental conditions, there was essentially zero
background. Sensitivities for monatomic negative
ions ranged from 0.1 (Au) to less than 600 ng g−1

(Os).
The development of ‘in situ’ microbeam tech-

niques for determinations of PGEs and Au is of
great interest to the minerals industry. Determina-
tions of Au in arsenian pyrite using proton mi-
croprobe and ion microprobe techniques were
compared [80]. Detection limits for Au using par-
ticle induced X-ray excitation (PIXE) and proton
microprobe (micro-PIXE) were 21–26 mg g−1.
The corresponding detection limit using sec-
ondary ion mass spectrometry (SIMS), or ion
microprobe was 0.4 mg g−1. The volumes ana-
lyzed were different, namely, 5000 mm3 for PIXE,
and 2400 mm3 for SIMS. The geometrys of the
volumes were different, also: a parallelepiped (mi-
cro-PIXE), and a thin disc (SIMS). Thus, results
of analyses of the same grains by the two instru-
ments were not readily comparable because of the
heterogeneous distribution of Au at the ng g−1

levels in pyrite. The complementary nature of
micro-PIXE and ion microprobe techniques was
emphasized in analyses of PGEs from placer de-
posits [81]. PIXE proved to be more useful as an
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exploratory tool in rapid areal analyses of com-
plex minerals. A method for calibrating an ion
microprobe for quantitative determinations of
traces of Pt, Pd, Rh, Ir and Au in common sulfide
and sulfarsenide minerals was described [82].

Ru concentrations in the range 3–33 mg g−1

found in metallic FeNi minerals in iron meteorites
were measured [83]. The technique used was X-
ray fluorescence with synchrotron orbital radia-
tion. The X-ray beam sizes ranged from 0.5×0.5
to 0.25×0.25 mm squares. Calibration curves
were constructed from standard FeNi alloys
doped with Ru.

3.6. Speciation

Compounds of Pt and Au have been adminis-
tered in treatments of some forms of cancer and
of rheumatoid arthritis, respectively. The detec-
tion and determination of very low concentrations
of chemical forms of Pt and Au in clinical samples
often provides important information on the ac-
tive species, and the modes of operation and
extents of utilization of the drugs. Of the plat-
inum-based drugs, cis-diamminedichloroplatinu-
m(II), or cisplatin, is used widely in cancer
chemotherapy and has contributed to successful
treatments of some forms of cancerous tumors. In
many studies, total and ultrafilterable or ‘free Pt’
concentrations were measured in blood serum or
plasma. ‘Free Pt’ is defined as Pt not bound to
proteins. Samples were analyzed by ICP-MS [84].
Total Pt concentrations were in the range of
100–1000 mg l−1, and ‘free Pt’ concentrations
were 3–7% of the total Pt.

Separations of cisplatin and some Pt metabo-
lites from other species were carried out by HPLC
[85]. An anion-exchange column was connected to
a post-column reactor and a UV-spectrophotome-
ter for measurements of cisplatin in plasma and
urine. The detection limit was 20 nM. Modes of
action of cisplatin in cancer treatments have been
studied [86]. In the presence of fluid media con-
taining low concentrations of chloride ions, the
mono- and dihydrated-complexes of cisplatin are
formed. The monohydrated complex is said to be
the most important cytotoxic species. Cisplatin
and its hydrated complexes in plasma samples

were separated on a strong cation-exchange
column. The outlet of the chromatograph was
coupled directly to an ICP-mass spectrometer so
that Pt compounds in the effluent could be de-
tected on-line.

The main gold-containing drugs used in treat-
ments of arthritis are: (1) auranofin or tri-
ethylphosphinegold (I) teraacetylthioglucose; and
(2) myochrisine or sodium gold(I) thiomalate. An-
ion-exchange columns were used in studies of
auranofin and its metabolites [87], and reversed-
phase columns were used to separate auranofin,
myochrysine and their respective metabolites. The
columns were coupled to an ICP-mass spectrome-
ter. In another study, two Au-containing drugs
and their metabolites were separated by ion pair
chromatography [88]. The detection limit of my-
ochrysine using ICP-MS was 0.3 ng, and the
recovery of the Au-containing species was above
90%. A more detailed description of research on
the determination of Pt and Au species in drugs
and metabolites is available [89].

The catalytic treatment of exhaust gases from
motor vehicles has resulted in envronmental con-
tamination by airborne particulate material, or
dust, from the deterioration of the catalysts. The
dust contains precious metals, mainly Pt, together
with Pd and Rh. Information on Pt-containing
species in vegetation, soils and sediments is
needed so that the biotransformations and modes
of transport of Pt and its compounds in the
environment may be understood. Pt species in
grass treated with a Pt salt were separated by
GPC, and the Pt-containing fractions of effluent
were subjected to isotachophoresis [90]. Sharp
peaks of Pt-containing species were detected in
this work, but more information on their chemical
compositions is required. A clay-like humic soil
treated with Pt-containing dust (from catalysts)
and with Pt model compounds was investigated in
order to detect biotransformation products [91].
Extracts of the soil were analyzed by means of
HPLC-ICP-MS using reversed phase columns.
Capillary electophoresis-ICP-MS was used in par-
allel to study Pt speciation. Detection limits were
about 25 ng l−1 for HPLC and 1mg l−1 for
electrophoresis, both expressed as Pt. Additional
information on speciation is found in ref. [54].
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Table 6
RMs for PGE and Au concentrations, mg g−1

WMG-1 WMS-1 WPR-1 WITS-1TDB-1 UMT-1 WGB-1

0.0110a0.2851.741Pt 0.7310.0058 0.129 0.0061
1.185 0.235Pd 0.0224 0.106 0.0139 0.382 0.0079a

0.0013a0.01340.225Rh 0.0260.0007 0.0095 0.00032b

0.235 0.0135Ir 0.00015b 0.0088 0.00033b 0.046 0.0016a

0.099 0.022Ru – 0.0109 – 0.035 0.0051a

0.013b0.119b 0.0010–0.0015aOs 0.24b– 0.008b –
0.0056a0.042Au 0.0063 0.048 0.0029 0.11 0.279

Peridotite rock KomattiteDiabase rock MassiveUltramafic ore Gabbro rock Mineralized
sulfidegabbrotailing

a Certified values except recommended values.
b Certified values except values for information.

4. Reference materials

Reference materials are of great importance in
research programs. In projects and investigations
involving analyses of geological samples, there has
been a need for additional RMs containing very
low concentrations of PGEs and Au. The well-
known SARM-7 has been used extensively in
studies of new, as well as established analytical
methods. Recently, other RMs have been pre-
pared for distribution. The precious metals in
some of these are listed in Tables 6 and 7. In
keeping with the nomenclature adopted in the
special issue of the Geostandards Newsletter [92],
the term ‘working values’ is used in this report to
cover expressions such as certified values, recom-
mended values, usable values, etc. In this review,
the terms certified, recommended, provisional and
working are those used in the citations.

Six new RMs listed in Table 6 have been issued
by the Canadian Certified Reference Materials
Project (CCRMP) in association with the Miner-
als Resources Division of the Geological Survey
of Canada. The source of the materials is the
Wellgreen Complex, YK, Canada, with the excep-
tions of TDB-1 and UMT-1. The source of the
former material is Trembley Lake, SK, Canada
and of the latter is Giant Mascot, Hope, BC,
Canada. WMS-1 is a massive sulfide matrix mate-
rial, while the others are all siliceous matrices.
WITS 1 is a silicified komatite from the Barberton
area, South Africa [93].

CHR-Pt+ and CHR-Bkg, listed in Table 7, are
chromatite samples from the Isles of Shetland,
(North Scotland). They have been issued by the
Centre de Researches Petrographiques et
Geochimiques (CRPG), France, in cooperation
with The Open University, UK [94]. Although
these RMs have the same type of matrix as
SARM-7, CHR-Pt+ is enriched in precious
metal content while CHR-Bkg is depleted relative
to SARM-7. The three RMs offer the possibility
of studies of instrumental analytical methods for
the determinations of precious metals in chromi-
tite matrices over a range of concentrations. Data
for an ultramafic rock standard, DZS-2, from the
Peoples Republic of China (PRC) is included in
Table 7 [95].

SRM 886 is a refractory gold ore available
from the National Institute of Standards and
Technology (NIST). It contains 8.25 mg g−1 of
Au finely disseminated in a siliceous matrix.
(Table 7). Eleven Au reference samples, GAu8-18,
which include granites, soils, stream sediments
and ores, have been prepared by the Institute for
Geophysical and Geochemical Exploration, PRC
[96]. Certified values for Au range from 0.5 ng
g−1 to 10 mg g−1 in this group of standards. In
addition, the Ministry of Geology, PRC, has pre-
pared a set of Au standards designated GBW(E)
070018-070023. The certified Au concentrations
range from 0.27 to 3.6 mg g−1 [97].

Two new SRMs, 2556 and 2557, from NIST are
used auto catalysts in the form of powders (75
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Table 7
RMs for PGE and Au concentrations, mg g−1

SRM 2557SRM 2556CHR-Pt+ CHR-Bkg DZS-2 SRM 886

8.25a –Au 4.3 0.028b ––
697.4a– 1131aPt 0.00658.0 0.05b

0.002 – 326.0a 233.2aPd 80.8 0.07b

135.1a51.2a–Rh 0.0124.7 0.009b

– –Ir 6.2 0.028b 0.003 –
– –Os 1.9b 0.027b 0.006 –

–– –Ru 0.0099.2 0.067b

Ultramafic rock Gold ore Used catalystChromitite enriched PGE Used catalystChromitite

a Certified values.
b provisional values; others are recommended or working values.

mm; Table 7). They are intended for use in the
evaluation of methods for the determination of
Pt, Pd, Rh and lead in catalysts. SRM 2556 is
recycled pellet and SRM 2557 is recycled mono-
lith. RMs for Pt in three environmental matrices
are available. They are tunnel dust (13.0 ng g−1),
corn leaves (585 ng g−1) and cordierite (50 ng
g−1). More information on these RMs is found in
ref. [54].

5. Conclusions

Many research reports on determinations of the
precious metals have appeared recently. A num-
ber of the most important and significant have
been cited in this review. Instrumental techniques,
especially ICP-MS, have yielded more reliable
data in determinations of traces of PGEs and Au
in a variety of matrices. Improvements in sample
treatments and preconcentration steps in order to
enhance recoveries of the analytes, and to reduce
contamination from chemicals and equipment,
have assisted in the achievement of better results.
Both the availability of new RMs, and their use in
the development and verification of analytical
methods have been important.
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Abstract

This paper compares the results of total atmospheric particulate-phase mercury determinations using samples
collected by two methods. The conventional filtration method (FM) collects airborne particulate matter first, whereas
the denuder-based method (DM) removes gaseous-phase mercury prior to particulate matter collection. In each case,
particulate-phase mercury (PM) is collected on a quartz fiber disc held in a miniaturized device and is analyzed using
a pyrolysis/gold amalgamation/thermal desorption/cold vapor atomic fluorescence spectrometry (CVAFS) technique.
The results show that the concentrations of PM determined using the samples collected by DM are higher than those
determined using the samples collected by FM. Evidence presented shows that the higher results are due to
mercury-bearing gold particles flaking off from the gold-coated denuder surfaces in the denuder-based sampling
system. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Denuder; Particulate-phase mercury; Ambient air

1. Introduction

Atmospheric particulate-phase mercury (typi-
cally at �1–100 pg m−3 levels) has long been
neglected by the scientific community because it
generally accounts for only a few percent of the
total Hg in ambient air, most of which exists in
the gaseous phase. A value as high as 100 ng m−3

for PM, however, has been reported in the Ama-
zon Basin, Brazil [1]. In recent studies in the

Arctic [2–4], elevated levels of PM concentrations
(� 40% of the total atmospheric mercury) have
occasionally been observed (during mercury vapor
depletion episodes in the springtime [5,6]). Since
airborne particles containing Hg can be readily
deposited to the earth’s surface, through rain- and
wash-out processes [7,8], particulate-phase mer-
cury, under certain conditions, can be a very
important form of atmospheric Hg, and can sig-
nificantly affect the cycling and distribution of
this element in the atmosphere [4,9].

Traditionally, particulate matter in ambient air
is collected by filtration of the air through filters

* Corresponding author. Fax: +1-416-739-4318.
E-mail address: bill.schroeder@ec.gc.ca (W.H. Schroeder)
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having diameters of 47 mm or larger. Different
materials, such as quartz fiber [10,11], cellulose
[12,13] and polypropylene [14], have been used as
collection media for the determination of PM in
ambient air. The major advantages of using com-
mercially available filter media for sampling par-
ticulate matter in air are that these media have
specified pore sizes, are easy to use and are cost
efficient. To avoid contamination due to handling
and transfer of the sample during sample collec-
tion and sample preparation (e.g. acid digestion/
extraction), ultra-clean sampling techniques and a
clean room facility are necessary [15].

Particulate traps containing quartz wool plugs
[16–18] have the advantage of being easy to use.
No direct handling of the filter medium nor sam-
ple transfer are involved when pyrolysis is used
for sample preparation/analysis. A major draw-
back of using quartz wool plugs is that it is
difficult, if even possible, to pack the quartz wool
uniformly from one sampler/trap to the next. The
efficiency for collecting particles, therefore, varies
from plug to plug. Schroeder et al. [19] compared
two sampling methods: (1) glass-fiber filters in
Teflon filter cassettes at a nominal flow rate of 30
l min−1 and (2) traps consisting of quartz-wool
plugs contained in quartz tubes (6 mm o.d., 4 mm
i.d.) at a flow rate of 300–500 ml min−1. The
results of this intercomparison showed that the
values obtained by method (1) were much lower
than those obtained by method (2), in one case by
as much as a factor of 10. It has been suggested
that the higher values might result from adsorp-
tion of gaseous species of Hg (possibly Hg0) by
the quartz wool [20].

A miniaturized device has been developed by
Lu et al. [3] for sampling and analysis of particu-
late-phase mercury in ambient air. This device
combines the inherent advantages of the quartz
fiber filter and the quartz wool plug technologies,
and serves as both particulate trap (during sam-
pling) and pyrolyzer (during analysis) for airborne
particulate-phase mercury species. It has been
used in combination with amalgamation/thermal
desorption/CVAFS detection of elemental mer-
cury vapor for the determination of PM associ-
ated with atmospheric aerosols.

When sampling airborne particulate matter us-
ing FM as described above, possible sampling
artifacts include: (i) interactions among particles
retained, the filter materials and vapor-phase Hg
species; (ii) condensation of vapor-phase Hg onto
the particles retained; and/or (iii) release of
weakly-bound volatile Hg species from the parti-
cles into the vapor phase. Hence, the results ob-
tained by this method may be uncertain. To
overcome these potential problems, a denuder-
based method (DM), which separates and re-
moves gaseous mercury prior to collection of the
particulate matter, has been developed and ap-
plied to sampling of particulate matter in ambient
air [20,21]. The results, however, were 2–16%
higher than those obtained from samples collected
simultaneously using FM [22].

In a recent study [23], four different techniques
(three filtration-based and one denuder-based)
used by different laboratories were intercompared
for sampling and analysis of PM in ambient air.
The results show that the values obtained by the
denuder-based system were always the highest.
Since these four techniques differ in sampling
methods as well as sample preparation techniques,
it is difficult to explain the discrepancy.

This paper presents the values for PM concen-
trations in ambient air, determined using samples
collected by FM and DM. The discrepancy of the
results obtained from the two sampling methods
has been experimentally demonstrated and ex-
plained. Scanning electron microscopy (SEM) has
been widely used for characterizing particles
[24,25] and is used in this work for obtaining
experimental evidence to support interpretation of
our empirical observations on gold-coated
denuders.

2. Experimental

2.1. Materials

2.1.1. Particulate traps
The particulate traps used in both sampling

methods were developed by Lu et al. [3]. Each
trap consists of a quartz fiber filter disc (diameter,
6 mm; pore size, 0.2–10 mm; Gelman) held in a
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quartz tube (6 mm i.d.; 8 mm o.d.). The traps
were cleaned by firing twice at 470°C for 5 min
with a ‘zero air’ (dry air with [Hg]B0.1 ng m−3)
flow at a rate of 100 ml min−1.

2.1.2. Gold-coated denuders
The denuders (URG, Chapel Hill, NC) were

made by coating quartz tubes (62 cm long with an
inner diameter of 4 mm) with gold solution. The
denuders were cleaned by firing them five times at
650°C with zero air flow at a rate of 1 l min−1. A
series of tests under different experimental condi-
tions have been carried out to characterize the
gold-coated denuders.

2.1.2.1. Collection efficiency as a function of time.
Air flowed through the gold-coated denuders at a
rate of 1.5 l min−1 for times ranging from 1.25 to
33 h, and the air downstream of the gold-coated
denuders was monitored using an automated
Mercury Vapor Analyzer (Tekran, Model 2537A)
at 5-min sampling intervals. Two types of air,
ambient air and a stream of dry air containing a
constant concentration of Hg0, which was gener-
ated from a permeation–dilution system, were
used for this type of test. When ambient air was
used, two Mercury Vapor Analyzers were operat-
ing side by side: one was used for monitoring the
total gaseous mercury (TGM) concentration in
the ambient air, the other was used to monitor the
TGM concentration in the effluent from the gold-
coated denuder.

2.1.2.2. Collection efficiency as a function of air
flow rate. Ambient air at flow rates of 0.5, 1.0 and
1.5 l min−1 was pulled through the gold-coated
denuders. The mercury concentrations in the air
upstream and downstream of the denuders were
determined using the aforementioned Mercury
Vapor Analyzers.

2.1.2.3. Comparison of the collection efficiencies of
a single denuder and a set of two denuders in series.
A stream of ambient air at a flow rate of 1.0 l
min−1 was directed through a single and a pair of
denuders in series, respectively. The mercury con-
centrations upstream and downstream of the de-
nuder(s) were monitored using the Mercury
Vapor Analyzers.

2.2. Off-line sampling and analysis of PM in
ambient air

2.2.1. Sampling

2.2.1.1. Con6entional filtration method. Ambient
air was pulled through the particulate trap using
two types of air pumps: single-stage (contained in
the Tekran Model 2537A Mercury Vapor Ana-
lyzer) and dual-stage (Model DAA-V110-GB,
GAST, Benton Harbor, MI). The sampling flow
rate was measured by a mass flow meter (Hast-
ings, Hampton, VA).

2.2.1.2. Denuder-based method. A single denuder
or a pair of gold-coated denuders in series was
added upstream of the particulate trap for re-
moval of gaseous mercury species prior to air-
borne particulate matter collection.

2.2.2. Determination of mercury
The samples collected with each sampling sys-

tem were taken into the laboratory and connected
to an analytical train, Fig. 1, for analysis of their
Hg content. The analytical train consists of a
converter/pyrolyzer, a pre-focusing (‘analytical’)
gold trap and a CVAFS detector (Tekran, Model
2500). The converter/pyrolyzer consists of a
quartz tube containing granular MgO (0.5–1 mm,
light form, J. T. Baker, Phillipsburg, NJ) and is
maintained at 900°C by an external nickel–
chromium alloy resistance heating ribbon. The
purpose of using MgO in the converter is 2-fold:
(i) to reduce/eliminate the effect of acidic gases;

Fig. 1. Experimental set-up for sample analysis. (A) Com-
pressed Ar cylinder; (B) particulate trap; (C) heaters; (D)
injection ports; (E) converter (consisting of a quartz tube
containing MgO); (F) analytical gold trap; (G) three-way
solenoid valve; (H) CVAFS detector; (I) computer (for process
automation, data acquisition/display and report generation).
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Fig. 2. Experimental set-up for in-line sampling and analysis of
particulate-phase mercury in ambient air. (A) Dual stage
gold-coated denuder; (B) pyrolyzer consisting of a quartz tube
containing granular MgO; (C) heater; (D) Mercury Vapor
Analyzer (Tekran, Model 2537A).

Mercury associated with airborne particulate
matter was collected and analyzed using the fol-
lowing two approaches:

2.3.1. In situ pyrolysis
With the pyrolyzer temperature maintained at

900°C, mercury species associated with airborne
particulate matter, which is retained by MgO, are
thermally decomposed to the elemental form
while the air is pulled through the pyrolyzer. The
elemental mercury is carried downstream by air
and is pre-concentrated on a gold trap in the
Mercury Vapor Analyzer. After 4 h, the sampling
line was switched off and the mercury collected on
the gold trap was thermally desorbed and ana-
lyzed by the CVAFS detector in the analyzer.
Considering that the gaseous mercury species may
not be 100% removed by the dual stage denuder,
the concentration of mercury determined in this
way can be defined as the sum of PM and gaseous
mercury not collected by the tandem denuder (i.e.
PM+Hg denuder break-through).

2.3.2. In-line collection and pyrolysis
With the heater off at the pyrolyzer during the

sampling process, the mercury species associated
with airborne particulate matter are retained by
the granular MgO in the pyrolyzer. What the
Mercury Vapor Analyzer measures during the
sampling period is the sum of the gaseous mer-
cury species break-through from the second stage
of the denuder and the mercury species ‘blow-off’
(desorbed/volatilized) from the particulate matter
retained by the granular MgO (Hg denuder
break-through+PM blow-off). After 4 h, the
heater was turned on for 10 min to raise the
temperature of the pyrolyzer to 900°C so as to
thermally decompose all the mercury species asso-
ciated with the airborne particles which were re-
tained by the granular MgO in the pyrolyzer
during the sampling step. The mercury thus re-
leased was analyzed by the Tekran Analyzer. The
results obtained from this step can be defined as
PM− (PM blow-off).

The break-through of gaseous mercury species
from the paired gold denuders was determined
with a Mercury Vapor Analyzer before and after
the PM measurements.

(ii) to increase the turbulence and the total resi-
dence time of the gaseous Hg species in the high
temperature zone so as to achieve a more com-
plete conversion of Hg compounds into the ele-
mental form [3]. The particulate trap containing
the sample is heated at 900°C for 5 min. The
released Hg species are carried, by a stream of
argon gas at a flow rate of 200 ml min−1, to the
converter/pyrolyzer, to convert all Hg compounds
to the elemental form [21,22,26], and the resulting
Hg0 is pre-concentrated on the analytical Au-trap
downstream. The analyte is then thermally des-
orbed from the Au-trap at 500°C and detected by
the CVAFS detector.

Calibration of the analytical system is achieved
by injecting a known volume of air saturated with
Hg0 vapor at a pre-determined temperature.

2.3. In-line sampling and analysis of PM in
ambient air

Fig. 2 shows the experimental set-up for in-line
sampling and analysis of PM in ambient air. This
set-up is duplicated during the measurements. The
Mercury Vapor Analyzer, Fig. 2, D, is equipped
with two gold cartridges for mercury pre-concen-
tration, a mass flow meter for measuring sampling
flow and an air pump. The entire procedure, from
sampling to analysis has been fully automated.
When air flows through the denuders, the gaseous
mercury species in the air are removed by the
gold-coated denuders [27] and the mercury species
associated with airborne particulate matter pass
through the denuders and into the pyrolyzer. The
pyrolyzer consists of a quartz tube (6 mm o.d., 4
mm i.d.) containing granular MgO (0.5–1 mm).
The MgO was held in place in the quartz tube by
quartz wool plugs. The lengths of the MgO plugs
in the quartz tube were about 3 cm.
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Table 1
Efficiency of the gold-coated denuders for removing gaseous species of mercury in dry and ambient air at a sampling flow rate of
1.5 l min−1

([Hg]in−[Hg]out)/ [Hg]in Mean9S.D.[Hg]out (ng m−3)Denuder [Hg]in90.1 (ngAir type Total passage time
m−3)(min) (%)(%)

961 Dry 60 5.0 0.1990.06
0.1490.03 972

1000.00890.0033
0.07490.010 985
0.08990.010 987 9891

970.1490.041 5.0Dry 600
0.1290.02 982

98911000.01790.0053
5.0 0.1390.02 972 Dry 1980

990.03590.0073 1140
2.0 0.6090.008 702 Ambient 60

0.0790.002 963
950.1090.0034

0.1390.004 948 89911
750.4890.0062 2.0Ambient 600

0.1290.004 943
940.1390.0034

0.1390.004 948 8998

2.4. Scanning electron microscopy (SEM)

The filter disc, along with the airborne particu-
late matter collected, was mounted onto glass
slides with double-sided carbon tape, then coated
with carbon. X-ray microanalysis was performed
with a Link eXL, LZ-4 system (Oxford Analysis
Instrumentation, Oxford, UK), using the Be-win-
dow at 20 kV, 39 mm working distance and probe
current set at 0.8 nA with a Faraday cup. Spectra
were collected for 100 s live time. Quantitation
was carried out using the Link ZAF program.

3. Results and discussion

3.1. Characterization of the gold-coated denuders

Table 1 lists the concentrations of gaseous mer-
cury species in the air downstream of specific
(single) denuders. When a stream of dry air was
used, the collection efficiency of the five denuders
tested ranged from 96.2 to 99.8%. Statistically,
there was no significant decrease in the efficiency
when the passage time increased from 1 to 10 h.

No significant decrease was observed even when
the passage time increased to 19 h for denuder 3
and 33 h for denuder 2. Calculations based on a
simplified form of the Gormly–Kennedy equation
[28] predict that denuders of the same dimensions
as those used in this study are capable of remov-
ing \99.55% of the gaseous Hg at an air flow
rate of 1 l min−1. An efficiency of \99.9% was
observed in laboratory tests [20]. The lower re-
moval efficiency observed in this study is probably
due to the higher flow rate, i.e. 1.5 rather than 1.0
l min−1.

With the same experimental conditions, but
using ambient air with lower concentration of
mercury instead of dry air, the removal efficiency
dropped significantly (from 98 to 89%) and the
magnitude of the decrease differed from denuder
to denuder. However, the removal efficiency of
the denuders remained essentially unchanged
when the passage time increased to 10 h. The
observed decrease in the removal efficiency may
be due to the presence of moisture and/or chemi-
cal species in ambient air, which react with or are
adsorbed onto the gold and thus inhibit quantita-
tive sampling of mercury [29].
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Table 2
Effect of flow rate on the efficiency of the gold-coated denuders for removing gaseous mercury species in ambient air: total passage
time, 1 h

[Hg]in (ng m−3) [Hg]out
a (ng m−3)Denuder Flow rate (l min−1) ([Hg]in−[Hg]out)/[Hg]in (%)

0.2490.05 882.090.11.52
0.1590.03 931.0

920.1690.040.5
0.3890.09 814 1.5
0.2090.05 901.0
0.1090.020.5 95

a [Hg]out was measured every 5 min using a Tekran Mercury Vapor Analyzer.

Table 2 shows the effect of flow rate on the
efficiency of the denuders for removing gaseous
species of mercury in ambient air. In general, the
higher the flow rate, the lower the removal effi-
ciency. But even at a flow rate of only 0.5 l
min−1, the two denuders tested removed only
92–95% of the total gaseous mercury from the
ambient air. The concentration of gaseous mer-
cury in the air downstream of the denuder is,
therefore, at least equivalent to or, in most cases,
higher than that of PM in ambient air. From a
consideration of the removal efficiency of the
gold-coated denuders tested and the air volume to
be sampled, a flow rate of 1.0 l min−1 was chosen
for further studies.

To further reduce the residual gaseous Hg from
the denuder, two denuders in series were tested.
Table 3 compares the efficiencies of four single
and two pairs of gold-coated denuders in series
for removing gaseous Hg species from ambient
air. A slight enhancement in the removal effi-
ciency was observed when two denuders were
used in series, but the residual gaseous mercury
concentration is still higher than desired (i.e. it is
equivalent to or higher than typical PM concen-
trations in ambient air!). Nevertheless, further
study using the denuder-based sampling method is
still worthwhile because of a reduction of more
than 90% in TGM by the denuder(s) possible
interactions among the filter materials, filter-re-
tained particulate matter and vapor-phase mer-
cury species may be significantly less and the
degree of condensation/adsorption of the vapor-
phase mercury onto the material surface/particles
retained may be reduced. By comparing the re-

sults obtained from two sampling methods (FM
and DM), some of the possible gas–surface inter-
actions may be identified.

3.2. Results from in-line sampling and analysis of
PM

Table 4 shows the results from in-line sampling
and analysis (in duplicate) of PM using the de-
nuder-based sampling method. Mercury break-
through accounts for about 8% of TGM in
ambient air from the denuder in duplicate 1,
about 6% from the denuder in duplicate 2. PM
blow-off during the sampling period, observed
from duplicate 2 was twice that observed from
duplicate 1, and the values themselves seem to be
quite high (ranging from 0.15 to 0.28 ng m−3).
The concentrations of PM obtained from the two
parallel set-ups and from two different ap-
proaches, as shown in Table 4, do not agree well.
The values of PM calculated from the measured
parameters are 0.19 and 1.48 ng m−3 from the in
situ pyrolysis approach, 0.27 and 0.56 ng m−3

from the in-line pyrolysis approach. All these
values are much higher than those (B0.1 ng
m−3) reported in the literature for Toronto [3]
and for the Great Lakes Region [30], even though
there is a possibility that the collection efficiency
of the MgO plugs may not be as high as that of
quartz fiber filters used in the quoted references.

3.3. Results from off-line sampling and analysis
of PM

Table 5 lists the concentrations of PM deter-
mined using the samples collected by FM and
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Table 3
Comparison of the efficiencies of single gold-coated denuders, and a group of two denuders in series, for removing gaseous mercury
species in ambient air at a flow rate of 1.0 l min−1

[Hg]in90.1 (ng m−3) [Hg]out (ng m−3)Denuder Total passage time (h) ([Hg]in−[Hg]out)/ [Hg]in (%)

0.2090.02 933.0184
820.4490.035 18 2.5
850.4590.023.036

0.2290.03 918 20 2.4
0.1490.03 945+8 20 2.5
0.1990.0652 92

2.5 0.08490.03 97204+6
0.12 90.02 9552

DM, determined off-line. The values obtained
from FM range from 0.0064 to 0.050 ng m−3 and
are within the range (0–0.1 ng m−3) of those
reported in the literature for Toronto [3] and for
the Great Lakes Region [30]. The values obtained
by the DM range from 0.012 to 0.36 ng m−3 and
are all higher than those obtained from the sam-
ples collected by FM at the same time. This
situation is similar to that observed in a study
where four sampling methods used by four labo-
ratories were compared for the determination of
PM in ambient air [23].

The consistently higher values obtained with
the DM, using both in-line and off-line determi-
nations, led us to suspect that there might exist a
sampling artifact when using gold-coated denud-
ers. For the denuders used in this study, we
surmised that the gold-coating might be flaking
off from the interior surface of the denuders
during sampling. Because these gold flakes would
be retained by the particulate filter (situated
downstream of the denuder), any gaseous mercury
species previously adsorbed by the gold flakes
would be thermally released during the pyrolysis
process and consequently be (erroneously) deter-
mined as particulate-phase mercury, thus resulting
in erroneously high PM values.

3.4. Experimental e6idence of gold flaking off
from the denuders

To obtain direct evidence of the presence (or
absence) of gold flakes in air exiting these denud-

ers, a batch of four samples (two by FM and two
by DM), plus a procedural blank were collected
and analyzed for their Hg content following the
procedure previously described in this paper. Af-
ter this analysis, the filters were sent to another
laboratory for SEM analysis. One might expect
that gold flakes from the denuder would remain
on the filter after pyrolysis at 900°C and their
presence should be detected by SEM. The initial
results, however, showed no evidence of gold
flakes on the particulate filters. After reflecting on
the possible reason(s) for the higher values of PM
concentrations obtained from the DM, we still
believed that flaking-off of the gold-coating might
be the problem. Considering the procedure used
in coating the denuder, the thickness of the gold
coating should be in the range of a few mm or
even less. The size of the flakes should, therefore,
be in a similar range. Such tiny flakes of gold may
conceivably be vaporized during pyrolysis at a
temperature of 900°C, leaving nothing to be ‘seen’
by SEM. Therefore, another batch of four sam-
ples (one using FM, one using DM with a single
denuder, two using DM with a pair denuders in
series), plus a blank, were collected and this time
sent out for SEM analysis without prior pyrolysis.
Fig. 3 shows a portion of the SEM image for
sample F16, which was collected downstream of a
pair of denuders in series. The light spots were
identified, by elemental analysis, to be gold flakes.
This image also shows that these gold flakes are
different in size and shape. Irregular size and
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Table 4
Mercury denuder break-through, particulate-phase mercury (PM) blow-off and PM (ng m−3), in duplicate, obtained from the in situ
and in-line pyrolysis procedures: sampling flow rate, 1.0 l min−1

In-line pyrolysisbIn situ pyrolysisa

0.16 0.21Hg denuder break-throughc 0.160.21
1.640.40PM+(Hg denuder break-through)

0.36 0.44(Hg denuder break-through)+(PM blow-off)d

0.280.12PM-(PM blow-off)
0.19 1.48 0.27PM (calculated) 0.56

a Mercury associated with particulate matter was converted to Hg0 in the trap (900°C) while the air flows through.
b Mercury associated with particulate matter was collected on the trap (the heater at the trap is off during sampling process) and

pyrolyzed at the end of each sampling period.
c Mercury concentration measured downstream of the gold denuders.
d Mercury desorbed/volatilized from the particulate matter retained on the filter during sampling period.

shape support our hypothesis that gold is flaking
off from the denuder. The results of the elemental
analysis for all the samples are listed in Table 6.
For each sample, at least 14 points (representing
different locations on the filter) have been ana-
lyzed. The relative amount of gold on the blank
filter and the filter with airborne particulate mat-
ter collected using FM was below the limit of
detection (B1000 ppm) for all the determina-
tions. Gold flakes were detected in all the samples
collected using DM. With a single denuder, fewer
flakes were detected (3/14), while a greater num-
ber of flakes was observed when pairs of denuders
in series were used (7/20 and 11/20, respectively).
The results also indicate that the size of the gold
flakes varies, since the size of the laser beam (1–2
mm) and the depth the laser beam can penetrate
are the same for all the analyses, the relative
amount of gold in each determination will there-

fore indicate the size of the flakes. These tiny
flakes of gold, not visible to the naked eye, are
released (‘eroded’) from the interior gold surface
of a denuder during the sampling step and end up
on the particulate filter situated downstream of
the denuder. Such specks of gold would have
gaseous-phase Hg species (mainly Hg0) amalga-
mated to them and would bias the PM determina-
tion, which is based on chemical analysis of all
materials on the filter located downstream of the
denuder. These observations provide a plausible
explanation of why the DM tends to give results
which are higher than those obtained with the
FM. For the denuder-based systems described in
Ebinghaus et al. [23] and Xiao et al. [20] for the
determination of PM in ambient air, gaseous mer-
cury breaking through the denuder may also con-
tribute to the high values of PM, because it was
assumed that the denuder can remove 99.9% of

Table 5
Comparison of particulate-phase mercury (PM) concentrations determined using samples (duplicates from each method) collected
by the conventional filtration method (FM) and the denuder-based method (DM)a

Sampling time (h) Flow rate (l min−1) PM by DM (ngDate 1997 PM by FM (ng m−3)Denuder
m−3)

0.01290.0060.008490.0043Jan. 25 3, 8 16 1.4–1.9
1.4–2.4 0.006490.0024Jan. 30 2, 6 16.5 0.02790.002

0.04490.0051.2–2.7 0.0929?15Jan. 31 4, 5
1.2–3.3 0.04190.022Feb. 1 4, 5 0.06290.01027.8

0.05090.009 0.3690.063Mar. 28 2, 6 21 2.1 –5.4
1.3–3.4 0.03290.004Mar. 29 1&8, 3&6 in series 0.2690.04726

a Values after 9 signs are the difference from the mean value.
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Table 6
Gold content in samples of airborne particulate matter collected with and without front-end gold-coated denuders

Sample ID Au content in each measurement (%)bnaSample description

15 BL.O.DcF0 Blank
BL.O.D16F15 Sample collected without a gold-coated denuder
84.7, 81.4, 77.4. Others BL.O.D.14F17 Sample collected downstream of one gold-coated de-

nuder
10.2, 23.9, 61.1, 94.0, 91.1, 92.7, 21.3. Others B20F6 Sample collected downstream of two gold-coated de-

nuders in series L.O.D.
91.1, 43.4, 87.7, 64.5, 26.6, 41.6, 92.3, 8.0, 66.6, 25.3,20Sample collected downstream of two gold-coated de-F16

nuders in series 87.4. Others BL.O.D.

a Total number of determinations on one filter sample.
b Au/(Si+Al+Ti+Cr+Fe+Mg+Mn+K+Ca+Na+Cl+Ni+Zn+P+S+Cu+Au+Ba+Pb+‘C’)×100.
c L.O.D., limit of detection, 1000 ppm.

the TGM even under ambient conditions, and
gold traps located downstream of the denuders
were employed as particulate collectors. Our re-
sults (Table 1) indicate a general decrease in the
removal efficiency of denuders when ambient air
is used instead of purified dry air. The resulting
increased concentration of gaseous mercury in the
effluent air from the denuder will be collected on
the gold trap situated downstream of the denuder
and consequently be determined as particulate-
phase mercury, thus leading to erroneously high
PM values.

It should be kept in mind that our work in-
volved gold-coated denuders from one supplier,
and hence should be independently verified by

others who use Au-coated denuders for the deter-
mination of particulate-phase mercury. Neverthe-
less, gold flaking off from the denuder, if it is a
general phenomenon, will bias (high) the determi-
nation of PM and this problem must be resolved
before attempting to use DM for sampling partic-
ulate matter in ambient air for the purpose of PM
determination. In addition, gaseous mercury
break-through from the denuder must be checked
under field conditions. Therefore, use of in situ
pyrolysis with a gold trap downstream of a gold-
coated denuder is not recommended for sampling
and analysis of PM in ambient air. A system using
gold tubing (instead of gold-coated quartz tubing)
combined with a miniaturized particle collection
device is being developed in our laboratory for
unambiguous sampling and analysis of particu-
late-phase mercury in ambient air.
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Abstract

Values of the association constant, bNaSO4
−, for the weak ion-pair formed by sodium and sulfate ions in aqueous

solution have been determined at 25°C by high precision sodium ion-selective electrode potentiometry in solutions of
ionic strength ranging from 0.50 to 7.00 M in CsCl media and in 1.00 M Me4NCl. The data in CsCl media were fitted
to an extended form of the Debye–Hückel equation which yielded log bNaSO4

−
0 =0.83490.005 at infinite dilution.

Evidence is also presented for the formation of very weak ion-pairs between Cs+ and SO4
2−. © 1999 Elsevier Science

B.V. All rights reserved.

Keywords: Sulfate ion; Sodium ion; Ion-pairing; Cesium chloride

1. Introduction

Knowledge of thermodynamic parameters for
sulfate equilibria in concentrated electrolyte solu-
tions are of great importance in a variety of
chemical systems of oceanographic, geochemical,
hydrothermal and industrial interest. These ther-
modynamic data are a prerequisite for developing
computerised chemical speciation models of such
systems, which are valid over a wide range of
conditions. Modelling of sulfate equilibria is of
particular interest for understanding the be-
haviour of the highly concentrated alkaline
sodium aluminate solutions which are used in the

refining of aluminium hydroxide from bauxite
ores [1], as sulfate is a major inorganic impurity in
many of these so-called ‘Bayer liquors’. Despite
the large body of thermodynamic data in the
literature describing aqueous sulfate equilibria,
little quantitative information is available for the
association of sulfate with alkali metal ions such
as sodium. Although such complexes are ex-
tremely weak they can have a profound effect on
the chemical speciation, particularly in concen-
trated solutions.

The interaction of SO4
2− (aq) with Na+ (aq),

Na+ (aq)+SO4
2− (aq) X NaSO4

− (aq) (1)

for which the corresponding association constant,
bNaSO4

−, is defined as

* Corresponding author. Tel.: +61-8-9360-2226; fax: +61-
8-9310-1711.
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Table 1
Literature values of log bNaSO4−

(M scale) under various conditions at 25.0°C

I (M) log bNaSO4−
aMethod Medium Reference

0 0.65Calorimetry [3]–
0.72 [4]0–Conductivity
0.82 (5) [5]Calculation – 0

0 0.82 (2)Dielectric relaxation spectroscopy – [6]
1.100 [7]–Conductivity

0.50 0.40 (3)Na ISE potentiometry NaCl [8]
0.301 [9]Na ISE potentiometry NaCl/Na2SO4 0.61

0.69 0.305 (6)Na ISE potentiometry NaCl/Na2SO4 [10]
Variable b=2.73−2.58I+2.28I2

0.41 [11]Calculation Seawater 0.72
1.0 0.61 (4)Na ISE potentiometry NaClO4 [12]

0.40 (9)b1.89Me4NClNa ISE potentiometry
2.67 0.43 (8) [13]

a Numbers in parentheses are the estimated errors (E) in the last decimal place of bNaSO4−
given by the original authors and, where

appropriate, were converted to the log scale using the formula E(log b)= loge (1/b ·E(b)).
b Data also available at 55 and 80°C in the same medium.

bNaSO4
− =

[NaSO4
−]

[Na+][SO4
−]

(2)

is significantly weaker than the interaction with
alkaline earth or transition metal ions [2]. This
makes these ion-pairs difficult to detect quantita-
tively, which may explain the lack of data in the
literature. Previous investigations and theoretical
treatments of this system have been largely
confined to solutions of low ionic strengths or
those approximating the composition of sea water
(Table 1). The lack of reliable data for this impor-
tant system is highlighted in Table 1 which shows
that major disparities exist between
log bNaSO4

−values obtained by different authors
under similar conditions. For example, the equi-
librium constant at infinite dilution, log bNaSO4

−
0 ,

ranges from 0.65 [3] to 1.10 [7] at 25°C. Such
uncertainties are most unsatisfactory for the reli-
able calculation of chemical speciation in complex
mixtures.

The purpose of the current paper is therefore to
accurately determine the association constant for
the NaSO4

− ion-pair over a wide range of ionic
strength at 25°C. The technique employed was
Na+ ion-selective glass electrode (Na ISE) poten-
tiometry which has previously been shown to
produce highly precise and reliable results for
other weakly bound sodium complexes [14,15].

CsCl was chosen as the background electrolyte
due to its relative ‘inertness’, high solubility (ca.
7.1 M at 25°C) [16] and because it does not
interfere with the operation of the Na ISE. For
comparison, measurements were also made at I=
1.00 M in Me4NCl; measurements at higher
Me4NCl concentrations are precluded because the
Na ISE response becomes erratic [15,17].

2. Experimental

2.1. Materials

All reagents were of analytical grade and were
used without further purification, except for te-
tramethylammonium chloride (Aldrich, 97%)
which was twice recrystallised from AR grade
ethanol and dried in vacuo at room temperature
[18]. Cesium chloride (Ajax, Australia, \99.5
mol%) was dried in a vacuum oven at 70°C and
ca. 100 Pa for 24 h and was stored over silica gel
in a desiccator under reduced pressure prior to
use. The trace Na+-impurities in the CsCl and
Me4NCl were determined by inductively coupled
plasma atomic emission (ICP) spectrometry. Typi-
cal values were 5.6×10−4 M in 1.0 M CsCl and
9.2×10−6 M in 1.0 M Me4NCl which were quan-
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titatively consistent with the performance of the
Na ISE at low [Na+] as described elsewhere [15].
These values were incorporated into the data
analysis. All solutions were prepared using high
purity Millipore Milli-Q water, which had been
made carbonate-free by simultaneously boiling
and purging with high purity nitrogen for 20 min.
The ionic strength of all solutions for potentio-
metric purposes was adjusted by addition of the
appropriate amounts of the required salt.

Cesium hydroxide solutions were prepared
from AR grade pellets (Aldrich, ‘99.0%’). AR
grade tetramethylammonium hydroxide
(Me4NOH) was obtained as an aqueous solution
(Aldrich, 25% w/w). The carbonate content of the
Me4NOH solutions was minimised by adding 0.5
g solid CaO (Ajax, AR grade) to 250 ml of
solution, agitating for at least 48 h and then
filtering on a supported membrane filter (0.45 mm)
[18]. Analysis of this solution with standard HCl
using the Gran method [19,20] indicated a typical
CO3

2− concentration of B0.2% of the total alka-
linity. As the addition of solid CaO has been
found to be unsatisfactory in removing carbonate
from CsOH solutions, it was treated with barium
hydroxide reducing the carbonate content to
�0.3% [21]. Care was taken to avoid contamina-
tion by atmospheric CO2 and all base solutions
were used within one week of preparation.

Cesium sulfate solutions were prepared from
crystalline Cs2SO4 (Fluka, anhydrous, \99.5
mol%), which had been dried over silica gel in a
desiccator under reduced pressure for at least 24 h
before use. Tetramethylammonium sulfate solu-
tions were prepared by neutralising sulfuric acid
(BDH ‘Convol’ Concentrated Volumetric Stan-
dard) with Me4NOH in 1.00 M Me4NCl.

2.2. Apparatus and procedure

Values of bNaSO4
−were determined by potentio-

metric titration of an accurately known NaCl
solution dissolved in the appropriate concentra-
tion of CsCl or Me4NCl with freshly prepared
Cs2SO4 or (Me4N)2SO4 solution in the same
medium. Measurements were carried out over the
ionic strength range of 0.505I57.00M in CsCl
media and at I=1.00 M in Me4NCl.

As the detection of weak M%L complexes with
an M%+-responsive electrode is best achieved
when [L]� [M%] [17], it is desirable to use very low
concentrations of M% so as to maximise the [L]/
[M%] ratio with minimal replacement of the ionic
medium. This is essential for maintaining reason-
able constancy of activity coefficients and liquid
junction potentials (LJPs). Minimising the re-
placement level is especially important in the
present system where L is the doubly charged
SO4

2− (aq). Consequently, four different groups of
titrations were carried out at each ionic strength,
viz., using a titrant solution containing 100 or 200
mM SO4

2− with [Na+]initial=5 or 10 mM in the
cell, resulting in [SO4

2−]/[Na+] ratios of up to
120.

The potentiometric titrations were made using
our usual high precision titration system [22]. An
inert atmosphere was maintained in the titration
cell with high purity nitrogen, pre-humidified by
bubbling through a solution containing the same
ionic medium as in the measurement cell. The cell
was maintained at 25.090.01°C using a Haake
N3 circulator-thermostat which itself was cooled
by a Neslab refrigerated circulator-thermostat set
at 2290.5°C. The cell temperature was moni-
tored using a thermistor calibrated to an accuracy
of 0.01 K against a NIST-traceable quartz crystal
thermometer (Hewlett Packard, Model
HP2804A).

The cells used in the present study can be
represented as:

Ag � AgCl � KCl (3.0 M)
Reference Half Cell ��

Ej1
KCl (3.0 M)

Salt Bridge ��
Ej2

Na+, SO4
2−, I (RCl) � Na ISE
Test Solution

where R denotes the cation of the background
electrolyte (i.e. Cs+ or Me4N+), I (RCl) indicates
the solution was held at constant ionic strength I
(=1/2 �ciz i

2) with appropriate amounts of RCl,
Na ISE denotes the Na+-ion selective glass elec-
trode and Ej1 and Ej2 are LJPs. The Na ISE
(Metrohm, model 6.0501.100) was conditioned
and stored in 0.1 M NaCl/(RCl). No loss in
performance was observed for the Na ISE, even
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Table 2
Present values of log bNaSO4−

at 25.0°C in Me4NCl and CsCl media determined by Na ISE potentiometry

log bNaSO4−
(S.D.)a No. titrations/No. data pointsMedium I (M) OBJE (×104)b

8/3520.0927 (15)1.0 3.26Me4NCl
0.834(5)c –CsCl –0.0

12.034/1720.0108 (38)0.5
−0.1497 (35) 5/1901.0 11.44
−0.2610 (31) 4/1662.0 4.59

5/261−0.3169 (33) 5.713.0
4/167 12.105.0 −0.3316 (31)

13.634/1657.0 −0.3164 (32)

a Numbers in parentheses refer to the standard deviation in the last decimal place quoted.
b Unweighted objective function calculated with respect to difference in electrode potentials [27].
c Extrapolated value, with estimated maximum error (see text).

3. Results and discussion

The details of the titrations and the correspond-
ing ESTA optimisations are summarised in Table
2. The numbers in parentheses are the standard
deviations produced by the computational analy-
sis; real errors can be up to an order of magnitude
greater [27]. The present results obtained in CsCl
media for log bNaSO4

− are plotted along with se-
lected literature data in Fig. 1. It is interesting to
note that the latter suggest there is almost no
change in the association constant as a function

at the highest [CsCl]. However, as already noted,
the Na ISE response becomes erratic at
[Me4NCl]\1.00 M. All potentials were measured
relative to Ag/AgCl reference electrodes, consist-
ing of silver wire in contact with solid silver
chloride [23]. The reference electrode filling solu-
tion was 3.0 M KCl, employed in conjunction
with a salt bridge also containing 3.0 M KCl.

Assuming that throughout the course of a titra-
tion activity coefficients and LJPs are constant
and thus may be incorporated in the formal cell
potential E0%, it is readily shown by the usual
methods of electrochemical thermodynamics that
the relationship between the observed cell poten-
tial Eobs and the sodium ion concentration is [24]

Eobs=E0%+k log[Na+] (3)

where k is the electrode slope.
Electrode calibrations [15] gave linear plots of

Eobs vs. log[Na+] with slopes close to Nernstian
(59.16 mV at 25°C) and E0% constant to within 0.2
mV between titrations in each medium at 125
pH56. At lower pH values the curve deviates
significantly as the Na ISE responds to H+. Ac-
cordingly, all titration solutions were buffered to
pH 12.5 with Me4NOH or CsOH and a slope of
59.16 was assumed.

Least squares analyses of the data from the
potentiometric titrations were performed using
the equilibrium simulation for titration analysis
(ESTA) suite of programs [25,26].

Fig. 1. Values of log bNaSO4−
at 25°C: 
, present results, with

the solid curve corresponding to Eq. (4) where A=2.046 and
B=0.0487; �, [8]; × , [9]; , [10];+ , [11]; �, [12]; 2, [13].
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of ionic strength in the range 0.55I53.0. This is
very unlikely, and contrasts with the present re-
sults which display the more usual dependence on
I.

The dotted curve in Fig. 1 is from Pytkowicz
and Kester [10], and is based on their Na ISE
measurements in NaCl/Na2SO4 solutions. Their
curve predicts much stronger NaSO4

− ion-pairing
and a much sharper increase with I than is ob-
served in the present study. Even allowing for
differences in background electrolyte, the values
predicted by this equation appear unrealistic when
compared with the present results. Furthermore,
the infinite dilution value of log bNaSO4

−
0 =0.44

[10] is very much lower than the present value (see
below) and lies well outside the generally accepted
range for this constant [2].

The present result at I=1.00 M in Me4NCl
(log bNaSO4

− =0.0927) is much lower than that
reported by Sapieszko et al. [13] in the same
medium at I=1.89 and 2.67 M also obtained by
Na ISE potentiometry (log bNaSO4

− =0.40 and
0.43, respectively). It is noteworthy that the au-
thors report, without elaboration [13], that they
experienced difficulties with the Na ISE in this
medium which they used to justify the rather large
uncertainties (920%) in their measured con-
stants. This is consistent with our previous find-
ings [15,17] that the response of the glass Na ISE
becomes erratic at I\1.0 M in Me4NCl, and
suggests that the log bNaSO4

−values of Sapieszko et
al. are almost certainly unreliable.

3.1. Determination of log bNaSO4
−

0 at I=0

Although the present measurements were not
designed for this purpose (being restricted to I]
0.50 M), it is instructive to use the present data to
estimate the standard state (infinite dilution) value
of log bNaSO4

−
0 . This is probably best done using

one of the more recent activity coefficient models
such as that of Pitzer [28]. However, for the
present purpose it is sufficient to use a simple
extended form of the Debye–Hückel equation
[29]. This gives

log bi= logb i
0− A

� 
I

1+
I

�
+BI (4)

Fig. 2. Values of log bNaSO4−
0 as a function of temperature: �,

[30], with the solid curve corresponding to the authors
modified HKF equation (see text); 
, present result at 298.15
K.

for the equilibrium defined in Eq. (1), where the
Debye–Hückel constant A has the value of 2.046
at 25°C and the empirical parameter B was found
to be 0.0487 for these data. The value of
log bNaSO4

−
0 =0.83490.005 is in excellent agree-

ment with that of Reardon [5] calculated from
activity coefficient data, and with a recent value
from these laboratories determined by dielectric
relaxation spectroscopy [6] (Table 1).

It is also interesting to compare the present
log bNaSO4

−
0 value with the recent data of

Pokrovski et al. [30] (Fig. 2), which were obtained
with a new type of ceramic Na ISE designed for
high temperature operation and fitted to a revised
HKF (Helgeson–Kirkham–Flowers) equation.
Although there is considerable scatter in the data
at lower temperatures (where the behaviour of the
ceramic Na ISE becomes unreliable) the present
value at 298.15 K is clearly in good agreement
with the general trend of Pokrovski et al.’s data
and the HKF model.

3.2. Estimation of the CsSO4
− association

constant

The general shape of the log bNaSO4
−versus I

(CsCl) curve in Fig. 1, as expressed in the small
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value of the empirical constant B in Eq. (4),
suggests there may be a weak interaction between
Cs+ (aq) and SO4

2− (aq) [31]. Further evidence
for this hypothesis is the significant increase in
log bNaSO4

− when reaction (1) is transferred from
CsCl to Me4NCl media at I=1.00M (Table 2). If
all the difference in log bNaSO4

− in these two media
is ascribed to Cs+ binding and it is further as-
sumed that higher order (Na(SO4)n

(1−2n)+, with
n\1) and protonated (Na(HSO4)m

(1−m)+) com-
plexes, activity coefficient changes, and Me4N+ –
SO4

2− interactions are all negligible, it can be
shown [31] that

(bNaSO4
−)Me4NCl

: (bNaSO4
−)CsCl{1+bCsSO4

−[Cs+]T} (5)

Substituting in the appropriate values from
Table 2 gives log bCsSO4

− = −0.10 in 1.00 M
Me4NCl. This constant can also be determined
directly from the titration data by the ESTA
optimisation program, which gives a value of
log bCsSO4

− = −0.1390.05, in good agreement
with the value obtained by Eq. (5). This appears
to be the first reported estimate of the CsSO4

−

association constant. However, in view of the
weakness of the association and the uncertainty of
the various assumptions involved, the value must
be treated with caution.
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Abstract

The adsorption properties of dioxouranium (II)-Phathalate complexes onto hanging mercury drop electrode are
exploited in developing a highly sensitive and selective stripping voltammetric procedure for the determination of
uranium (VI). The reduction current of adsorbed complex ions of U(VI) was measured by both linear sweep (LSCSV)
and differential pulse cathodic stripping voltammetry (DPCSV), preceded by a period of preconcentration onto the
electrode surface. As low as 2×10−9 mol dm−3 (0.5 mg/l) and 2×10−8 mol dm−3 (4.8 mg/l) with accumulation time
240 and 120 s using DPCSV and LSCSV, respectively, have been determined successfully. The relative standard
deviation of 2.2% at the 5 ppm level was obtained. The interferences of some metal ions and anions were studied. The
application of this method was tested in the determination of uranium in superphosphate fertilizer. © 1999 Elsevier
Science B.V. All rights reserved.

Keywords: Uranium determination as phthalate complex; Cyclic voltammetry; Linear sweep and differential pulse stripping
voltammetry; Super-phosphate fertilizer

1. Introduction

The geographical distribution of uranium is of
interest because the element is used in the produc-
tion of energy in nuclear reactors. It is of geo-
chemical interest because it belongs to the actinide
group, the geochemical pathways of which have

not been studied as rigorously as those of some of
the transition metals [1]. Several techniques have
been developed for the determination of U(VI) in
different environmental samples including a-spec-
trometry [2], neutron activation [3,4], spectropho-
tometry [5], molecular fluorescence spectrometry
[6], compleximetric titration [7], pulse polarogra-
phy [8,9], gas chromatography [10–12], radioacti-
vation [13,14] and inductively coupled plasma
emission spectrometry [15]. These techniques are
not sufficiently sensitive for the direct determina-
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tion of U(VI), so that a pre-concentration stage is
necessary. The use of stripping analysis has been
expanded greatly during this decade, owing to the
growing needs for on-site environmental monitor-
ing or clinical testing of trace metals [16,17].
However adsorptive stripping voltammetry is a
powerful technique useful for uranium trace anal-
ysis. Adsorption voltammetry is a technique in
which the analyte is preconcentrated first by ad-
sorption onto a working electrode surface fol-
lowed by voltammetric measurements of the
electroactive species. This method has been ap-
plied to the stripping voltammetric determination
of uranium in the absence [18,19] and in the
presence of various complexing reagents [20–38].

In order to determine uranium more sensitively
and selectively, potassium hydrogen phthalate has
been found to form a uranium complex, which
was more stable than those of other metal ions
[39,40].

2. Experimental

2.1. Instrumentation

Stripping and cyclic voltammograms were
recorded by polarographic Analyzer stripping
voltammeter Model 264 A (EG&G, Princeton
Applied Research; Princeton, NJ, USA), coupled
with a PAR 303 A Static Mercury Drop Electrode
(SMDE; drop size: medium, area of the drop:
0.014 cm2). The polarographic cell bottom (PAR
Model K 0060) was fitted with a saturated Ag/
AgCl, reference electrode, and platinum wire used
as a counter electrode. A PAR 305 stirrer was
connected to the 303 SMDE. A PAR Model RE
0089 X-Y recorder was used for recording the
voltammograms.

2.2. Chemicals

The following reagents were prepared. A 0.01-
mol dm−3 aqueous stock solution of U(VI) was
prepared by diluting appropriate volume from
uranyl perchlorate (prepared in our laboratory)
[41]. A 0.01-mol dm−3 solution of the ligand;
potassium hydrogen phthalate (Merck) was pre-

pared by dissolving the appropriate amount in
bidistilled water. The solution was used for few
days only to avoid the bacterial effects. Solutions
of 0.1 mol dm−3 sodium perchlorate, potassium
nitrate, potassium chloride and 0.2 mol dm−3

sodium dihydrogen phosphate were used as sup-
porting electrolytes. Sodium hydroxide solution
(0.1 mol dm−3) was used to adjust the pH of the
supporting electrolytes using an Orion 601 A pre-
cision Research Ionanalyzer digital pH meter.

2.3. Procedure

A known volume (10 ml) of 0.01 mol dm−3

sodium perchlorate (pH:7) as supporting elec-
trolyte was deaerated with nitrogen for 16 min
then for 30 s before each adsorptive stripping
cycle. The preconcentration potential of +0.1 V
(vs. Ag/AgCl); was applied to the electrode for a
period of time, while the solution was stirred at
400 rpm. The stirring was then stopped as con-
trolled by the microprocessor and after 15 s (equi-
librium time) the voltammogram with negative
potential scan was recorded. The scan rate was
100 mvs−1 for direct current stripping (DCSV)
and 5 mvs−1 for differential pulse stripping
voltammetry (DPSV) with 50 mV pulse amplitude
and pulse duration of 1 s. The same procedure
was repeated after spiking the ligand and uranyl
perchlorate. All data were obtained at room tem-
perature (2591°C).

3. Results and discussion

3.1. Cyclic 6oltammetry

At low pH and in a non complexing perchlorate
solution the U(VI)–U(V) reversible reduction
wave is located at −0.175 V (vs. SCE) [42]. The
reduction wave is shifted in a negative direction,
with increasing pH and becomes irreversible due
to the relatively slow hydroxide complex forma-
tion of U(VI) [20]. Cyclic voltammetry of 1.5×
10−6 mol dm−3 UO2

2+ preceded by quiescent
period of 15 s (without preconcentration time) at
deposition potential +0.1 V in the presence of
10−5 mol dm−3 potassium hydrogen phthalate at
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pH:7, 0.01 mol dm−3 sodium perchlorate shows
that the U(VI)–U(V) reduction peak is located at
−0.6 V Fig. 1. There is a 0.31 V difference in the
cathodic and anodic peak potentials. The peak
heights of scan 1, 2, 3 are almost the same,
whereas subsequent cycles shows an increase in
the peak signal. Thus, reduction of this complex is
irreversible as demonstrated by cyclic voltamme-
try Fig. 1. Complex ions of U(VI) are reduced to
U(V), which is oxidized initially to the free uranyl
ion, followed by relatively slow complex reforma-
tion. Then, some of the U(VI) formed by reoxida-
tion remained on or near the electrode surface
and was reduced again in the next cathodic scan.
This behavior illustrate the increase of the ca-
thodic peak height. As well as, some part of U(V)
formed in cathodic scan is reoxidized to U(VI),
this may be leads to a very small anodic peak
appears in the opposite scan (anodic) direction.
This mechanism was confirmed by van Den Berg
and Huang. [20].

3.2. Effect of pH

The pH of the solution affects the U(VI) deter-
mination because of changes in the distribution of
the complex ions with potassium hydrogen phtha-
late. The pH was varied by adding dilute perchlo-
ric acid or sodium hydroxide. The
voltammograms of 1×10−6 mol dm−3 uranyl
ion in the presence of 1×10−4 mol dm−3 potas-
sium hydrogen phthalate and 0.01 mol dm−3

sodium perchlorate as supporting electrolyte at
different pHs viz. 4.4, 5.1, 6.35, 7.2, 7.7 and 8.5
were studied. It was observed that the height of
the reduction peak increases on increasing the pH
of the medium. This due to increase of the depro-
tonated ligand which give more complexed uranyl
species adsorbable onto electrode surface. Also,
the peak potential is shifted to more negative
potential in the same manner. This means that
hydrogen ions are participated in the reduction
step. The peak height reached its maximum at pH

Fig. 1. Cyclic voltammograms of 1.5×10−6 mol dm−3 UO2(II), 0.01 mol dm−3 NaClO4, 10−5 mol dm−3 Potassium Hydrogen
phthalate (pH=7.2).
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ranged from 6.3 to 7.2 at Ep= −0.61 V. At
pH=7.7 the reduction peak splits into two peaks.
Furthermore, at higher pH=8.5, the height of
reduction peak decreases. This decrease in current
is due to competitive formation of hydroxo com-
plexes. It means that the optimum pH to carry out
all experiments ranged from 6.3 to 7.2.

3.3. Effect of supporting electrolyte

A series of supporting electrolytes were tested
(sodium perchlorate, potassium nitrate, potassium
chloride and sodium dihydrogen phosphate). Both
the peak height and the peak shape were taken into
consideration when choosing the supporting elec-
trolyte. However, 0.01 mol dm−3 of NaClO4, KCl
and KNO3 (pH=7), as well as 0.01 mol dm−3

sodium dihydrogen phosphate (pH:5), with 2×
10−6 mol dm−3 potassium hydrogen phthalate
and 2×10−8 mol dm−3 UO2

2+ were investigated
using linear sweep (LSCSV) and differential pulse
cathodic stripping voltammetry (DPCSV) meth-
ods. The results indicate that the highest signal
peak current was obtained in the presence of
sodium perchlorate medium. Furthermore, differ-
ent concentrations of NaClO4 ranged from 0.01 to
0.1 mol dm−3 were tested at constant uranyl ion
concentration 1×10−7 mol dm−3 and potassium
hydrogen phthalate 1×10−3 mol dm−3. At 0.01
mol dm−3 NaClO4 gave the highest signals of
reduction peak, then by increasing the ionic
strength the peak height decreased. Therefore, the
optimum ionic strength for studying is 0.01 mol
dm−3 sodium perchlorate.

3.4. Effect of initial potential and scan rate

The effect of the accumulation potential on the
cathodic stripping peak current was examined over
the range +0.15– −0.4 V after a preconcentration
time of 60 s. On plotting the peak current obtained
as a function of preconcentration potential, the
graph indicates that the current is very high and
almost constant at the range of 0.00– +0.15 V and
exhibits a sudden decrease on going towards more
electronegative potential. The effect of scan rate
was studied by varying it from 10 to 200 mvs−1.
It was found that the peak current increased and

the peak potential shifted to more negative values
with increasing scan rate. For subsequent work 100
mvs−1 was selected in LSCSV. The plot of log i
versus log 6 (scan rate) gives a straight line with a
slope of 1.0. This value is expected for ideal
reaction of surface species [43]. A 70−mv negative
shift in the peak potential was observed upon
increasing the scan rate in the range given. The plot
of Ep versus log 6 is also linear. This is another
evidence for the irreversible and adsorption phe-
nomena of the reduction process [44].

3.5. Effect of ligand concentration

Different concentrations of potassium hydrogen
phthalate ranged from 2×10−5 to 1×10−4 mol
dm−3 in the presence of 1×10−6 mol dm−3

UO2
2+ ion and 0.01 mol dm−3 sodium perchlorate

as supporting electrolyte (pH:7) were studied. It
was noticed that the peak height decreased as the
concentration of the ligand increased. Since phtha-
late anion is adsorbed onto mercury electrode
surface, then its concentration must be adjusted in
a manner that it will not hindered the adsorption
of the UO2

2+ phthalate complex itself [45]. Conse-
quently, less electrode surface is available for the
adsorption of the metal complex in case of increas-
ing ligand as shown in Fig. 2. However, the
optimum concentration range for ligand was 2×
10−5–1×10−4 mol dm−3 with 1×10−6 mol
dm−3 uranyl ion and 2×10−7–2×10−6 mol
dm−3, in the presence of lower concentration of
uranium viz. 10−9 and 10−8 mol dm−3, respec-
tively. Also, the concentration range of uranium
was 2×10−8–1×10−7 mol dm−3, with 2×10−6

mol dm−3- ligand using LSCSV and from 2×10−9

to 1.4×10−8 of uranium, in the presence of
2×10−7 mol dm−3 ligand, using DPCSV. Thus,
lower concentrations of uranyl ion viz. 10−8 and
10−9 mol dm−3 were determined at concentrations
of 10−6 and 10−7 mol dm−3 potassium hydrogen
phthalate, respectively.

3.6. Effect of preconcentration time

The effect of the accumulation time on the
stripping peak current was examined for 2×10−8

and 2×10−7 mol dm−3 uranyl ion, in the pres-
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Fig. 2. Plot of Ip versus ligand concentration, at 1×10−6 mol dm−3 UO2(II), in the presence of 0.01 mol dm−3 NaClO4,
(pH=7.0) and accumulation time 60 s.

ence of 2×10−6 and 2×10−5 mol dm−3 potas-
sium hydrogen phthalate (pH:7), respectively.
The peak current increased linearly with precon-
centration time. The surface coverage occurs at
180 and 120 s, for 2×10−8 and 2×10−7 mol
dm−3 uranyl ion, respectively.
3.7. Effect of uranyl ion concentration

It is found that the reduction peak current
increases with increasing uranyl ion concentra-
tion. On plotting the peak currents against uranyl
ion concentration gives straight lines as shown in
Fig. 3. Generally, the peak height increases with
increasing uranyl ion concentration and accumu-
lation time.

Using (2–10) 10−7 mol dm−3 UO2
2+ and pre-

concentration time of 60 s, with 2×10−5 mol
dm−3 potassium hydrogen phthalate the linear
sweep voltammograms are taken, where the well
defined peak is observed at Ep= −0.61 V. From
the current-concentration plot, it can be seen that
6×10−7 mol dm−3 is the concentration of
UO2

2+ required to obtain the surface coverage as
shown in Fig. 3a. The slope of this straight line is
33.3 nA/10−7 mol dm−3. Further trials were
made to investigate more lower concentration of
uranium. Thus starting from 2×10−8 mol dm−3

at 120 and 180 s, with 2×10−5 mol dm−3 potas-
sium hydrogen phthalate a straight line was ob-
served covering the range from 2×10−8 to
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1×10−7 mol dm−3 with the slope equal to 4.7
and 6.15 nA/10−8 mol dm−3, respectively as
shown in Fig. 3b and c. The use of the lower
concentration (2×10−8 mol dm−3) brings about
2.2% in standard deviation (ten replicates). Also,
if we use a lower concentration of phthalate (2×
10−6 mol dm−3) the same result can be obtained
with 120 s accumulation time as shown in Fig. 3d
with a slope equal to 100 nA/10−8 mol dm−3

uranyl ion.
On testing the differential pulse cathodic strip-

ping voltammetric technique, a well defined peak
is observed with Ep= −0.58 V in three different
media (0.01 mol dm−3 of NaClO4, KCl, and
KNO3) pH:7, with 2×10−7 mol dm−3 potas-
sium hydrogen phthalate and accumulation times

of 240, 120 and 420 s, respectively. Plotting the
peak current against uranyl ion concentration
gives straight line in each case viz., a, b and c as
shown in Fig. 4 with a slope equal to 0.5, 0.8 and
1.0 nA/10−9 mol dm−3 respectively. A straight
line was observed covering the range from 2×
10−9 to 1.4×10−8 mol dm−3 UO2

2+ with 240 s
(preconcentration time) in 0.01 mol dm−3

NaClO4 (pH:7). However, as low as 2×10−8

mol dm−3 (4.8 ppb) at 120 s and 2×10−9 mol
dm−3 (0.5 ppb) at 240 s, in the presence of 0.01
mol dm−3 NaClO4 (pH:7), with 2×10−6 and
2×10−7 mol dm−3 potassium hydrogen phtha-
late, using LSCSV and DPCSV techniques, re-
spectively, have been determined successfully. The
relative standard deviation (RSD) was 2.2 (ten

Fig. 3. Current-concentration graphs in presence of 0.01 mol dm−3 NaClO4 (pH=7): a: 2×10−5 mol dm−3 phathalate and 60
s accumulation time; b: 2×10−5 mol dm−3 phthalate and 120 s accumulation time; c: 2×10−5 mol dm−3 phthalate and 180 s
accumulation time; and d: 2×10−6 mol dm−3 phthalate and 120 s accumulation time.
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Fig. 4. Plot of Ip vs. uranyl ion concentration with 2×10−7 mol dm−3 phthalate (pH=7) using differential pulse cathodic
stripping voltammetry: a: (2–12) 10−9 mol dm−3 UO2(II) and 0.01 mol dm−3 NaClO4, accumulation time=240 s; b: (2–14) 10−9

mol dm−3 UO2(II) and 0.01 mol dm−3 KCl, accumulation time=120 s; c: (1–8) 10−9 mol dm−3 UO2(II) and 0.01 mol dm−3

NaNO3, accumulation time=420 s.

replicates), with 0.9989 correlation coefficient.
The accuracy of the method was investigated by
determining the recovery (99.9892%) of the stan-
dard addition of U(VI) [(2–10×10−8) mol
dm−3] to a definite concentration 4.8 mg/l (2×
10−8 mol dm−3) of U(VI) level.

3.8. Application

Trials were made to apply the present method
for quantitation of UO2

2+ in matrix samples. Su-
perphosphate fertilizer is chosen to such type of
analysis. One gram of the sample from Assiut
plant (Sebaeia Ore) was leached by 100 ml bidis-
tilled water. The solution was filtered through
sintered glass G4. Five milliliters of the sample
solution were added to 5 ml of bidistilled water
containing supporting electrolyte (0.01 mol dm−3

NaClO4, pH=3.95) without addition of the lig-
and. The second experiment was carried out in the
presence of 10−4 mol dm−3 potassium hydrogen
phthalate. In both experiments, uranium was de-
termined by means of standard addition method.

However, two peaks are observed from the sam-
ple solution Fig. 5a, on addition of UO2

2+ to the
sample solution the second peak increases
whereas the first one being constant (figure is not
shown). On adding 1×10−4 mol dm−3 potas-
sium hydrogen phthalate the second peak is viti-
ated whereas the first one is improved as shown in
Fig. 5b. On addition of uranyl ion concentration
the first peak is increased (Fig. 5a–h). This com-
plicated behavior may be attributed to the exis-
tence of more than one complexed species of
uranium with the phosphate in the original sam-
ple solution. In the presence of phthalate, the
complex of uranium with phthalate is predomi-
nating, therefore, the single (first) peak is in-
creased on increasing analyte concentration.
However, the highest signal obtained at pH:4
compared with pH:7 in synthetic solution may
be due to high selectivity of adsorption of the
uranyl ion complexes onto the electrode surface.
This phenomena may be attributed to the species
of the ligands (Potassium hydrogen phthalate and
phosphate). In addition to the presence of several
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foreign cations and anions as impurities in the
super-phosphate fertilizer samples.

On plotting the peak current against the con-
centration of uranium added, a straight line is
obtained in each case. From its intersection with
horizontal axis in negative direction, the determi-
nation of uranium in the sample is found to be
1×10−7 mol dm−3 (4.8 ppm), the same results
has been obtained using maleic acid as a ligand
[26] in the analysis of the same sample. The
reduction current of the uranyl ion in the fertilizer
sample alone is lower than that obtained in pres-
ence of phthalate. This may be due to the prefer-
ence of complex formation in the sample between

uranyl ion and phthalate which leads to the accu-
mulation of urnayl phthalate species onto the
electrode surface. However, the standard addition
method gives the same original concentration of
uranium in synthetic solutions containing differ-
ent cations (Cu(II), Zn(II), Pb(II), Cd(II), Fe(III),
Ni(II), Mn(II) and Bi(III)) and anions (NO3

−,
PO4

3-, ClO4
− and Cl−). The precision of the

method is satisfactory with RSD=2.5 and corre-
lation coefficients (r=0.998) obtained for ten
replicate analyses. The standard addition method
gives the same original concentration of uranium
in the sample (superphosphate fertilizer) in the
absence or presence of phthalate and foreign
metal ions. This conclusion is drawn from the
results of some experiments done in the addition
of some cations and anions to the original sample
as will be mentioned later.

In the absence of phthalate ligand, the adsorp-
tion of uranium phosphate species on to the elec-
trode surface was studied by increasing the
accumulation (preconcentration) time, whereby
an increase in the current was observed. However,
addition of phthalate ligand brought about a fur-
ther increase in the current due to the formation
of a more strong complex.

3.9. Interferences

The promising results hitherto obtained in the
selective determination of uranium in phosphate
sample encourage us to investigate the role played
by the possible existing foreign ions in the matrix
by adding foreign ions to the sample directly. In
the presence of 1×10−4 mol dm−3 potassium
hydrogen phthalate and fertilizer phosphate sam-
ple solution in 0.01 mol dm−3 NaClO4 (pH:
3.95), 1×10−7 and 1×10−6 mol dm−3 of each
metal ions viz; Cu(II), Pb(II), Cd(II), Zn(II),
Ni(II) and Mn(II) ions (individually and in one
mixture) were added to the sample solution. Slight
decrease in the current signal were observed.
However, in the case of 1×10−6 mol dm−3

Bi(III) decreases the peak height of uranium ion
by about one-sixth of its value.

Since fluoride ions are normally existing in the
original phosphate minerals, experiments were
performed by adding small increments of sodium

Fig. 5. LSSV of the fertilizer sample solution in 0.01 mol
dm−3 NaClO4 and 30 s (accumulation time): a: without
ligand; b: with 1×10−4 mol dm−3 phthalate; c: b+5×10−8

mol dm−3 UO2(II); d: b+8×10−8 mol dm−3 UO2(II); e:
b+1×10−7 mol dm−3 UO2(II); f: b+1.5×10−7 mol
dm−3 UO2(II); g: b+2.5×10−7 mol dm−3 UO2(II); and h:
b+3×10−7 mol dm−3 UO2(II) ion.
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fluoride solution to the polarographic cell fol-
lowed by measurements. It has been noticed that
up to 5×10−4 mol dm−3 fluoride ions concen-
tration, no change in the current signal of the
sample was observed. Therefore, the original
fluoride content of the sample solution has no
effect on the precision of the method. However, a
series interferences has been observed if the con-
centration of fluoride added to the superphos-
phate fertilizer sample exceed 1×10−3 mol
dm−3, where a daminution of the current was
noticed and eventually vitiated at concentration
8×10−3 mol dm−3 fluoride ions.

However, in the case of a synthetic solution
1×10−3 mol dm−3 potassium hydrogen phtha-
late and 1×10−6 mol dm−3 uranyl ion with 0.01
mol dm−3 NaClO4 (pH:7), up to five-fold con-
centration of Pb(II), Cu(II), Ni(II), Zn(II), and
Fe(III) were examined, where no change in the
current signal was observed. Furthermore 20-fold
Cd(II) concentration had also no effect on the
determination of uranium. However, the half con-
centration of Bi(III) decreases the peak height of
uranyl complex to half its value. On the other
hand up to 2000 fold of PO4

3-, ClO4
- , NO3

−, Cl−

and 1000 of F− anions concentration do not
interfere. Irrespective of a slight decrease in the
current has been observed in the presence of
2×10−3 mol dm−3 fluoride ions concentration,
the standard addition methods gave the same
original concentration of uranium.

It has been reported that interferences of some
metal ions had some effects on the determination
of uranium using oxine as a ligand [35]. However,
in using pyrocatechol [20] which is known as a
wide-band complexing agent, the uranium signal
is interfered with by numerous elements and or-
ganic compounds. On using mordant blue, Wang
and Zadeii [37] mentioned that the mixture of
uranium and some other metal ions in a ratios 1:1
(w/w) and 5:1 metal:uranium had no interference
in some cases, e.g. Cu(II), Zn(II), Pb(II), Cd(II)
and Sb(III). The voltammetric and polarographic
determination of uranium in the presence of chlo-
ranilic acid is highly selective and sensitive. Only
molybedenum, antimony, tin, vanadium and
tungsten also form adsorbable complexes with
this agent. Because of differences in their peak

potentials, these metals do not interfere with the
determination of uranium [30]. Furthermore,
chloranilic acid has been reported to be a suitable
ligand in direct determination of uranium in natu-
ral water without any pretreatment of the sample
[21].

In the present work, as high as 10:1
metal:uranium ratio had no effect providing the
use of standard addition method.

It is concluded that the use of phthalate as
ligand in cathodic adsorptive stripping voltam-
metric determination of uranium is superior to
other ligands formerly used such as oxine [35], or
pyrocatechol [20]. The interferences of other metal
ions (Pb(II), Cd(II), Cu(II), Ni(II), Fe(III),
Mn(II), Zn(II) ions) is less pronounced in our
experimental conditions. This is because the ph-
thalato complexes of uranyl ion are more stable
[39,40] than those of other metal ions.
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Abstract

An attempt has been made to develop a simple analytical technique that can readily be used in an industrial
laboratory to isolate and quantify the precipitated carbides in steel samples. Attempt has also been made to correlate
this value with the thermodynamically predicted values. There is good agreement between the predicted and
experimental results. More work is in progress to develop this technique for the preparation of Certifed Reference
Materials with dissolved and precipitated carbon in steels. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Carbidic carbon; Precipitation; Steel

1. Introduction

Steels used in special applications contain alloy-
ing elements at significant levels along with C and
N which may precipitate as carbide, nitride or
carbonitrides. These steels are used in applications
where the temperatures are high (about 500–
700 C) such as steam boilers, pipes conveying
petrochemicals, etc. Precipitation influences the
mechanical properties of the steel such as creep
resistance, and determines the life of the compo-
nents. The precipitates usually have a complex
chemistry containing more than one alloying ele-
ment in the cationic as well as the anionic sub-lat-
tice. It is essential to understand the type of

precipitate formed for an intelligent design of
these alloys for structural applications and also to
predict the life of the components.

High strength low alloy (HSLA) steels contain
microalloying additions such as Ti, Nb, V, etc.
(about 0.04%). They form fine precipitates of
carbonitrides and strengthen the alloy through
grain refinement. These alloys are developed for
structural applications where the strength-to-
weight ratio is a crucial factor, such as in defence
structures. Intelligent design of the alloys and the
thermomechanical processing of the same are
needed for application of these alloys in these
structures. This again requires a thorough under-
standing of the nature of the complex precipitates
formed in these alloys.

The mass fraction of the precipitates; their
types and chemical compositions are the crucial
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information required for establishing the solubil-
ity relations in steels. Several techniques have
been used for analysing these precipitates. For in
situ analysis of the precipitates, SEM and TEM
along with energy dispersive analysis of X-rays;
electron probe micro analysis (EPMA); electron
energy loss spectroscopy (EELS) and XRD have
been widely used [1–8].

In HSLA steels, the carbonitrides of alloying
elements such as niobium, titanium, vanadium,
etc. are predominanatly precipitated. They are
usually very small in size, the cross-section of the
precipitates measuring a few hundred nanometres,
typically. The chemical analysis of these precipi-
tates employing the instruments mentioned above
is prone to significant errors and sometimes even
impossible due to interference from the matrix in
which the precipitates are embedded. Further, to
adopt these instrumental techniques, suitable
standards are required by comparing with which
the instruments can be calibrated. Analysis of the
isolated precipitates will lead to more realiable
results and help in establishing the equilibrium
relations between the precipitates and the matrix.
This will help in developing suitable standards for
calibration of instruments also. Hence, consider-
able efforts are expended in many laboratories of
the world to isolate the precipitates through suit-
able wet chemical techniques.

Efforts have been made in many laboratories to
develop suitable techniques to isolate these precip-
itates for further analysis [9–16]. It was appreci-
ated that a simple technique will find immediate
application in industries for assessment of reman-
ing life of the structures; for routine evaluation of
the impact of thermomechnical processing and for
analysis of failure of structures and components
in service. Therefore, studies were made to de-
velop a suitable technique to isolate carbides in
steel. The study initially focussed on synthetic
mixtures of carbides and iron. The technique de-
veloped could isolate the carbides from the mix-
ture, quantitatively. This method was then
extended to some steels. The carbides could be
isolated quantitatively, in this case also. Results
obtained have been compared with the thermody-
namically predicted values. The following sections
discuss the technique and the studies carried out.

2. Experimental

2.1. Reagents:HCl (AR grade), de-ionised water,
specpure materials

A dissolution method was developed for the
separation of metal carbides from the steel matrix.
Attempts were made with various acid mixtures
on synthetically prepared carbide and pure iron
mixtures. Best results were obtained with 30 ml of
1:10 HCl and heating the sample slowly for 3–5
h.

2.2. Sample dissolution

The experimental part was divided into various
parts. In the first phase it was decided to try out
different acid mixtures on synthetically prepared
samples. A host of synthetic samples were pre-
pared by mixing specpure materials from Jhonson
Mathey. Three grams of sample along with 30 ml
of 1:10 HCl was used to dissolve the matrix. The
sample was digested for 3–5 h at 60–80 C on a
hot plate. The matrix dissolved out along with
Fe3C leaving behind carbidic carbon and
graphitic carbon as residue. The solution was
filtered through a pad prepared from 0.5 g of
burnt asbestos. The asbestos used was previously
burnt at 950 C for 5 h in a muffle furnace. The
presence of carbon in the burnt asbestos was
checked by LECO and was found to be nearly
0.04%. For each experiment a blank of 0.5 g of
burnt asbestos was run and necessary corrections
made to compute the amount of carbon present in
the sample. The alloying element present in the
filtrate as shown in Table 5 were analysed using
GBC 908 Atomic Absorption Spectrophotometry.
The analytical conditions are presented: wave-
length of Cr: 357.9 nm, Mo: 313.3 nm, reducing
flame of air acetylene in the ratio of 1:1.

2.3. Residue analysis:

The residue along with the entire pad was then
subjected to analysis on a LECO CS 444 appara-
tus for the carbon estimation. Initial experiments
were carried out with only binary mixtures, i.e. Fe
and a carbide. The results of the analysis along
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Table 1
Carbidic carbon estimated in iron and carbide binary mixtures

Sample Percent carbonSl.No.

Originally Obtained by
LECOataken

0.11 0.1290.01Iron1.
+Graphite
Iron 0.09590.012. 0.10
+Graphite
Iron+SiC 0.12 0.1190.013.
Iron+TiC 0.168 0.15690.024.

0.027 0.0390.0075. Iron+TiC
0.05190.0050.0456. Iron+TiC

Iron+TiC 0.107. 0.1190.012
Iron+TiC 0.078. 0.07590.006

0.0490.0050.059. Iron+TiC
0.026 0.02790.00310. Iron+NbC

a Average92s for a measurement of five replicates.

Table 3
Compositions of steels studied (wt.%)

Steel-1 Steel-2

0.10C 0.17
Cr 8.42 7.5
Mo 0.720.92

0.250.37Mn
P 0.023 0.024
S 0.0190.026

0.24Si 0.23
0.12Ni —
0.008N 0.0075

quantify and predict the carbide precipitation
(presented in the following section). The results
are presented in Table 5.

2.4. Prediction of carbide precipitation in steels

Considering the formation of carbide MxCy

where M is an alloying element,

xM+yC– – –MxCy

DG0= −RT ln K (1)

K=aMxCy/(ax)x · (ac)y (2)

DG0 is the standard free energy of formation of
the carbide; K the equilibrium constant and ai is
the activity of the element i in solid solution. The
activity of the carbide is taken as unity. The
activity ai is related to the mole fraction Xi, by
ai=xiYi where Yi is the activity coefficient. The

with the expected values for the synthetically pre-
pared mixtures are presented in Table 1.

After ascertaining the dissolution technique on
the binary mixtures, attempts were made on syn-
thetically prepared ternary mixtures. The results
are presented in Table 2

In the third part of the experiment, the analysis
was carried out on actual steel samples. The steels
(the compositions are given in Table 3) were
subjected to suitable heat treatment for precipitat-
ing out the carbon as carbides.

Attempts have also been made to analyse the
alloying elements in the filtrate after the carbide
separation to vindicate a model developed to

Table 2
Carbidic carbon estimated in iron and carbide ternary mixtures

Sl.No. Percent carbonSample

Originally taken Obtained by LECOa

Iron+TiC+Graphite1. 0.0176 0.01690.004
2. 0.03 0.03390.005Iron+TiC+Graphite

Iron+TiC+Graphite3. 0.05 0.04790.005
4. Iron+TiC+Graphite 0.05 0.0590.006

Iron+SiC+Graphite 0.001190.00080.00095.
Iron+SiC+Graphite6. 0.054 0.05390.005
Iron+SiC+Graphite 0.167. 0.1690.02

a Average92s for a measurement of three replicates.
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activity coefficient is evaluated using Wagner’s
interaction parameters [17].

Austenite is the solid phase stable at the tem-
peratures employed in the investigations reported
here [18]. From Eqs. (1) and (2), it is possible to
estimate the mass of the carbide formed and the
amounts of the alloying elements and carbon in
the solid solution at equilibrium with the carbide.
The alloying elements such as Cr, Mo and Mn in
these steels can form more than one type of
carbide. For example, chromium can form the
carbides Cr23C6, Cr27C3, Cr3C2 [19]. The type of
carbide formed depends on the composition of the
steel and the temperature of equilibrium. Also
several alloying elements such as Nb, Cr, Mo and
Mn can form carbides. It is necessary to predict
the type of carbide formed and the quantity of the
same. These are predicted using the technique of
successive partial equilibration[20,21]. The car-
bides formed are complex in nature. The cationic
sub-latice contains more than one alloying ele-
ment. For example, both Cr and Mo are likely to
be present in a carbide precipitated in a steel
containing these elements. The free energy of for-
mation of the complex carbide depends on the
proportion of the different alloying elements
present in the cationic sub-lattice. When nitrogen
is at significant levels in the steels, carbonitrides
are precipitated. Two types of steels were consid-
ered in this investigation to estimate the carbidic
carbon. In these steels, Cr and Mo precipitate
essentially as carbides since the relative amount of
nitrogen is low compared to the levels of Cr, Mo
and C in these steels. The relevant data for the
prediction of the amount of carbidic carbon pre-
cipitated were obtained from literature [22–26].

3. Results and discussions

Literature shows [27] that cementite, Fe3C is
decomposed by dilute hydrochloric acid. The car-
bides of other alloying elements such as Cr, Mo,
V, Nb, etc. are unaffected by this acid. Studies
were made with synthetic mixtures of a carbide
and iron powder. TiC and SiC were chosen as the
carbides to evaluate the technique adopted for
estimating the carbidic carbon. The amounts of

carbide and iron were so adjusted as to give
different levels of carbidic carbon in the mixtures.
The estimated and expected levels of carbidic
carbon (in percentages) are reported in Table 1.
The first two samples of this table used elec-
trolytic iron containing 0.06% C. Graphite was
added to bring the total carbon in the sample to
about 0.1%. The results show that the technique
could isolate graphitic carbon and the carbon in
iron was removed. As seen from Table 1, the
estimated percentages of carbidic carbon in the
synthetic samples are in good agreement with the
theoretical values.

In the next step, carbide, iron and graphite were
mixed to produce various synthetic samples con-
taing different levels of carbidic plus graphitic
carbon. The estimated and expected percentages
of this carbon are reported in Table 2. There is
good agreement between these figures.

In the next step of investigations, steel samples
were used to estimate the carbidic carbon. The
compositions of these steels are reported in Table
3. The percentages of carbon in these steels pre-
cipitated as carbidic carbon were predicted as
already described.

Steel 1 of Table 3 precipitates a complex car-
bide containing both Cr and Mo in the cationic
sub-lattice. A piece of this steel was encapsulated
in quartz under vacuum and maintained at 1200 C
for 3 h. At this temperature all the carbides
dissolve in the solid solution phase [28]. The sam-
ple was quenched in water. It was again encapsu-
lated in quartz and maintained at 850 C for 3 h to
ensure attainment of equilibrium between the car-
bide and the solid solution phase. It was quenched
in water. Three grams of this was analysed for
estimating the carbidic carbon. One piece of steel
2 of Table 3 was similarly quenched from 800 C

Table 4
Predicted and estimated carbidic carbon in steels

S.No. Steel % C precipitated

Predicted Estimated

40.01. 43.45Steel 1
44.83 46.672. Steel 2-1

3. 45.57Steel 2-2 47.0
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Table 5
Analysis of filtrate of Steel 2-2 (wt.%)

MolybdenumChromium

Estimated Predicted EstimatedaPredicted

0.5136.7890.136.558 0.42990.04

a Average92s, for a measurement of three replicates.
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after initial solutionising treatment at 1200 C. An-
other piece of this steel was treated at 850 C and
quenched. The carbidic carbon in these samples
were estimated. The percentage of carbon precipi-
tated as the carbide was also predicted. The pre-
dicted and estimated values are compared in
Table 4 under the categories steel 1 and steel 2-1
and steel 2-2, respectively. The percentage of car-
bon estimated to be precipitated is in excellent
agreement with the predicted value in each case.

In the case of steel 2-2 the filtrate collected after
isolating the carbide was analysed for chromium
and molybdenum levels. The predicted and evalu-
ated levels are compared in Table 5. There is good
agreement between these two. This observation
enhances the confidence in the analytical tech-
nique developed for estimating the carbidic
carbon.
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Abstract

2-(5-Bromo-2-pyridylazo)-5-diethylaminophenol (5-Br-PADAP) is a sensitive photometric reagent for determina-
tion of zirconium, when fosfomycin is added, it can quantitatively replace 5-Br-PADAP by complexing with
zirconium, thus, an indirect spectrophotometric method based on ligand exchange has been established. The detection
wavelength is at 605 nm, and the apparent molar absorption coefficient was found to be 4.59×104 l mol−1 cm−1.
Beer’s law is obeyed in the range of 0–28×10−6 M. The composition and stability constant of zirconium with
5-Br-PADAP and with fosfomycin has also been estimated. The proposed method is simple and reproducible, it was
applicable to the analysis of fosfomycin from pharmaceutical manufacture. © 1999 Elsevier Science B.V. All rights
reserved.

Keywords: 5-Br-PADAP; Fosfomycin; Indirect spectrophotometry; Zirconium

1. Introduction

Fosfomycin, the sodium salt of cis-(3-methy-
loxiranyl)phosphonic acid (Fig. 1), is a promising
broad-spectrum antibiotic. It has been found to
be effective against both Gram-positive and
Gram-negative infections because of its ability to
inhibit bacterial cell wall synthesis. Fosfomycin
has a low molecular mass, no UV absorption and
can not give fluorescence. These characters led to
difficulties in its analysis. Up to now, few methods
have been published concerning the determination

of fosfomycin in biological fluids or pharmaceuti-
cal forms, it also appears interesting for the deter-
mination in aqueous forms. The methods reported
for determination of fosfomycin include gas chro-
matography after derivation [1], ion chromatogra-
phy [2], reversed-phase liquid chromatography [3]
and capillary electrophoresis [4,5] using indirect
UV detection. Photometric analysis is a classical
method known for its convenience and cheapness.
Jimenez [6] reported a colorimetric method for
analysis of fosfomycin after the rupture of C–P
bond by oxidation followed by formation of
PO4(NH4)312MoO3. It was also mentioned to an-
alyze fosfomycin by fluorometry after derivation
[7], however, these photometric methods are all
time-consuming.

* Corresponding author. Fax: +86-27-8764617.
E-mail address: yqfeng@public.wh.hb.cn (S.-L. Da)
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Indirect spectrophotometry by decoloration has
been widely investigated in the past few years
[8–10]. It has been reported that the detected
substance usually accelerates the decoloring reac-
tion resulting from the oxidation of chromogenic
reagent, the degree of decoloration has linear
relationship with the concentration of the detected
substance in a limited concentration range. How-
ever, very few investigations on indirect spec-
trophotometry based on ligand-exchange have
been mentioned.

2-(5-Bromo-2-pyridylazo)-5-diethylaminophen-
ol (5-Br-PADAP) is a chelating reagent known
for its ability to form stable complexes with
various metal ions, including Fe, Ni, Co, Nb,
Sc. Colorimetric methods based on these com-
plexing reaction have been thoroughly stud-
ied [11–13]. 5-Br-PADAP is also a sensitive
reagent for Zr, based on which, the spectro-
photometric methods for determination of Zr
have been proposed [14–16]. Zirconium is
known for its hard lewis acid character, while
fosfomycin is a hard lewis base due to its phos-
phonic structure, therefore fosfomycin is expected
to form a stronger complex with Zr than 5-Br-
PADAP. In the present work, we found that
fosfomycin, being added to the Zr-5-Br-PADAP
solution, could quantitatively replace 5-Br-
PADAP from the chromophoric complex. Thus
an indirect spectrophotometric method based on
ligand-exchange for determination of fosfomycin
is established. The composition and stability con-
stant of zirconium with 5-Br-PADAP and fos-
fomycin were estimated, which provided a cogent
theoretical evidence for the experimental phenom-
ena.

2. Experimental

2.1. Apparatus

A UV-1601 spectrophotometer (Shimadzu,
Japan) was used with 1-cm light-path cuvettes.

2.2. Reagents

Fosfomycin (F), 1×10−2 M and 1×10−3 M;
Zirconium (Zr), 1×10−2 M and 1×10−3 M,
dissolved in 0.4 M HCl solution; 5-Br-PADAP
(L), 1×10−2 M.

Fosfomycin is provided by Northeast Pharma-
ceutical Factory (China), other reagents are of
analytical grade. Distilled water was used
throughout.

2.3. Procedure

In a 25-ml tube, 2 ml of 1×10−3 M Zr and a
certain amount of fosfomycin were mixed for 8
min, then 0.6 ml of 1×10−2 M 5-Br-PADAP was
added and the solution was diluted with distilled
water. After 10 min, place the solution with fos-
fomycin in the reference cuvette and the solution
without fosfomycin in the sample cuvette. The
absorbance was measured at 605 nm.

3. Result and discussion

3.1. Optimization of conditions

In 0.032 M HCl medium, Zr forms purlish blue
complex with 5-Br-PADAP, the maximal absorp-
tion is at 605 nm where reagent itself exhibits
poor absorption. When fosfomycin is added, the
position of peak is not changed but the intensity
of absorption decreased linearly with different
concentration of fosfomycin (Fig. 2), so 605 nm is
selected for the following experiments.

To establish the optimal conditions for determi-
nation of fosfomycin, we studied the influence of
the acidity, concentration of zirconium and 5-Br-
PADAP on the degree of decoloration.

The sensitivity for determination of fosfomycin
reaches maximum when the concentration of Zr isFig. 1. Structure of fosfomycin.
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Fig. 2. Absorption spectra. 1: L; 2: Zr+L; 3, 4, 5, 6:
4, 12, 20, 28×10−6 M F+Zr+L. CZr=8×10−5 M; CL=
2.4×10−4 M; CHCl=0.032 M.

Fig. 4. Dependence of the absorbance on the acidity. CF=1×
10−5 M; CZr=8×10−5 M; CL=2.8×10−4 M.

over 5.6×10−5 M (Fig. 3). In the experiment, we
choose concentration of Zr as 8×10−5 M which
provides high sensitivity for determination of fos-
fomycin and reduces analytical deviation.

The acidity of the solution is also important
condition. Fig. 4 shows the effect of the concen-
tration of hydrochloric acid on the degree of
decoloration of Zr-5-Br-PADAP in the presence
of 1×10−5 M fosfomycin. It can be found that
the degree of the decoloration (difference in ab-
sorption between sample and reference) increases

with the decrease of the concentration of hy-
drochloric acid. Unfortunately, when the pH of
the solution is over 3, precipitate appears. There-
fore, 0.032 M HCl medium was chosen in the
experiment.

5-Br-PADAP is a competitive complexing
reagent for Zr in solution. The effect of the con-
centration of 5-Br-PADAP on the intensity of
determination for fosfomycin was also investi-
gated. It was found that the intensity reached
maximum at the concentration of 5-Br-PADAP
between 1.6×10−4 and 3.2×10−4 M (Fig. 5).

Fig. 6 shows the change of Zr-5-Br-PADAP
complex in light-absorption with incubation time
in the presence and absence of fosfomycin, respec-
tively. For comparison, reagent blank was utilized
as reference solution. Curve B shows the variety
of absorbance with the incubation time in the case
that there was no fosfomycin added. The solution
reached the maximal absorption in 12 min and
remained stable for at least 70 min. Curve C
shows the decoloration of Zr-5-Br-PADAP in the
presence of fosfomycin with incubation time. In
this case, Zr and 5-Br-PADAP was mixed and
kept for 15 min in order to form a stable Zr-5-Br-
PADAP complex, soon after the addition of fos-

Fig. 3. Dependence of the absorbance on the concentration of
Zr. CF=1×10−5 M; CL=2.8×10−4 M; CHCl=0.032 M.
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fomycin, the absorbance was measured in se-
quence. It can be seen from Curve C that the
absorbance decreased rapidly first and became
stable after 30 min. For the curve D, the adding
order of regent was reversed, that is mixing Zr
and fosfomycin first, and kept for 8 min, then
5-Br-PADAP was added. The result is opposite to
curve C, the absorbance increased first and be-
came stable after 10 min. It is worth mentioning
that both curves C and D reached almost the
same absorbance when the solution system
reached equilibrium at the same concentration of
reagent. This phenomenon proved the ligand-ex-
change reaction is an interconversion course. The
absorbance was stable for at least 70 min in both
cases, suitable for quantitative analysis.

3.2. Interference

On the determination of 4×10−7 mol fos-
fomycin, different element and substance was
added to solution to examine interference. At
least following amount of substance did not inter-
fere, the unit of the number in brackets is 10−6

M: Cl−(800), Br−(140), HCO3
−(100), Ac−(200),

Fig. 6. Dependence of the absorbance on time. B: Zr-5-Br-
PADAP solution; C: Addition of fosfomycin into Zr-5-Br-
PADAP solution; D: Addition of 5-Br-PADAP into Zr and
fosfomycin solution. CF=1×10−5 M; CZr=8×10−5 M;
CL=2.8×10−4 M; CHCl=0.032 M.

a-phenylethylamine(38), F−(3.8) SO4
2−(2.4),

H2PO4
−(0.063), Na+(400), K+(400). The result

shows that the method can be free from interfer-
ences of most anions. However, being strong com-
plexing anions for Zr, SO4

2−, H2PO4
− and F−

interfere severely. Fortunately, for product analy-
sis of fosfomycin in the experiment, the amount of
these anions is rather small, and they can also be
removed by recrystallization with ethanol.
Phenylethylamine that is of a great quantity in the
intermediary product does not interfere.

3.3. Linearity, reproducity and detectability

In optimized condition, the correlation of ab-
sorbance with concentration of fosfomycin is lin-
ear in the range of 0–28×10−6 M. The
correlation coefficient is 0.99949. The indirect mo-
lar absorption coefficient was found to be 4.59×
104 l mol−1 cm−1.

The relative standard deviation was 1.25% on
determination of 4×10−7 mol fosfomycin. The
detectability was 5×10−7 M.

Fig. 5. Dependence of the absorbance on the concentration of
5-Br-PADAP. CF=1×10−5 M; CZr=8×10−5 M; CHCl=
0.032 M.
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Table 1
Result of sample analysis

Fosfomycin determined (%)Sample RSD (%)Average (%)

95.8 1.72(−)Fosfomycin-phenylethylamine 97.5 95.8 94.2
1.3395.396.493.9(+)Fosfomycin-phenylethylamine 97.6

74.6 74.8(9 )Fosfomycin-phenylethylamine 75.2 0.4674.6

3.4. Sample analysis

Fosfomycin-phenylethylamine is the intermedi-
ary product of the terminal medicine fosfomycin-
disodium. The present method was successfully
applied to the determination of fosfomycin in this
intermediary product of Northeast Pharmaceuti-
cal Factory. All the samples were not pretreated
and were dissolved in distilled water directly. The
results are given in Table 1. The recovery was
evaluated by spiking sample with various amount
of standard fosfomycin. Average recovery was
102.7%. The analysis results are satisfactory.
Moreover, the method is simple and rapid for
product assay.

3.5. Mechanism of decolouration

Stronger complexing ability of fosfomycin with
Zr than 5-Br-PADAP is supposed to be the direct
reason for decolouration. In order to confirm this
hypothesis, the composition and stability constant
of Zr with 5-Br-PADAP and fosfomycin was esti-
mated, respectively.

The composition of the Zr-5-Br-PADAP com-
plex in the medium of 0.032 M HCl was deter-
mined by molar ratio and Job’s methods, and
found to be 1:1. The result is in agreement with
earlier report in 0.2 M HNO3 medium [14]. The
stability constant of Zr-5-Br-PADAP complex,
KZrL, was found to be 2.69×105 in the current
experimental condition.

The composition of Zr–fosfomycin complex is
expected to be ZrFx, accordingly, the interconver-
sion reaction in solution can be expressed as:

ZrL+xF−lK ZrFx
4−x+L (1)

The equilibrium constant, K, of the Reaction 1
is given by

K=
[ZrFx

4−x][L]
[ZrL][F−]x

=
([ZrL0]− [ZrL])[L]

[ZrL]
�

CF

Ka1

Ka1+ [H+]
�x

=
(A0−A)[L](Ka1+ [H+])x

ACF
xKa1

x (2)

Where, A0, A is the absorbance of initial Zr-5-Br-
PADAP solution and the solution with fos-
fomycin, respectively; Ka1 is the first grade acid
dissociation constant of fosfomycin, it has been
reported to be 1×10−1.5 [2]; and CF stands for
the whole concentration of fosfomycin added to
the solution.

CF= [F]+ [F−]

Since the concentration of L in solution is much
excessive compared to Zr and F, it can be con-
ceived as a constant.

Eq. (2) can be rewritten as:

log
�1

A
−

1
A0

�
=x log CF+ log

Ka1
x K

A0[L](Ka1+ [H+])x

(3)

Eq. (3) indicates that the plot of log(1/A−1/
A0) vs log CF should give a straight line with the
slope of x. Fig. 7 shows plot of the log(1/A−1/
A0) vs log CF, which gives a straight line with the
slope of 1.6. So the composition of Zr and fos-
fomycin complex was calculated to be 2:3, while
the equilibrium constant of the ligand-exchange
reaction, K, was 2.063×104. Based on the above
results, the stability constant of the Zr2F3, KZr2F3

,
was obtained as 5.55×109.
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Fig. 7. Plot of log(1/A−1/A0)� log CF.
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Abstract

The electrochemical characteristics of deltamethrin have been determined by means of electrochemical techniques
such as d.c. polarography, cyclic voltammetry and differential pulse polarography over a wide range of pH from
2.0–12.0. The title compound exhibits a single well defined peak due to the reduction of the �C�C� moiety present
in deltamethrin. The overall reduction process is diffusion-controlled and adsorption free in nature. The variation of
half-wave potential with the pH, concentration of the title compound, and other experimental conditions is described.
A possible mechanism for the reduction is suggested. The number of electrons involved in the electrode reduction is
two. Investigation was also undertaken for the determination of deltamethrin in vegetables and in storage bags of rice
and wheat under FCI’s storage system. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Deltamethrin; Polarography; Vegetables; Storage bags; Wheat; Rice.

1. Introduction

deltamethrin [cyano(3-phenoxyphenyl) methyl
3-(2,2-dichloro ethenyl)-2,2-dimethyl cyclo-
propane carboxylate] (I) is a systemic, granular
pyrethroid insecticide for the control of pests of
rice, sorghum, barley, maize, cotton, vegetables,
fruits etc., Today it is widely used because of its
low persistence and high effectiveness. Its wide-
spread use as an effective pesticide has created a
demand for a quick, easy, and reliable method for
its determination.

Wybieralski et al. [1]. proposed the quantitative

determination of deltamethrin in aqueous solu-
tions by gas chromatography. Darwish [2] has
described the use of HPLC for the determination
of deltamethrin in wool. deltamethrin and its
residues have been determined by a spectrophoto-
metric method in insecticidal formulations and in
water [3]. Furthermore, deltamethrin has also
been determined by different techniques of which
TLC [4], photochemical–spectrofluorometric [5],
and NMR [6] are dominant.

The purpose of the present investigation was to
elucidate the electrochemical reduction mecha-
nism and electrode kinetics by employing ad-
vanced electrochemical techniques and to develop
analytical procedures for the quantitative estima-
tion of deltamethrin in vegetables and in storage
bags of wheat and rice.

* Corresponding author: Fax: +91-8574-27499.
E-mail address: svuni@ao.nic.in (N.Y. Sreedhar)

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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2. Experimental

A detailed description of the instrumentation
and experimental conditions has been reported
earlier [7]. All the experiments were performed at
2591°C. pH measurements were carried out with
a Elico digital pH meter. Dissolved air was re-
moved from the solution by degassing with oxy-
gen-free nitrogen for 10–15 min. prior to each
run.

deltamethrin was supplied by ‘Hoechst schering
Agr Evo’, Mumbai. The purity of the compound
was tested by boiling point and by TLC experi-
ments. A stock solution was prepared by dissolu-
tion of the required amount of pesticide in
dimethylformamide. Universal buffers of pH 2.0–
12.0 were prepared from 0.2 M boric acid, 0.05 M
citric acid, and 0.1 M trisodium orthophosphate
[8]. All the chemicals used were of Analar grade.

3. Results and discussion

The electrochemical behaviour of deltamethrin
was examined over the pH range 2.0–12.0. Typi-
cal polarograms are given in Figs. 1 and 2. In all
the cases, a single well defined peak is observed at

Fig. 2. differential pulse polarogram of deltamethrin at pH 4.0.
Concentration, 0.5 mM; drop time, 2 s; pulse amplitude, 50
mV.

a potential around −0.7 V. In the case of cyclic
voltammetry, no anodic peak is observed in the
reverse scan.

From the polarograms, it was concluded that
the peak current increases as the concentration
increases. The above facts suggest that the electro-
chemical reduction is irreversible and involves
diffusion-controlled electron transfer. Irreversibil-
ity is also indicated by the variation of peak
potential (Ep) with scan rate in cyclic
voltammetry.

The number of electrons was determined by
millicoulometry at −0.65 V. The n value was
found to be two. On the basis of the above
results, the following mechanism may be pro-

Fig. 1. cyclic voltammogram of deltamethrin at pH 2.0. Con-
centration, 0.5 mM; drop time, 2 s; scan rate, 40 mV s−1. Scheme 1.
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Table 1
Typical kinetic data of deltamethrin, concentration: 0.5 mM

d.c. polarography Cyclic voltammetry Differential pulse polarographySupporting elec-
trolyte of pH

−E1/2 (V) D ×105 (cm2 Ko
f,h (cm s−1)Ko

f,h (cm s−1) −EP (V) D ×105 D ×105 (cm2Ko
f,h (CmS−1) −Em (V)

(Cm2S−1) s−1)s−1)

0.68 6.522.0 8.71×10−9 0.67 6.41 7.98×10−9 0.65 6.65 2.86×10−9

0.71 6.55 1.08×10−114.0 0.73 6.35 2.31×10−11 0.71 6.64 4.45×10−11

0.84 6.02 3.32×10−12 0.896.0 5.91 6.81×10−12 0.81 6.31 8.56×10−12

8.0 1.18 6.85 1.70×10−17 1.20 5.95 2.21×10−16 1.13 6.98 4.10×10−16

10.0 1.21 6.65 8.91×10−18 1.22 5.88 8.98×10−18 1.20 6.72 9.19×10−18

1.27 6.50 3.65×10−19 1.31 5.6112.0 2.11×10−20 1.29 6.58 8.72×10−19



K. Samatha, N.Y. Sreedhar / Talanta 49 (1999) 53–5856

Table 2
Determination of deltamethrin in formulations by differential pulse polarography at pH 4.0

Labelled amount Average recoveryDeltamethrin formulation Average amount found (mg)a

(mg)

96.45.0Decis 4.82
95.99.5910.0

4.765.0K-othrin 95.2
14.30 95.315.0

9.49 94.9Mixed formulation (deltamethrin+heptenophos) 10.0

a Each value is an average of three determinations.

posed (Scheme 1). Controlledpotential electrolysis
(CPE) was carried out at pH 4.0 at −0.82 V vs.
SCE to identify the product, and it was further
confirmed by I.R. spectral studies.

Kinetic data obtained with different techniques
are summarised in Table 1. The diffusion coeffi-
cient values evaluated from all techniques are in
good agreement. This is particularly evident be-
cause no adsorption complications are involved in
the electrode process. The slight decrease in D-
values with an increase in pH may be attributed
to the lower availability of protons with an in-
crease in pH 2.

The rate constants [K0
f,h] obtained for the reduc-

tion of the �C�C� group are high in acidic
media for all techniques, indicating that the rate
of reaction is fast since in the acidic solutions
proton involvement is high which makes the re-
duction process easier. But in basic media, the
reduction process is not easily facilitated owing to
the lower availability of protons. Hence, E1

2
, Ep,

and Em values in basic media are observed to shift
to more negative potentials. Consequently, lower
values are obtained for rate constants in basic
media in contrast to acidic media.

The DPP wave obtained in the pH range from
2 to 6 is well resolved and is highly reproducible,
and it was therefore chosen for the analysis of
deltamethrin in vegetables and rice and wheat
under FCI’s storage system.

3.1. Recommended analytical procedure

A stock solution (1.0×10−5 M) is prepared by

dissolution of the appropriate amount of the
electroactive species in dimethylformamide. Stan-
dard solution, 1 ml, is transferred into a polaro-
graphic cell and diluted with 9 ml of supporting
electrolyte and then deoxygenated with nitrogen
gas for 10 min. After the polarogram is recorded,
small increments (0.2 ml) of standard solution
are added and a polarogram is recorded after
each addition under similar conditions. In the
present study, the best precision was obtained at
pH 4.0, with a drop time of 2 s, a pulse ampli-
tude of 50 mV, and an applied potential of −0.7
V.

3.2. Analysis of formulations

The required quantity of formulation corre-
sponding to a 1.0×10−3 M stock solution was
accurately measured and transferred into a 50-ml
volumetric flask containing 50 ml of dimethylfor-
mamide. A solution of approximately 1.0×10−5

M was prepared by dilution of this stock solution
with universal buffer. Assay results for
deltamethrin in formulations at pH 4.0 are given
in Table 2. Attempts were made to apply the
proposed method to the determination of
deltamethrin in mixed formulation
(deltamethrin+heptenophos). The latter insecti-
cide does not give a reduction wave and hence it
was believed to be a non-interfering substance.
Therefore, the proposed method has been em-
ployed for the assay of deltamethrin in mixed
formulations, and these results are incorporated
in Table 2.
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Table 3
Recovery of deltamethrin from fortified samples using DPP

Labelled amount (mg) Amount found (mg)aDeltamethrin Formulation Average recovery

Cabbage Cabbage TomatoTomato

1.90 1.88 95.0Decis 94.02.0
94.194.65.655.686.0
95.294.010.0 9.40 9.52

14.09 94.3K-othrin 15.0 14.15 93.9
94.918.98 94.618.9220.0

a Each value is an average of three determinations.

3.3. Analysis of deltamethrin in 6egetables

In the present investigation, vegetables such as
cabbage and tomato have been chosen for the
analysis of deltamethrin. Known amounts of
deltamethrin (decis, K-othrin) were sprayed on
cabbage and tomato crops and left for 1–2 h. The
extracts were prepared by the treatment of a
crushed sample with 100 ml of acetone. Then the
extract was allowed to dry. The residue of
deltamethrin was dissolved in DMF and trans-
ferred into a 50-ml volumetric flask. Then the
polarograms were recorded in the same manner as
described earlier. The results obtained using the
DPP method are shown in Table 3.

To ascertain the practical limit of determination
of the method, 25-g portions of potatoes were
fortified at the 0.01 mg kg−1 level for
deltamethrin. It could be determined at this level
by the proposed DPP method. The levels detected
are below the Food and Agricultural Organisation
and World Health Organisation maximum residue
limit for deltamethrin on cabbage and tomato of
2 mg kg−1 when calculated [9].

Recovery of deltamethrin ranging from 93.9 to
95.2% was found, which indicates the high accu-
racy and reproducibility of the proposed differen-
tial pulse polarographic method.

3.4. Analysis of deltamethrin in wheat and rice
under FCI’s storage system

Rice and wheat stacks of usual dimension and
capacity were selected in the Food Corporation of

India godowns at palamaner. Small jute bags of 4
kg capacity were chosen for these studies. The jute
bags were filled with wheat and rice and properly
stitched. The dosages used were 1.0 and 1.5 g
m−2 of a.i. of deltamethrin (Decis). The quantity
required of deltamethrin was dissolved in 50 ml of
acetone and spraying was done on the jute bags
with the help of a small hand sprayer. Every care
was taken to prevent loss of deltamethrin during
spraying and to see that there was uniform de-
posit over the bag surface.

The observations of residual toxicity were
recorded on the first day and after 15 days. The
samples for analysis of residues of deltamethrin
were drawn 1 h after mixing and after 15 days. At
each sampling the stitching of the bags was un-
done, the grains poured over a tray and thor-
oughly mixed. Each sample comprised a bag of 50
g of wheat and rice. The samples of wheat and
rice were ground to a powder in an electrically
operated grinder. The samples were extracted with
acetone and the extract was filtered through a
Büchner funnel. Then the extract was allowed to
dry. The residue of deltamethrin was dissolved in
DMF and transferred to a 50-ml volumetric flask.
The residues of deltamethrin in wheat and rice in
jute bags were estimated by DPP and the results
are presented in Table 4.

It is clear from the data that the residues of
deltamethrin on the wheat were 1.02, and 1.34
ppm, and on the rice were be 0.99 and 1.30 ppm
just after spraying of deltamethrin 1.0 and 1.5 g
m−2 a.i., respectively. The residues of
deltamethrin on wheat in samples collected 15
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Table 4
Persistence of residues of deltamethrin on wheat and rice penetrated during spraying on jute bags

Deltamethrin dosePeriod after treatmentSample

1.0 g 1.5 g

R1 R2 R3 MeanR1 R2 R3 Mean

0.97 1.45Wheat 1 h 1.68 0.86 0.34 0.96 1.91 1.44
0.96 0.750.5015 days 0.44 0.780.60 0.55 0.53

1.75 0.82 1.34Rice 1 h 1.301.62 0.84 0.52 0.99
0.51 0.7715 days 0.52 0.46 0.32 0.43 0.96 0.75

days after of spraying were 0.55 and 0.75 ppm.
Similarly, on rice they were 0.43 and 0.77 ppm.
Thus the residues of deltamethrin penetrated dur-
ing the spraying on jute bags were below the
tolerance limit of FAO [10]. These results suggest
that, even after 15 days of application, of the
deltamethrin fell within the detection limit. Hence
in the light of above data, the use of deltamethrin
at dosages of 1.0 and 1.5g m−2 a.i treatments for
the control of storage pests is without any health
hazard whatsoever to the consumers.

The proposed method is free from interferences
due to ingredients present in deltamethrin and also
other constituents present in vegetables and storage
bags of rice and wheat. Therefore the proposed
method is simple, inexpensive, rapid, reliable, and
sensitive. The proposed method does not involve
the elaborate cleanup procedures required with the
other methods. The method can also be extended
for the study of the efficacy of deltamethrin against
insect infestation in various stored samples.
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Abstract

A Nafion/mercury film electrode (NMFE) was used for the determination of trace thallium(I) in aqueous solutions.
Thallium(I) was preconcentrated onto the NMFE from the sample solution containing 0.01 M ethylenediaminete-
traacetate (EDTA), and determined by square-wave anodic stripping voltammetry (SWASV). Various factors
influencing the determination of thallium(I) were thoroughly investigated. This modified electrode exhibits good
resistance to interferences from surface-active compounds. The presence of EDTA effectively eliminated the
interferences from metal ions, such as lead(II) and cadmium(II), which are generally considered as the major
interferents in the determination of thallium at a mercury electrode. With 2-min preconcentration, linear calibration
graphs were obtained over the range 0.05–100 ppb of thallium(I). An even lower detection limit, 0.01 ppb, were
achieved with 5-min accumulation. The electrode is easy to prepare and can be readily renewed after each stripping
experiment. Applicability of this procedure to various water samples is illustrated. © 1999 Elsevier Science B.V. All
rights reserved.

Keywords: Mercury film electrode; Nafion; Square-wave voltammetry; Stripping analysis; Thallium

1. Introduction

The high toxicity of thallium and its com-
pounds has made the determination of traces of
thallium in various samples important. While
spectrometric methods including atomic absorp-
tion spectrometry [1], spectrophotometry [2],
emission spectrophotometry [3] have been em-

ployed in such determination, anodic stripping
voltammetry (ASV) is also very suitable for trace
measurement of thallium due to its remarkable
sensitivity. However, conventional voltammetric
stripping methods for thallium determination are
usually complicated by the interference from
neighboring peaks associated with the stripping of
coexisting metal ions [4,5]. Extensive efforts have
thus been devoted to overcome such interference
through the addition of certain adsorptive agents,
or the use of chemically modified electrode [6–10].
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These methods, however, could be interfered by
ions which are also capable of forming complexes
with the adsorptive agents. Furthermore, these
methods may suffer from interferences due to
organic surfactants adsorption on the electrode.

This article describes a square-wave stripping
voltammetric (SWSV) procedure for the determi-
nation of traces of cationic thallium(I) by using a
Nafion/mercury film coated glassy carbon disk
electrode (NMFE) with the presence of ethylene-
diaminetetraacetate (EDTA) in the sample solu-
tion. In this way, significant advantages come into
effect: the cation-exchange and preconcentration
feature of Nafion [11], the remarkable accumula-
tion effect of the mercury film for thallium [12],
and the high sensitivity of the SWSV [13]. In
addition, the extraordinary chelating agent EDTA
chelates to interfering metal ions forming bulky
complexes that are excluded from the Nafion film.
This simple procedure yields good sensitivity for
thallium(I) and displays good resistance to the
interference from common ions such as cadmium
and lead as well as the interference from surface-
active compounds such as sodium dodecyl sulfate
(SDS) and Triton X-100.

2. Experimental

2.1. Apparatus

All electrochemical experiments were performed
with a Bioanalytical Systems BAS CV-50W elec-
trochemical analyzer in conjunction with a BAS
model C-2 electrochemical cell. The three-elec-
trode system consisted of a glassy carbon disk
working electrode (BAS, 3 mm diameter) coated
with Nafion and mercury, an Ag/AgCl reference
electrode, and a platinum spiral auxiliary elec-
trode. All glassware was cleaned with 8 N nitric
acid and rinsed with deionized water.

2.2. Chemicals and reagents

Nafion perfluorinated ion-exchange powder, 5%
m/6 solution in a mixture of lower aliphatic alco-
hols and 10% water, was obtained from Aldrich.
Sodium perchlorate, sodium nitrate and nitric

acid were of analytical grade from Riedel de Haen
(RDH). Standard metal solutions (1000 ppm) of
Mg(II), Ni(II), Fe(III), Zn(II), Cr(VI), Cu(II), and
Cd(II) were from Fisher. Standard solutions (1000
ppm) of Mo(VI), Se(IV), and Au(III) were from
Mallinckrodt. Hg(II) standard solution (1000
ppm) was from Merck. Anionic surfactant sodium
dodecyl sulphate (SDS) was received from RDH
and nonionic surfactant Triton X-100 was re-
ceived from Lancaster. Thallium(I) stock solu-
tions (1000 ppm) were prepared by dissolving
thallium(I) chloride (99.999%, Stream) in nitric
acid. All the preparation and dilution of solutions
were made with deionized water.

2.3. Preparation of Nafion mercury film electrode
(NMFE) and sample solution

After polished with a polishing cloth to a shiny
surface, the glassy carbon electrode (GCE) was
rinsed with deionized water and then cleaned ul-
trasonically in 1+1 nitric acid and deionized
water. Then, 4 ml of Nafion coating solution was
spin-coated onto the GCE at a spin rate of 3000
rpm. A uniform thin film was formed by evapo-
rating the solvent at room temperature after
about 3 min of spinning.

Mercury was electrodeposited on the Nafion
coated GCE from 5 ml of 10 ppm mercury(II)
solution containing 0.1 M sodium perchlorate at
an applied potential of −0.8 V vs Ag/AgCl for 4
min with stirring.

The sample solution medium contained thalli-
um(I), 0.01 M EDTA to reduce the concentration
of interfering metal ions and proper amount of
0.1 M nitric acid to adjust the solution pH, and
0.1 M sodium nitrate as the supporting electrolyte
for all electrochemical experiments.

2.4. Procedure

The freshly prepared NMFE was dipped into
the stirred analyte solution containing Tl(I) and
kept at −0.9 V vs Ag/AgCl for the time required
for preconcentration (the optimized time was 2
min). Quantitative determinations were then per-
formed in the SWSV mode. The potential was
scanned in the anodic direction from −1.0 to
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−0.4 V vs Ag/AgCl. A medium containing 0.01
M EDTA, 0.1 M sodium nitrate (pH=4.5) was
used in the electrochemical experiments. Solutions
and samples were analyzed with 3 min deoxygena-
tion. After recording the voltammogram, the elec-
trode was regenerated by immersing the electrode
in 1 M nitric acid at −0.4 V vs Ag/AgCl for 30
s. The renewed electrode was then checked in the
supporting electrolyte before the next measure-
ment to ensure that it did not show any peak
within the potential range. Tap water, ground
water, and rain water were collected and stored in
precleaned polyethylene bottles after filtration.
The standard addition method was used to evalu-
ate the content of Tl(I) in the water samples.

3. Results and discussion

3.1. Electrochemical beha6ior of Tl(I) at the
6arious electrodes

The cyclic voltammograms for a solution con-
taining 10 ppm thallium(I), 0.1 M NaNO3, and
0.01 M EDTA at a bare GCE and a NMFE are
shown in Fig. 1. At the bare GCE (Fig. 1a), a
cathodic peak which can be assigned to the ca-
thodic deposition of thallium(I) to elemental thal-
lium, and an anodic stripping peak corresponding
to the reoxidation of thallium to thallium(I) are
observed. The peak potential separation of these
two peaks is fairly wide, indicative of a quasi-re-
versible electrochemical reaction. On the other
hand, the cathodic deposition peak and the an-
odic stripping peak observed for the thallium(I)/
(0) redox couple at the NMFE (Fig. 1b) are fairly
symmetric in shape. This behavior is typical for a
electrochemical reaction occurring in a film at the
electrode surface. Furthermore, the peak potential
separation observed for thallium(I)/(0) redox reac-
tion on the NMFE is much smaller than that
observed on the bare GCE, indicating that the
NMFE is more suitable than the bare GCE for
the determination of thallium(I) by SWSV [14,15].
The advantage of using the NMFE in the deter-
mination of thallium(I) is further demonstrated in
Fig. 2. This figure shows the responses of 10 ppb
thallium(I) on different electrodes in the same

supporting electrolyte. As can be seen in Fig. 2a,
no voltammetric response at all was detected on
the bare GCE at this low thallium(I) concentra-
tion while a distinguishable oxidation peak of
thallium at −0.70 and −0.61 V was observed on
the Nafion film coated GCE (NFE)(Fig. 2b) and
the mercury film electrode (MFE)(Fig. 2c), respec-
tively. The results indicate that the preconcentra-
tion efficiency of the electrode could be enhanced
by the ion-exchange property of Nafion or the
good solubility of thallium in mercury. When the
NMFE was used, a well-defined oxidation peak of
thallium(I) at about −0.66 V was observed (Fig.
2d). As can be seen, the peak height for NMFE is
much higher than that of the NFE and MFE
under the same experimental conditions. This
confirms that remarkable improvement on the
voltammetric detection of thallium(I) is achieved
by combining the effect of Nafion film and mer-
cury film.

Fig. 1. Cyclic voltammograms for a 10 ppm thallium(I) solu-
tion containing 0.1 M NaNO3 and 0.01 M EDTA: (a) at a
glassy carbon electrode (GCE); (b) at the NMFE. Potential
was scanned from about −0.2 to about −1.2 V and reversed
to −0.1 V vs Ag/AgCl. Scan rate 100 mV s−1.
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Fig. 2. SWSV for 10 ppb thallium(I) in the 0.1 M NaNO3+
0.01 M EDTA (pH=4.5) solution: (a) on the bare GCE, (b)
on the Nafion film coated GCE, (c) on the mercury film coated
GCE and (d) on the Nafion/mercury film coated GCE. Pre-
concentration potential, Ep, was −0.9V vs Ag/AgCl, and
preconcentration time, tp, was 2 min. The SWSV was scanned
from −1.0 to −0.4 V. SWSV parameter: modulation pulse
height 50 mV, modulation frequency 200 Hz, effective scan
rate 800 mV s−1.

increases as the preconcentration potential be-
comes more negative. This behavior is not unex-
pected because thallium(I) bears a positive charge,
and as a result the accumulation of thallium(I) is
favored at more negative potentials. In addition,
more negative potentials result in more complete
reduction of the accumulated Tl(I), which may
not be completely converted at less negative po-
tentials. However, the peak current drops as the
potential becomes more negative than −0.9 V. A
preconcentration potential of −0.9V was there-
fore chosen in all subsequent work.

3.4. Effect of preconcentration time

The dependence of the thallium stripping peak
current on the preconcentration time was studied
with solutions of various thallium(I) concentra-
tion and the results are shown in Fig. 5. For
higher concentration of thallium(I), (100 ppb), the
peak current increase as the preconcentration time
increases and starts to level off around 3 min. For
a lower concentration of thallium(I) (10 ppb), it
takes about 5 min for the current to level off. At
even lower concentrations of thallium(I), (1 ppb),
it takes more than 6 min for the peak current to
level off. Apparently, the rate of thallium(I) up-
take is dependent on concentration; higher con-
centration gradient enhances the diffusion of
thallium(I) toward the NMFE during the accumu-
lation and, thus, reaches the equilibrium state
faster.

The relation between the peak current and the
thallium(I) concentration with preconcentration
time of 1 and 2 min, respectively, was also stud-
ied. For both cases, good linear relationship be-
tween the peak current and the thallium(I)
concentration are obtained between 1 and 100
ppb of thallium(I). Since a longer preconcentra-
tion time give a better sensitivity, the preconcen-
tration time of 2 min was chosen in all the
subsequent work.

3.5. Effect of square-wa6e parameters

The square-wave parameters that were investi-
gated were the frequency and the pulse height.
These parameters together affect the peak shape

3.2. Effect of pH

For the NMFE, the optimum condition for
thallium(I) accumulation was observed when the
sample solution was slightly acidic (pH 4.5), as
shown in Fig. 3. In the more acidic solutions, the
SO3

− sites of Nafion attract more proton ions and
hold them inside the polymer matrix, and this
would reduce its preconcentration ability for the
thallium(I) cations. In the more basic solutions,
however, the response of thallium(I) declines.
Therefore, solutions of pH 4.5 were used in subse-
quent experiments.

3.3. Effect of preconcentration potential

The effect of preconcentration potential on the
SWSV response for thallium(I) on the NMFE is
shown in Fig. 4. This figure shows that between
−0.6 and −0.9 V vs Ag/AgCl, the peak current
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Fig. 3. Dependence of square-wave stripping peak height of 10 ppb thallium(I) (in 0.1 M NaNO3 supporting electrolyte) on pH for
Tl(I) determination obtained on NMFE. Ep= −0.9 V, tp=1 min. SWSV parameter: modulation pulse height 75 mV, modulation
frequency 200 Hz, effective scan rate 800 mV s−1.

Fig. 4. Relation between the preconcentration potential (Ep) and the square-wave stripping peak height of 10 ppb thallium(I)
recorded on the NMFE. Supporting electrolyte: 0.1 M NaNO3. The pH of the solution was 4.5 and tp=1 min. SWSV parameters
as in Fig. 3.

and peak current of the thallium response. It is
found that the response for thallium increases
with increasing SWSV frequency up to 200 Hz,

which is the limit of the instrument. An increase
in the pulse height up to 50 mV causes an increase
in the thallium peak. When the pulse height is
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higher than 65 mV the peak starts to broaden and
finally peak split occurs when the pulse height
reaches 100 mV. Overall, the best signal-to-back-
ground current characteristic can be obtained
with the following instrumental settings: pulse
height, 50 mV; frequency, 200 Hz, and effective
scan rate 800 mV s−1.

3.6. Effect of EDTA

The function of EDTA in this procedure is to
reduce the interference from metal ions by taking
advantage of it’s reaction with most interfering
metal ions to form complexes that can not diffuse

onto the electrode surface. Fig. 6A shows the
square wave stripping voltammograms for a solu-
tion containing 10 ppb thallium(I) and 1 ppm
lead(II) before and after the addition of 0.01 M
EDTA. Without EDTA, lead(II) produces a strip-
ping peak at ca. −0.54 V which partially overlaps
with the thallium(I) stripping peak. When EDTA
is added to this solution, the lead(II) stripping
peak is clearly removed. The efficacy of EDTA on
reducing the interference from metal ion is further
demonstrated in Fig. 6B with a 10 ppb thallium(I)
solution containing 1 ppm of cadmium(II). This
figure clearly shows that the thallium peak is
completely buried in the cadmium peak when
EDTA is not present in the solution. However,
with the presence of EDTA, interference from the
cadmium(II) is effectively suppressed while the
thallium peak remains unaffected.

Although EDTA is an effective reagent for
masking interfering metal ions, too much EDTA
may cause the formation of EDTA–thallium
chelate, and this would reduce the effective con-
centration of thallium(I) that can be detected by
the NMFE. Thus, the effect of EDTA concentra-
tion on the response for thallium(I) was studied.
The results showed that for a 10 ppb thallium(I)
solution, EDTA does not cause any significant
depression in the thallium peak current unless the
EDTA concentration is higher than 0.01 M. At
EDTA concentration higher than this value the
thallium stripping peak current drops rapidly.
Consequently, 0.01 M EDTA was used in this
procedure.

3.7. Calibration

Calibration data were obtained under optimum
experimental conditions mentioned above. Fig. 7
presents some of the typical SWSV voltam-
mograms for the NMFE after have been in con-
tact with thallium(I) for 2 min preconcentration
time at concentrations of 0.05, 0.2, 0.5, 2, 5, and
10 ppb, respectively. In all cases a stripping re-
sponse was observed at a potential in the vicinity
of −0.75 V vs Ag/AgCl. A calibration graph was
then constructed from the observed peak currents.
The graph shows a very linear behavior with a
slope (sensitivity) of 2.75 mA ppb−1, and a corre-

Fig. 5. Effect of preconcentration time on the square-wave
stripping peak height of: (a)100, (b) 10, (c) 1 ppb thallium(I) at
the NMFE. The pH of the solution was 4.5 and Ep= −0.9 V.
Supporting electrolyte: 0.1 M NaNO3. SWSV parameters as in
Fig. 2.
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Fig. 6. Square-wave stripping voltammograms obtained at the NMFE for a 10 ppb thallium(I)+0.1 M NaNO3 solution containing
(A) 1 ppm lead(II), and (B) 1 ppm cadmium(II). (- - -) without EDTA, (—) with 0.01 M EDTA. The pH of the solution was 4.5,
Ep= −0.9 V, and tp=2 min, and SWSV parameters as in Fig. 2.

lation coefficient of 0.995. The linear range is
between 0.05 and 100 ppb thallium(I). Peak cur-
rent due to thallium(I) with a concentration as
low as 0.05 ppb can be actually distinguished
from the background current. This detection limit
is comparable to or better than the detection
limits offered by previous reports on voltammetric
determination of thallium [6–10]. An even lower
detection limit could be achieved for thallium(I)
provided that the preconcentration time is longer
than 2 min. For example, 0.01 ppb (5×10−11 M)
thallium(I) can be detected with a preconcentra-
tion time of 5-min.

3.8. Interferences

Various ions were examined regarding their in-
terference in the determination of thallium(I). For
a bare MFE, any metal ions that can be reduced
on the MFE and subsequently stripped at a po-
tential close to that of the thallium(I) ion are
likely interferents. However, the use of a NMFE

with the presence of EDTA in the sample solution
successively minimizes such interferences. For 10
ppb thallium(I), the results showed that over
1000-fold excess concentration of germanium(IV),
molybdenum(VI), magnesium(II), nickel(II),
iron(III), zinc(II), selenium(IV), chromium(VI)
and over 100-fold excess concentration of
gold(III), copper(II), lead(II), and cadmium(II)
can be tolerated (Table 1). Note that lead(II) and
cadmium(II) are generally considered as the major
interference in the determination of thallium on a
bare mercury electrode. However, this problem
can actually be greatly improved by the proposed
procedure as indicated above.

The interference from surface-active com-
pounds in stripping analysis using bare mercury
electrode are well recognized. These compounds
may adsorb on the electrode surface and reduces
the analytical response of the analyte. Such inter-
ferences can be overcome by coating the electrode
with Nafion. One of the function of the Nafion
membrane coating on the mercury film electrode
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is to prevent the organic interferences from reach-
ing the interface at which the deposition and
stripping takes place. In this study, the nonionic
surfactant Triton X-100 and anionic surfactant
SDS were used to simulate the effect of typical
surfactants. Fig. 8 shows how the 10 ppb thalli-
um(I) stripping peak current is affected by differ-
ent concentration of Triton X-100 and SDS. As
can be seen, the detection can tolerate the pres-
ence of both surfactants for at least up to 10 ppm
with the NMFE (solid lines). Compared to the
same experiments performed with a bare mercury
electrode (dashed lines), the tolerance was greatly
improved.

3.9. Electrode renewal

After each stripping analysis, the NMFE was
renewed by immersing the electrode in 1 M nitric
acid and regenerated at a potential of −0.4 V vs

Table 1
Infuence of other ions on the response of Tl(I)a

Ions Contribution (%)Concentration excess
over Tl(I) [iTl(I)=100%]

1000× 0.76Ge(IV)
Mo(VI) 1000× −4.15

2.031000×Mg(II)
−8.59Ni(II) 1000×

Fe(III) 1000× −2.30
−1.121000×Zn(II)

1000× 3.43Se(IV)
1000× 0.16Cr(VI)

−2.66500×Au(III)
−4.38100×Cu(II)
−3.33100×Cd(II)

Pb(II) 1.39100×
1000×SDS −14.52

Triton X-100 1000× −3.82

a [Tl(I)]=10 ppb

(Ag/AgCl) for about 30 s with stirring. This
method showed an excellent reproducibility of the
measurements, usually around 2.7% in terms of
percent relative standard deviation for eight repet-
itive preconcentration/stripping/renewal experi-
ments. Apparently, during this cleaning
procedure, the residual thallium(I) from preceding
deposition is removed from the NMFE by ion-ex-
change with the excess amount of proton.

3.10. Determination of thallium in real water
samples

The analytical utility of the NMFE for the
determination of thallium(I) was assessed by ap-
plying it to the determination of thallium(I) in tap
water, ground water and rain water samples. No
thallium was detected in all the three original
water samples so they were spiked with appropri-
ate amounts of thallium(I). The results collected
in Table 2 are those for the original and spiked
water samples. As can be seen, the recovery of the
spiked thallium(I) is very good for all the three
water samples, indicating that the proposed pro-
cedure is feasible for the determination of thalli-
um(I) in different water samples. Note that the
amount of thallium(I) in natural water is typically
very low, and this is indeed the case in this study.

Fig. 7. Square-wave stripping voltammograms for increasing
thallium(I) concentration of (a) 0, (b) 0.05, (c) 0.2, (d) 0.5, (e)
2, (f) 5 and (g) 10 ppb, respectively. The thallium(I) was
preconcentrated at −0.9 V for 2 min in pH=4.5 solutions.
Supporting electrolyte: 0.1 M NaNO3 and 0.01 M EDTA.
SWSV parameters as in Fig. 2.
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Fig. 8. Effect of the surfactants Triton X-100 (") and SDS (�) at different concentrations on the SWSV response for 10 ppb
thallium(I) with the NMFE (—) and MFE (- - -). The thallium(I) was preconcentrated at −0.9 V for 2 min in pH=4.5 solutions.
Supporting electrolyte contains 0.1 M NaNO3 and 0.01 M EDTA. SWSV parameters as in Fig. 2. Peak currents are given relative
to those obtained with no added surfactants.

Table 2
Determination of Tl(I) in tap water, rain water and ground water samplesa

Ground waterRain waterTap water

ND ND NDDetected value original
0.3 1.0 1.0Spiked (ppb)

0.9990.040.9890.01Detected value after spike(ppb) 0.2990.02
98 99Recovery (%) 97

a Number of samples assayed=4.

Consequently, the amount of thallium(I) in the
original water samples assayed in this study can
not be detected by the proposed procedure with 2
min preconcentration time. Nevertheless, it was
found that the spiked 0.05 ppb thallium stripping
peak could be actually seen for these samples with
5 min of preconcentration time, and the amount
of thallium(I) in these original water samples was
therefore believed to be well below 0.05 ppb.

Note that Nafion has unusually large selectivity
coefficients for hydrophobic cations [16]. In real
samples, such as biological materials, this may be
a problem if these cations are not too bulky and
will therefore be preferentially exchanged over
Tl(I). Thus, the effect of such cations on the

determination of Tl(I) with the NMFE will be
further studied.

4. Conclusions

The results show that the anodic SWSV deter-
mination of trace thallium(I) based on the precon-
centration and subsequent stripping of thallium
on a NMFE in the presence of EDTA is simple
and effective. The proposed procedure not only
yields good sensitivity with a short preconcentra-
tion time but also offers improved resistance to
metal ions and organic surfactants interferences
than a bare MFE. These advantages result mainly
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from the ion-exchange property of Nafion, the
good solubility of thallium in mercury, the good
sensitivity of the square-wave voltammetry, and
the chelating property of EDTA. The modified
electrode is easily prepared and can be readily
regenerated.
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Abstract

A structural series of acyclic polyether dicarboxylic acids with n-butyl and n-tetradecyl alkyl side chains at the
a-position of the carboxylic acid units, as well as varying lengths of the ethylene glycol ether linkage connecting two
benzo units were prepared. In terms of stability constants, competitive solvent extraction and cation transport
experiment by bulk liquid membrane toward transition metal ions, ligand 3 with a monoethylene glycol unit and
n-butyl side chains provide the best selectivity for the lead ion. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Liquid membrane; Podand; Selective complexation; Solvent extraction

1. Introduction

Acyclic polyether (podand) chemistry has re-
ceived a great deal of attention for many years,
and various types of compounds have been syn-
thesized [1–5]. Several studies have focused on
determination of the selectivity and efficiency of
the podand-mediated extraction or transport of
metal ions through an organic medium into an
aqueous receiving phase [6]. The complexation
ability was markedly enhanced by the attachment
of proton-ionizable groups, such as carboxylic,

phosphonic, and sulfonic acids functions, onto the
crown ether backbone [7,8]. Metal ion extraction
by such chelating agents does not require con-
comitant transfer of one or more aqueous phase
anions into the organic medium. This factor is of
immense importance for potential applications in
which hard aqueous phase anions (chloride, ni-
trate, and sulfate) would be involved.

The development of chelating materials for the
separation of toxic heavy metal ions from waste
and processing solutions is also an important area
of endeavor [9]. Especially, selective removal of
Pb(II) in the treatment of acute and chronic lead
poisoning has been regarded as one of the most
urgent problems we have to solve [10–12]. For
conventional chelating reagents, Cu(II) exhibits

* Corresponding author. Tel.: +82-461-730-5240; fax: +
82-461-736-4078.
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Kim)
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the highest complexation in the Irving–Williams
order [13]. However, a polymeric resin prepared
from an acyclic dicarboxylic acid monomer was
reported to give efficient and selective sorption of
Pb(II) from aqueous solutions containing other
heavy metal ions [14]. Recently, the Pb(II)-sens-
ing ionophore 1 with hexyl side arms to increase
the lipophilicity of the ligand at the aqueous
surface was reported to show a good selectivity
for Pb(II) over Cu(II) in a bulk liquid membrane
transport experiment [15].

Based upon studies cited above, we have been
interested in finding an optimum organic struc-
ture to selectively complex Pb(II). We have syn-
thesized a series of acyclic polyethers dicarboxylic
acids with varying 2–9 lengths of the ether link-
age and lipophilicity to elucidate the extent to
which the individual building blocks control the
selectivity of complex formation with cations.

2. Experimental

2.1. Instrumentation and materials

Melting points were measured with a Mel-
Temp or Fisher-Johns melting point apparatus
without correction. IR spectra were obtained
with a Perkin-Elmer 1600 Series FT-IR spec-
trophotometer using potassium bromide pellets
and are recorded in reciprocal centimeters. 1H
NMR spectra were recorded with a 400 MHz
(Bruker ARX-400) spectrometer, and the chemi-
cal shifts (d) are reported downfield from the
internal standard, tetramethylsilane. Unless spe-
cified otherwise, reagent grade reactants and sol-
vents were obtained from chemical suppliers and
used as received. Tetrahydrofuran was freshly
distilled from sodium metal ribbon or chunks.
Dichloromethane was freshly distilled from
lithium aluminum hydride. A series of bisphenols
are starting materials prepared by the reported
methods [16]. Compounds 2 and 5 are known
[17].

2.2. General preparation method

After removal of the protecting mineral oil

from NaH (50% dispersion in mineral oil, 6.00 g,
0.34 mol) by washing with pentane under nitro-
gen, a solution of the bisphenol (34.4 mmol) in
150 ml of dry THF was added. The mixture was
stirred for 2 h at room temperature. The 2-bro-
moalkanoic acid (86.2 mmol) in 20 ml of dry
THF was added dropwise at room temperature
during a period of 2 h. Upon completion of the
addition, the reaction mixture was allowed to stir
for additional 10 h at room temperature. Careful
addition of water to the reaction mixture in an
ice bath to destroy the unreacted excess NaH,
gave a homogeneous solution. The THF was re-
moved in vacuo leaving an aqueous mixture. Into
this basic solution was poured 100 ml of ethyl
acetate to extract the unreacted bisphenol and
organic impurities. The aqueous layer was
washed with ethyl acetate (2×50 ml). Upon
acidification with conc. HCl to pH 1, the crude
product was extracted with methylene chloride
(3×50 ml). The methylene chloride solution was
dried over MgSO4 and evaporated in vacuo to
provide a colorless oil which was recrystallized
from 100 ml of diethyl ether to give white crys-
tals.

2.2.1. 1,2-Bis[2-(2 %-carboxybutyloxy)-
phenoxy]ethane (3)

Yield 92%. Mp 127–130°C. 1H NMR (CDCl3)
d 0.86 (t, 6 H), 1.10–1.60 (m, 8H), 2.80–2.11 (m,
4H), 4.36 (s, 4H), 4.57 (t, 2H), 6.91 (s, 8H). IR
(KBr, cm−1) 3455 (O�H), 1711 (C.O).

2.2.2. 1,2-Bis[2-(2 %-carboxytetradecyloxy)-
phenoxy]ethane (4)

Yield 95%. Mp 108–110°C. 1H NMR (CDCl3)
d 0.77–1.00 (t, 6H), 1.10–2.00 (br s, 48H), 2.12–
2.40 (m, 4H), 4.36 (s, 4H), 4.57 (t, 2H), 6.87–
7.07 (m, 8H). IR (KBr, cm−1) 3445 (O�H), 1713
(C.O).

2.2.3. 1,5-Bis[2-(2 %-carboxybutyloxy)-
phenoxy]-3-oxapentane (6)

Yield 90%. Mp 158–162°C. 1H NMR (CDCl3)
d 0.90 (t, 6H), 1.20–1.80 (m, 8H), 1.80–2.10 (m.
4H), 3.80–4.20 (m, 8H), 4.55 (t, 2H), 6.94 (s,
8H). IR (KBr, cm−1) 3389 (O�H), 1703 (C.O).
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2.2.4. 1,5-Bis[2-(2 %-carboxytetradecyloxy)-
phenoxy]-3-oxapentane (7)

Yield 93%. Mp 92–93°C. 1H NMR (CDCl3)
d 0.77 (t, 6H), 1.10–1.77 (m, 48H), 2.10–
2.40 (m, 4H), 3.96 (m, 4H), 4.15–4.23 (m,
4H), 4.47 (t, 2H), 6.87–7.07 (m, 8H). IR (K-
Br, cm−1) 3450 (O�H), 1710 (C.O), 1110
(C�O).

2.2.5. 1,8-Bis[2-(2 %-carboxybutyloxy)-
phenoxy]-3,6-dioxaoctane (8)

Yield 91%. Mp 97–99°C. 1H NMR (CDCl3) d

0.93 (t, 6H), 1.20–1.71 (m, 8H), 1.77–1.88 (m,
4H), 3.57–4.50 (m, 14H), 6.85–7.12 (m, 8H). IR
(KBr, cm−1) 3430 (O�H), 1715 (C.O), 1106
(C�O).

2.2.6. 1,8-Bis[2-(2 %-carboxytetradecyloxy)-
phenoxy]-3,6-dioxaoctane (9)

Yield 90%. Mp 72–73°C. 1H NMR (CDCl3) d

0.79 (t, 6H), 1.11–1.90 (m, 48H), 2.10–2.40 (m,
4H), 3.96 (m, 4H), 4.15–4.23 (m, 4H), 4.30–4.41
(m, 4H), 4.47 (t, 2H), 6.87–7.07 (m, 8H). IR
(KBr, cm−1) 3429 (O�H), 1710 (C.O), 1107
(C�O).

2.3. Potentiometric titration

Measurements of pH were made with an
Orion Model 701A pH meter which could be
read by 0.001 pH unit. The pH meter was stan-
dardized against oxalate buffer solution before
each titration. For the sample solution, the ionic
strength was adjusted to 0.10 M with te-
tramethylammonium perchlorate with the tem-
perature at 25.090.1°C. Into a thermostat
titration vessel equipped with a magnetic stirring
bar, a glass combination electrode, and a mi-
croburet with 5.0 ml capacity, 50 ml of a 1.0
mM solution of the ligand in 90% methanol–
10% water (by volume) was introduced. The te-
tramethylammonium hydroxide titrant
concentration was 20.3 mM. A nitrogen atmo-
sphere was maintained over the solution during
the titration. Titrations were conducted in tripli-
cate. Protonation and stability constants were
calculated by the program Best [18].

2.4. Sol6ent extraction

The solvent extraction procedure was devel-
oped from that reported by Bartsch and co-
workers [6]. For competitive extraction of
transition metal nitrate solutions, a micro-
extraction technique was used. An aqueous
solution of transition metal nitrate (2.00
ml, 0.125 M with 0.2 M cesium hydroxide
for pH adjustment) and 2.00 ml of 0.01 M or-
ganic ligand in chloroform in a 10-ml centri-
fuge tube were mixed with a vortex mixer for
5 min. After centrifuging, the equilibrium pH of
the upper aqueous layer was measured. Then
a 1.00-ml sample of the chloroform layer
was taken and stripped with 1.00 ml of 0.1 M
HCl solution. The concentration of metal
ion extracted into an aqueous phase was deter-
mined by atomic absorption spectrophoto-
meter.

2.5. Bulk liquid membrane transport

Membrane transport experiments were carried
out at 25°C using a bulk liquid membrane
cell based on the concept of the Schulman
bridge [19,20]. The bottom half of the beaker
was filled with 3.0 ml of 1.0 mM solution of the
lipophilic acyclic polyether dicarboxylic acids
in chloroform and a glass tube was inserted.
The interior of the tube above the organic
medium was filled with the source phase
composed of 0.8 ml of a solution which was
0.010 M in metal acetate (M2+(CH3CO2)2)
and 0.090 M in the transition metal nitrate.
The outer cylinder is filled with 5.0 ml of
2.0 mM HNO3 solution as the receiving
phase. The details of the transport conditions
are summarized in the footnotes for the sing-
le ion and competitive transport data listed
in Tables 3 and 4, respectively. The receiving
phase was sampled stirring for 24 h with 120
rpm at 25°C. The cation concentration in the
receiving phase was determined with a Perkin-
Elmer 2380 atomic absorption spectrophotome-
ter.
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3. Results and discussion

3.1. Synthesis

The synthetic route for the preparation of
acyclic polyether dicarboxylic acids is shown in
Scheme 1. Bisphenols prepared from the reported
method were used as starting materials [16]. Reac-
tion of the bisphenol with 2.5 equivalents of 2-
bromoalkanoic acid in the presence of 5
equivalents of sodium hydride as a base provided
the crude acyclic polyether dicarboxylic acid. Re-
crystallization from diethyl ether gave the desired
products as white solids in over 90% yields.

3.2. Complexation with transition metal ions

When a ligating agent complexes with a specific
metal ion, the major factors which influence the
stability constant are the radius of the metal ion,
the oxidation state of the metal ion, the identity
of the donor atoms, the solvation effect, the anion
effect, and the dipolar interaction between the
organic ligand and the metal ion [4]. For use in
calculating the stability constant, protonation
constants (log bHL) were measured and are pre-
sented in Table 1. Due to their high lipophilicity,
the acyclic polyether dicarboxylic acids are not
soluble in water. So, the protonation constant was

Table 1
Protonation constants for acyclic polyether dicarboxylic acid
in 90% (by volume) methanol–water mixture at 25°C and
m=0.10 M

Log bH2L
bLigand Log bHL

a

4.5190.01 8.1990.022
4.9290.033 8.4890.02
4.6390.015 8.1390.02

9.3490.016 5.6390.02
9.2390.045.6890.027

8 5.9890.01 9.6090.04

a Log bHL is for the equilibrium: L2−+H+lHL−.
b Log bH2L is for the equilibrium: HL−+H+lH2L.

determined in 90% methanol–10% water (vol.%)
at 25°C with m=0.10 M. The obtained protona-
tion constants are similar for the series of com-
pounds. Variation of the length of the bridging
unit which joins the two benzo units and the
introduction of a butyl of side chains at the
a-position of the carboxylic acid groups do not
significantly affect the acidity.

Stability constants (log bML) for the complexa-
tion of divalent transition metal cations by 2 and
5 were measured and are listed in Table 2. These
ligands were chosen to evaluate the effect of the
ring size of pseudocavity in the absence of
lipophilic side groups. Both compounds show
high stability constants for Pb(II) over the other
transition metal ions. Interestingly, 2, in which a
monoethylene glycol unit connects the two benzo
groups, has a higher stability constant than does 5
with a diethylene glycol bridging which shows
that an acyclic polyether dicarboxylic acid with a
monoethylene glycol unit provides a proper match
with Pb(II). The order of stability constants is
Pb(II)\Cu(II)\Zn(II)\Cd(II)¥Mn(II)\Ni
(II)\Co(II). The Pb(II) selectivity indicates that
in a pseudo-cyclic conformation of the organic
ligand, the monoethylene glycol unit fits Pb(II) to
give maximized ion–dipolar and electrostatic in-
teractions.

To further probe the influence of the lipophilic-
ity and the polyether length in the organic ligand
on metal ion complexation, competitive solvent
extraction experiments of Cd(II), Cu(II), Pb(II)
and Zn(II) were conducted with 3, 4, 6, and 7

Scheme 1. Synthetic route for preparation acyclic polyether
dicarboxylic acids 2–9.
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Table 2
Stability constant for acyclic polyether dicarboxylic acids (2 and 5) with transition metal cations in 90% (v/v) methanol–water
mixture at 25°C and m=0.1 M

Log bML
aCompound

Ni2+Co2+Mn2+Zn2+Pb2+ Cu2+ Cd2+

3.6790.011.8990.054.8390.082 6.3790.057.3590.10 6.6990.08 4.7090.01
4.4590.06 3.8290.02 3.1090.055 6.5790.04 3.6790.025.4990.05 4.1890.04

a Log bML is for the equilibrium: M2++ L2−lML.

which possess n-butyl or n-tetrabutyl lipophilic
side groups. Solvent extractions with 2 and 5
which do not contain lipophilic side chains could
not be conducted because of poor solubility of the
ligand–metal complex in chloroform. The concen-
trations of extracted metal ions in competitive
extraction usually increase with higher pH as
shown in Fig. 1. The data presented in Table 3
shows a selectivity order of extracted metal ions
by Pb2+\Cu2+\Cd2+\Zn2+ with total
metal ion loadings exceeding 90% in all cases.
Among the four ionophores, 3 which contains the
monoethylene glycol bridging unit and n-butyl
side chains, exhibits the highest Pb(II) selectivity.
As the connecting ethereal linkage lengthens for
3�6, the Pb(II)/Cu(II) selectivity decreases from
6.8 to 3.4. For 4�7, the Pb(II)/Cu(II) selectivity
decreases from 5.8 to 2.9. The high Pb(II)/Zn(II)
noted for 3 and 4 decreases markedly for 6 and 7.
The Pb(II) extraction selectivity indicates that the

monoethylene glycol unit fits Pb(II) in a wrapping
around fashion and two n-butyl side chains are
lipophilic enough to make the ligand–metal com-
plexes soluble in the organic layer. The more
lipophilic compound 4 which has n-tetradecyl side
chains exhibits diminished Pb(II) selectivity pre-
sumably because the side chains are too large and
hinder metal ion complexation due to an unfavor-
able entropy effect [6].

To further study the influence of structural
variation of acyclic polyethers with carboxylic
acid groups on metal ion complexation, we have
used a bulk liquid membrane system to transport
metal ions an aqueous source phase into a receiv-
ing phase through an organic medium. The results
of single ion transport experiments are shown in
Table 4. For pH adjustment, LiOH has been used

Table 3
Selectivity and efficiency for competitive solvent extraction of
transition metal cations from aqueous so1ution into chloro-
form by acyclic polyether dicarboxylic acids

Selectivity order and selectivityLigand Total loading
(%)bcoefficientsa

Pb(II)\Cu(II)\Cd(II)3 97.4

\Zn(II)6.8 29.3 164
93.54 Pb(II)\Cu(II)\Cd(II)

\Zn(II)5.8 29.7 154
97.46 Pb(II)\Cu(II)\Cd(II)

\Zn(II)3.4 23.2 30
98.87 Pb(II)\Cu(II)\Cd(II)

\Zn(II)2.9 23.7 40

a Mol ratio of extracted Pb(II)/transition metal cations at
pH 7.5.

b (Total loaded metal ion concentration)/(Ligand concentra-
tion)×100(%).

Fig. 1. Profiles for pH dependence of competitive solvent
extraction using ligand 3.
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Table 4
Transport rate of single transition metal cations by bulk liquid membranea containing acyclic polyether dicarboxylic acids

M2+ Transport rate (×10−8mol s−1 m−2)b

6 9873 4

127 127Pb2+ 246 218 114194
847587Cd2+ 53124 101

87 75Cu2+ 81 71 84 69
66 68Zn2+ 64 80 59 56

–c38 –cMn2+ 2146 41
–c–cNi2+ 77 13 17 18

25 49 21Co2+ 52 2729

a Transport condition: source phase (aqueous solution of metal nitrate, 0.8 ml) [M2+(N03)2] 0.09 M+M2+(CH3COO)2 0.01 M;
membrane phase (CHCl3 saturated with water, 3 ml), [carrier]= l.0 mM; receiving phase (2.0 mM HN03 in water, 5.0 ml).

b Reproducibility of the values is 910% or better.
c No transport was observed.

previously due to the low extractability of Li+

from aqueous solutions into chloroform by
acyclic polyether dicarboxylic acid [6,7]. However,
in this study, precipitation of a ligand–lithium ion
complex took place on the surface of the mem-
brane to give poor transport behavior. Therefore,
transition metal acetates were used in the trans-
port studies.

In control experiments carried out without an
acyclic polyether dicarboxylic acids in chloroform
layer, it was confirmed that no metal ion trans-
port was observed in the absence of carrier. In all
cases, Pb(II) was selectively transported over
other transition metal ions. Considering the ethe-
real linkage length, as the polyether unit is length-
ened from 3 to 6 to 8, the Pb(II) transport rates
gradually decrease, indicating that 3 with a mo-
noethylene glycol with gives the best fit for the
Pb(II). The same trends of decreasing transport
rate were observed for compounds 4, 7, and 9
with two tetradecyl side chains. An influence of
the lipophilicity of the organic ligand on metal ion
complexation is also evident. In most cases, lig-
ands with a shorter lipophilic tail (n-C4H9) exhibit
more rapid transport of metal ions than do those
with a longer tail (n-C14H29). The slow transport
rate observed for carrier with tetradecyl side
chains might be due to an unfavorable entropy
effect as mentioned previously for the solvent
extraction experiments [6].

The competitive transport experiment exhibits
more interesting results as shown in Table 5. For
example, with acyclic polyether dicarboxylic acid
3 and only a single divalent metal ion species
present in the aqueous source phase, the transport
rates for Pb(II) and Cd(II) were 247 and 124 (see
Table 4), respectively, resulting in a Pb(II)/Cd(II)
selectivity of 2. However, when both Pb(II)and
Cd(II) ions are present in the aqueous phase
(competitive experiment), Pb(II) gave almost same
flux value, but the Cd(II) transport rate was
markedly diminished, resulting in a Pb(II)/Cd(II)
selectivity of nearly 200. For most combinations
of ligand and metal ions, the selectivity for com-
petitive transport is much higher than that for
single ion transport experiment, although the se-
lectivity order for Pb(II) in single and competitive
experiments are not consistent.

These results suggest that acyclic polyether di-
carboxylic acids have a potential for practical
application in the removal of Pb(II) from indus-
trial waste which may contain a variety of toxic,
heavy and transition metal ions.

4. Conclusion

A series of acyclic polyether dicarboxylic acids
in which the length of the ethereal linkage con-
necting the two benzo moieties is varied to con-
tain mono-, di-, and triethylene glycol units and
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Table 5
Competitive transport of Pb2+and M2+simultaneously by bulk liquid membranea containing acyclic polyether dicarboxylic acids

Transport rate (×10−8mol s−1 m−2)bPb2+/M2+

986 73 4

111/–c 164/0.4Pb2+/Cd2+ 243/1.2 387/1.4 239/2.0 195/0.9
175/16.7164/20.5124/5.8Pb2+/Cu2+ 177/42.9180/19.3 349/10.4

139/0.2 162/0.22Pb2+/Zn2+ 199/0.8 415/0.3 219/1.8 199/0.28
134/–c 199/–cPb2+/Mn2+ 206/0.6 419/5.2 234/–c 171/–c

186/–c131/–c 179/–cPb2+/Ni2+ 222/–c199/0.8 399/–c

183/–c218/–cPb2+/Co2+ 250/1.1 454/–c 240/–c 137/–c

a Transport condition: source phase (aqueous solution of metal nitrate, 0.8 ml) (Pb(N03)2 0.09 M+Pb(CH3COO)2 0.01
M)+(M2+(N03)2 0.09 M+M2+(CH3COO)2 0.01 M); membrane phase (CHCl3 saturated with water, 3 ml), [carrier]= l.0 mM;
receiving phase (2.0 mM HN03 in water, 5.0 ml).

b Reproducibility of the values is 910% or better.
c No transport was observed.

a-groups of hydrogen, n-butyl, and n-tetradecyl
were synthesized. In solution calorimetric titra-
tion, competitive solvent extraction, and single
species and competitive ion transport across bulk
liquid membranes, the acyclic polyether dicar-
boxylic acids show Pb(II) selectivity over other
transition metal ions. Compound 3 with a mo-
noethylene glycol unit and n-butyl side groups
provides the best selectivity for Pb(II). The high
Pb(II) selectivity and efficiency appear to arise
from a unique combination of lipophilic group,
number of polyether oxygens, and carboxylic end
groups.
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Abstract

The sensitized fluorescence intensity of the terbium ion (Tb3+) can be notably enhanced after the Tb3+ –
lomefloxacin(LFLX) complex system was irradiated by 365nm ultraviolet light. A photochemical reaction occurs to
the irradiated Tb3+ –LFLX complex. A new Tb3+system with intense fluorescence is obtained. On this basis a new
sensitive and selective photochemical fluorimetry for the determination of LFLX was established. Under the optimal
experimental conditions, the linear range of the determination is 2.0–500×10−8 mol l−1 for LFLX, and the
detection limit is 6.0×10−9 mol l−1.Without any pre-treatment the recoveries of LFLX in human urine and serum
were determined. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Terbium complex; Lomefloxacin; Photochemical fluorimetry; Body fluids

1. Introduction

Lomefloxacin (LFLX) is one of the synthetic
antibacterial fluoroquinolone agents of the third
generation (its chemical structure shown in Fig.
1.), which exhibits high activity against a broad
spectrum of gram-negative and gram-positive bac-
teria. In consequence, it is of great importance to
determine its contents in various biological sam-
ples, such as blood, urine and tissues.

At the moment, the detection of LFLX in
biological fluids is usually performed by liquid
chromatography method [1–3] and microbiologi-

cal assay method [4], which either needs an expen-
sive equipment or is too time-consuming. Because
the fluoroquinolone nucleus has the a-keto car-
boxylic skeleton, we attempted to explore the
chelate formation between LFLX and lanthanides
to give the narrow and intense fluorescence of the
lanthanide ions [5,6] with the aim of improving
the sensitivity and specificity by fluorimetric
method. Of the lanthanide complexes with LFLX
giving the native fluorescence of Ln3+, the Tb3+

–LFLX complex can enhance the characteristic
fluorescence of the Tb3+. On investigating the
sensitized fluorescence of the Tb3+ –LFLX com-
plex, we surprisingly found that the sensitized
fluorescence intensity of the Tb3+was enhanced
with the excitation time going on. This is because
a photochemical reaction in the Tb3+ –LFLX* Corresponding author. Tel. +86-10-6220-0567.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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complex system takes place and the new fluores-
cent terbium complex formed facilitates energy
transfer. On this basis, a new method—photo-
chemical fluorimetry of lanthanide complexes was
proposed for the determination of LFLX. The
method has the advantages of both sensitized
fluorescence of lanthanide ions and photochemi-
cal fluorimetry, with high selectivity and sensitiv-
ity. In this paper, detailed study of the
appropriate conditions has been conducted for the
determination of LFLX by this method, and satis-
faction with the recoveries of LFLX in urine and
serum samples was obtained.

2. Experimental

2.1. Apparatus

Fluorescence spectra were recorded with a Hi-
tachi-850 spectrofluorimeter (Japan) equipped
with a 150W xenon lamp. Absorption spectra
were recorded on a Shimadzu-UV250 spectropho-
tometer, Japan. The pH measurements were made
with a pHS-2 meter, Shanghai. A ZF-1 Ultravio-
let analytical meter (Shanghai) was used as the
light source for irradiation.

2.2. Reagents

All of the reagents used were of analytical
grade and distilled, de-ionized water was used
throughout.

Stock standard solution (1.00×10−3 mol l−1)
of LFLX (Institute of Medical Biotechnology,
Beijing) was prepared by dissolving 38.8 mg
LFLX in an appropriate amount of water con-
taining three drops of 0.1 mol l−1 NaOH solution
and diluting to 100 ml with water, kept at 4°C
and protected from light. The working standard
solutions were obtained by appropriate dilution of
the stock standard solution with water.

Stock standard solution of the Tb3+(1.00×
10−2 mol l−1) was prepared by dissolving 186.9
mg Tb4O7 (purity, 99.99%) in hot (75°C) 1:1 HCl
and evaporating the solution to be almost dry
before diluting to 100 ml with water, stored in a
plastic bottle, kept at 4°C. It was diluted to the
desired concentration when used.

Fig. 1. Chemical structure of lomefloxacin.

0.2 mol l−1 acetic acid–sodium acetate buffer
solution was prepared for pH 3.5–6.5, and pH
6.5–8.5 was obtained by buffering with 0.2 mol
l−1 ammonium acetate–ammonia.

2.3. Procedure

Add a proper amount of standard LFLX solu-
tion, 0.40 ml of 1.00×10−2 mol l−1 standard
Tb3+solution and 5.0 ml of NH4Ac–NH3 (pH=
7.0) buffer solution to a 10 ml calibrated tube
with a stopper, then dilute up to the mark with
water before shaking. After the sample was irradi-
ated for 30 min under a ultraviolet lamp at 365
nm with the irradiation intensity of 30 mw cm−2,
the difference of fluorescence intensities DIF be-
tween sample and blank was determined using an
excitation wavelength of 320 nm and monitored
at the emission wavelength of 545 nm, with exci-
tation and emission slits of 6 and 8 nm in width,
respectively.

Fig. 2. Absorption spectra of LFLX and Tb3+ –LFLX sys-
tems in the ultraviolet region.
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Fig. 3. Fluorescence excitation (a) and emission (b) spectra of LFLX and the Tb3+ –LFLX systems.

3. Results and discussion

3.1. Spectroscopic characteristics

The absorption spectra of LFLX and Tb3+ –
LFLX systems with and without irradiation are
shown in Fig. 2. From the curves 1 and 2, it can
be seen that there are two absorption bands for
each of them, but the absorption peak position
has a slight red shift, from 280 nm of LFLX to
283 nm of the Tb3+ –LFLX, and the intensity of
the latter increases. This suggests that the com-
plexation of the Tb3+and LFLX has occurred.
From the curve 3, we can see that two absorption
bands of the irradiated Tb3+ –LFLX system at
273 and 324 nm are observed, which are different
from that of the non-irradiated Tb3+ –LFLX sys-
tem. It implies that the absorption property of the
Tb3+ –LFLX complex has been changed after it is
irradiated by 365 nm ultraviolet light, i.e. the
complex may have undergone photochemical re-
actions and some new absorption substances may
have been produced in the process.

Fig. 3. shows the fluorescence excitation and
emission spectra of LFLX and the Tb3+ –LFLX
systems with and without irradiation. It can be

seen from the excitation spectra that the maxi-
mum excitation wavelengths are in the range of
270–280 nm for the three systems. But in order to
avoid the direct excitation of the Tb3+and the
disturbance of the scattered excitation light at
these wavelengths, the excitation was performed
at the shoulder of the main excitation band, i.e. at
320 nm [7]. The emission spectra show that the
native fluorescence emission wavelength of LFLX
is 420 nm. After the Tb3+ –LFLX complex is
formed, the band is red-shifted to 430 nm and this
broad emission band decreases in intensity greatly
while the narrow emission bands of the Tb3+ap-
pear at 490, 545, 585 and 620 nm, corresponding
to the transitions of the Tb3+5D4�7F6, 5D4�
7F5, 5D4�7F4 and 5D4�7F3, respectively. There-
fore, it can be concluded that the intramolecular
energy transfer has occurred between LFLX and
the Tb3+. From the curve 3%, it can be seen that in
the irradiated Tb3+ –LFLX system the broad
emission band at 420 nm arising from the ligand is
further decreased and the sensitized fluorescence
emission of the terbium ion is enhanced notably.
This suggests that the new Tb3+complex, the
photoproduct, has a higher energy transfer effi-
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Fig. 4. Influence of irradiation time on the fluorescence intensity.

ciency than the Tb3+ –LFLX complex, i.e. the
photoproduct is more favorable to intramolecular
energy transfer. The further research is in pro-
gress. The detailed discussion will be reported in
another paper.

3.2. Experimental conditions

Through our experiments it was found that the
sensitized fluorescence intensity of the Tb3+was
increasing with lengthening the excitation time. In
order to get the highest IF value, the following
factors were tested and the best experimental con-
ditions were obtained.

3.2.1. The irradiation wa6elength
Under the same conditions, the two wave-

lengths of the ultraviolet lamp, 254 and 365 nm,
were tested as the irradiation wavelengths. It was
found that the IF value of the latter was about
three times as high as the former. So 365 nm was
selected as the irradiation wavelength in this
work.

3.2.2. Influence of irradiation time
Fig. 4. Shows the influence of irradiation time

on IF value. Irradiation intensity was set to 30 mw
cm−2. As shown in Fig. 4, the IF value is in-
creased notably with the irradiation time at the
beginning, then slowly and becomes almost con-
stant after 20–30 min. Two different concentra-
tions of LFLX were tested. It was found that a
little longer time was required when the concen-
tration was higher. 30 min was selected as the
irradiation time in this work.

3.2.3. Influence of pH and medium
Fig. 5. gives the relationship between the

fluorescence intensity of the irradiated Tb3+ –
LFLX complex and pH value. As shown,
the maximum emission intensity was observed
in the pH range of 7.0–7.5. At pH\8.0, the
sensitized fluorescence of the Tb3+decreases,
probably owing to the precipitation of terbium
hydroxide[8]. And we also tested the effect of the
following buffer solution media on the fluores-
cence intensity, NH4Ac–NH3, Tris–HCl and
(CH2)6N4–HCl. It was found that the sensitivity
in the NH4Ac–NH3 medium is the highest. There-
fore, 5.0 ml of 0.2 mol l−1 NH4Ac–NH3 of pH
7.0 buffer solution was chosen.
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Fig. 5. Influence of pH on the fluorescence intensity.

3.2.4. Influence of the terbium concentration
Fig. 6. Shows the influence of the mole ratio of

the terbium ion to LFLX on the fluorescence
intensity. As we can see, the sensitized fluores-
cence intensity of the terbium ion is related to the
mole ratio. The intensity increases with the in-
creasing of the mole ratio and tends to be con-
stant at a certain ratio (]200). When the

concentration of LFLX is different, the ratio to
get the maximum intensity is different, too. The
lower the concentration of LFLX is, the higher
the ratio required. For a fixed 2.00×10−6 mol
l−1 LFLX concentration, 4.00×10−4mol l−1

solution of the terbium ion gives an optimal emis-
sion. It was used in the calibration curve draw-
ing.

Fig. 6. Influence of Tb3+ concentration on the fluorescence intensity.
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Table 1
Recovery of lomefloxacin added to urine and serum samples

Mean recovery (%) R.S.D. (%)LFLX added (mol l−1, ×10-6) LFLX found (mol l−1, ×10-6)Samples

95.8 3.4Urine 1 0.40 0.383a

3.297.20.777a0.80Urine 2
101.3 5.3Serum 0.020 0.0203b

a Average of nine experiments.
b Average of five experiments.

3.3. Calibration cur6e and detection limit

According to the experimental method
described above, values of DIF were determined
and the calibration curve was drawn, within the
range of 2.00×10−8–5.00×10−6 mol l−1 a
linear relation was found between DIF value and
the LFLX concentration. The linear equation
obtained by the least-square analysis was found to
be DIF=0.0545+1.773×106CLFLX (mol l−1),
with correlation coefficient r=0.9996. The
detection limit for LFLX was calculated from the
standard deviation of the blank (the reagent blank
without LFLX, n=19) (3s) as 6.0×10−9 mol
l−1LFLX.

3.4. Sample determination

After an oral administration of 400 mg of
LFLX within 24 h the average concentrations of
LFLX in the urine and serum samples were in the
ranges of 332–41 and 3.98–0.20 mg l−1 [9], i.e.
8.6–1.1×10−4 mol l−1 and 100.0–5.1×10−7

mol l−1, respectively. In order to make the sample
concentrations of the drug within the linear range
of determination, urine and serum samples were
diluted 500-fold and 50-fold, respectively, and the
recoveries of artificially synthetic urine and serum
samples containing LFLX were determined by
calibration curve method and standard addition
method, respectively, and the spectral calibration
was made to eliminate the background emission
of the serum. The results obtained are shown in
Table 1.

4. Conclusion

A new photochemical fluorimetric method for
determination of LFLX has been established. Be-
cause of its high sensitivity, selectivity, accuracy
and good repeatability, it has been successfully
used in the determination of LFLX in urine and
serum samples without any pre-handling but only
by appropriate dilution of the samples. It is a
simple and rapid method for determination of
LFLX in body fluids.
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Abstract

A new membrane ion selective electrode sensitive to selenite ion has been developed. The electrode consisted of
1,2-phenylenediamine selen complex PIS (piaselenol) as the active material, PVC or SR (silicon rubber) as membrane
matrix and DBF (dibutylphtalate) as plasticizer. This electrode showed linear response for selenite ion in the
10−5–10−1M concentration range. The slope of the linear portion was 21 mV/10-fold change in selenite concentra-
tion. The effect of membrane composition and membrane thickness on electrode response was studied and the
electrode which contains 2% PIS, 49% PVC and 49% DBF was found to be the most sensitive one to selenite. The
slope of the electrode did not change for 2 months and the pH change did not affect the response of the electrode
in pH range of 3–9. The interferences of SO4

2−, SO3
2−, S2−, HPO42−, CI−, Br−, and I− are investigated and while

no interference was observed for SO4
2−, SO3

2−, S2− and I−, a very small interference was observed for CI− and
Br−. The selenium present in anodic slime is determined using this electrode. © 1999 Elsevier Science B.V. All rights
reserved.

Keywords: Ion-selective membrane electrodes; Selenium; Anodic slime; Standard addition method

1. Introduction

Investigations about ion selective electrodes are
steadily increasing. The rapid development of
these electrodes reflect the extent to which these
devices meet the need for accurate, cheap and

rapid analytical and control techniques. These
electrodes are being used in clinical analysis and
in routine control analysis of some cations and
anions [1,2]. When porous material such as
polyvinylchloride (PVC) or silicon rubber (SR) is
impregnated with suitable substances, it forms the
basis of a membrane for an ion selective electrode.
Pungor successfully developed silicon rubber
membrane as selective electrodes for halogenides
and sulfide ions [3]. Silicon rubber membranes are
reviewed by Pungor et al. [4]. Using PVC as the
polymer matrix, electrodes sensitive for K+,
Ca2+and NH4

+ions are also developed [5–7].

* Corresponding author. Tel.: +90-312-212-6030; fax: +
90-312-212-2279.
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There are only a few investigations about selen-
ite ion selective electrodes. Using picrate selective
electrode, selenite could be determined indirectly
[8–11]. This method is based on the catalytic
effect of selenium on the reaction between picrate
and sulphide. In another study a liquid membrane
is prepared with the solution of 3.3-diaminoben-
zidine in hexane and selenite could be determined
using this membrane [12]. The detection limit of
this electrode was larger than 10−4 M for Se and
the life time was shorter than 1 day. The measure-
ments with liquid membrane electrodes are usu-
ally not easy, since the electrode potentials are
easily affected by mechanical stirring and pressure
changes. With a membrane electrode composed of
4,6-dibromopiaselenole as active material, PVC as
a membrane matrix and DBF as plasticizer, a
linear response was observed for selenite in 10−1–
10−5 M concentration range. However the life–
span of the electrode was only 1 week.

The present paper describes the development of
selenite selective electrode using 1,2-phenylendi-
amin–Se complex as the active membrane con-
stituent, PVC and silicon rubber (SR) as the
membrane matrix. Interference studies have been
made and it has been used for the determination
of selenium in anodic slime.

2. Experimental

2.1. Apparatus and reagents

For the potentiometric measurements JEN-
WAY 3030 Ion Analyzer was used. A double
junction Ag/AgCl electrode 924036, was used as
the outer reference electrode. As the inner refer-
ence home made Ag/AgCl electrode [13] is pre-
pared. For the pH measurements the ion analyzer
with 924005 combined pH electrode is used. All
measurements were done in a 10-ml glass cell
prepared for this purpose. A magnetic stirrer was
used throughout the experiments.All reagents
used were of analytical reagent grade (Merck)
Triply distilled water was used for the preparation
of solutions. The stock solution of 0.1 M Se IV
was prepared by dissolving 2.63 g Na2SeO3.5H2O
in 100 ml of water.

2.2. Preparation of piaselenol (PIS) complex

In a 50.0 ml beaker, 0.6 ml 0.1 M Se IV
solution and 5.0 ml of 0.5% (v/v) phenylenedi-
amine are mixed (phenylenediamine is prepared in
1:1 ethanol–water solution).40 ml of formate
buffer (pH=2.5) is added and the solution was
heated at 50°C on a water bath. It is cooled down
to room temperature and the complex is extracted
in a separating funnel with 1.0 ml of toluene two
times. The complex is washed with 15 ml of 2 M
HCl two times. The solvent is evaporated at room
temperature, the PIS crystals are formed in the
bottom of the beaker.

2.3. Preparation of the electrode

2.3.1. PVC membrane electrodes
In a 50-ml beaker, with a diameter of 4.2 cm,

8–10 mg of PIS complex, 100–200 mg PVC dis-
solved in 5 ml THF(tetrahydrofuran) and 0.2–0.3
ml of DBF are mixed and stirred. The solvent is
then allowed to evaporate at room temperature
for about 24 h. The membrane formed as a film in
the bottom is taken out carefully using a teflon
forceps. This film membrane is cemented to the
flat end of a PVC tube (1cm diameter) with an
adhesive of PVC dissolved in THF. 1 day after,
the excess membrane is cut and the tube is filled
with 0.1 M Na2SeO3 and 0.1 M NaCl solution.
Ag/AgCl electrode is immersed as the inner refer-
ence. The membrane electrode is immersed into a
10−5 M Na2SeO3 solution for about 2 days in
order to condition the electrode.

2.3.2. Silicon rubber membrane electrode
For this purpose 10 ml beakers with flat and

2-cm diameter bottoms are used. First 4–16 mg of
PIS complex and 170–350 mg siloprene K-1000
are mixed until PIS complex was homogeneously
dispersed. Then 30–40 mg of cross-linking agent,
Silopren K-11, is added. The solvent is allowed to
evaporate for about 3 h at room temperature. The
membrane is taken out carefully as a film from
the beaker and is mounted on the end of glass
tube with a silicon rubber sealant. After about 1

2 h
the excess membrane is cut from the edges of
tubing and after about 1–2 h it is filled with 0.1
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M Na2SeO3 and 0.1M NaCl solution and Ag/
AgCl electrode is immersed as a inner reference
electrode. The electrode has to wait for about 24
h in 10−5 M Na2SeO3 solution so that steady
potentials can be obtained.

3. Results and discussion

3.1. Effect of matrix material

Calibration curves for PIS–PVC and PIS–SR
electrodes in a concentration range of 10−6–10−1

M are prepared. For a fixed ionic strength all
measurements were made in 0.1 M NaNO3 solu-
tion. Potential readings obtained for two different
electrodes at various selenite concentrations are
plotted. As can be seen from Fig. 1, the slope
obtained for the electrode prepared with PVC is
smaller. While the slope between 10−5–10−2 M
selenite concentration was 13.7 mV for PVC elec-
trode, it was 20.7 for SR electrode. There were
also sealing and splitting problems with PVC
electrodes. Thus SR electrodes were preferred and
used throughout the investigations.

3.2. Effect of membrane composition and
thickness

When membrane mixtures in different weight
quantities were used in the same size beakers the
thickness of membranes were also different. Mem-
branes in 3% PIS, 97% SR composition but at
different masses were prepared and they were
used as the electrode material. For each electrode
the potential responses were measured at different
selenite concentrations. It was found that the
electrode with a total mass of 0.2 g has the highest
slope, the membrane thickness affects the re-
sponse time of the electrode and thin membranes
have shorter response times. It is not possible to
obtain very thin membranes with every kind of
matrix material. However SR material has good
mechanical properties and very thin membranes
could be prepared with no problems of splitting
and breaking.

In order to investigate the effect of composi-
tion, electrodes in 0.2 g weight were prepared in
different active material ratios. The responses of
these electrodes and of the electrodes at different
weights are summarized in Table 1. As can be
seen the electrode with 3% of active material has
better response than the others.

3.3. Effect of pH

Effect of pH on the potential readings at vari-
ous selenite concentrations are also investigated.
For this purpose 10−3, 10−4 and 10−5 M selenite
solutions are prepared and the pH is adjusted to
certain values by the addition of HCl or NaOH
using a pH meter. For each selenite concentration
measured potentials at each pH values are plotted
against pH. The potential readings remained un-
changed within the pH range about 3–9 at vari-
ous concentrations of selenite. There is a slight
effect at higher and lower pH values.

3.4. The response time of the electrodes

The response time of the electrode in 3% PIS,
97% SR composition, is measured for different
selenite concentrations. When the selenite concen-
tration was increased from 10−3 to 10−2 it was

Fig. 1. Calibration curves of PIS–PVC and PIS–SR elec-
trodes.
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Table 1
Effect of membrane thickness and composition on the response of the electrode (Potentials are measured against Ag/AgCl reference
electrode)

0.2 g %3 PIS 0.3 g E (mV) %3 PIS 0.4 g E (mV)SeO3
2− (M)

% 5 PIS E (mV)% 1 PIS E % 3 PIS E (mV)
(mV)

52.5108.8120.8 66.81.0×10−6 95.4
104.3 62.51.0×10−5 93.2 48.3112.6

90.3 45.01.0×10−4 81.8 92.5 34.5
28.375.8 19.572.21.0×10−3 65.8

50.3 59.39.0×10−3 11.4 6.755.9
(�10−2)

12.012.810−6–10−2 M 14.510.6 18.1
slope

12.8 20.7 13.910−5–10−2 M 17.014.9
slope

about 3 min. When it changed from 10−4 to 10−3

it was 3 min and 15 s, for a change from 10−5 to
10−4 it was 4 min 30 s. The larger the change in
concentration the larger is the response time, e.g.
for a change from 10−5 to10−2 it is 7 min. The
change of potential with time by the selenite ion
additions at different concentrations are given in
Fig. 2. As the stirring rate or temperature is
increased, the response time will be shorter. This
work is done at 2092°C at room temperature.

3.5. The lifetime of the electrode

The membrane surface loses its sensitivity be-
cause of the effect of interfering ions or some
other ruining effect, such as mechanical rubbing.
The membrane surfaces are cleaned by washing
with distilled water or by waiting in 10−5 M
SeO3

2− solution for about 24 h. The lifetime of the
electrode is found to be about 2 months when it is
immersed into a 10−5 M SeO3

2− solution for
about 30 min after each measurement. The sensi-
tivity of the electrode decreases after 2 months.

3.6. Interference studies

For the determination of selectivity coefficient
separate solution methods and mixed solution
methods can be used. However mixed solution

method is preferred as it usually corresponds
more closely to the situation in samples. Here
solutions are prepared with a constant activity of
the main ion and varying activity of interfering
ion. In this work interference studies are made for

Fig. 2. The dependence of response time on the change of
concentration.
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Fig. 3. The response of electrode against some anions.

presence of interfering ion, kA,B is the selectivity
coefficient and nA, nB the charges of A and B.

For the determination of the selectivity coeffi-
cient first the potential of 1×10−5 M selenite
solution is measured (E1), then in the presence of
10−5 M, 10−4 M, 10−3 and 10−2 M of interfer-
ing ions the potential values are once more
recorded (E2). The aB

nA/nB values are plotted
against the right hand side of Eq. (1) and the
slope will be equal to the selectivity coefficient of
the interfering ion. The results are summarized in
Table 2.

3.7. Determination of selenium of anodic slime

Anodic slime is an important source for sele-
nium. During the electrolytic purification of cop-
per it is collected at the bottom of anode
compartment. Anodic slime contains Se, Te, Cu,
Au, Pb, As and Sb. The level of selenium in
anodic slimes is between 8 and 20%, copper is
between 20 and 40% and Ag, Ni, Pb and Te in
much smaller quantities, 0.3–3%. The newly de-
veloped membrane electrode is applied to some
samples prepared from anodic slime. For this
purpose about 1.0 g of anodic slime sample is
dissolved in HCl+HNO3(1+3) mixture [15]. The
acids are then evaporated nearly to dryness and it
is diluted to 50.0 ml with distilled water. About
the same amount of sample was dissolved only in
HNO3 to see the effect of solvent. From the
sample solution prepared in HNO3 0.05 ml is
taken, 5 ml of 0.1M NH3–NH4Cl buffer (pH=8)
and 1 ml NaNO3 is added and it is diluted to 10.0
ml. The potential of this solution is measured
using the new selenite selective electrode (3% PIS,
97% SR) against Ag/AgCl reference electrode.
Then standard additions are made and the poten-
tial changes are recorded. From these potential
values the quantity of selenium in the anodic

SO4
2−, SO3

2−, S2− and HPO4
2− divalent anions

and for Cl−, Br− and I− monovalent ions. For
this purpose the interfering ion in different con-
centrations is added to 10−5 M selenite ion solu-
tion and the change of potential for each addition
is recorded. The results obtained are given in Fig.
3. As can be seen no interference is observed for
SO4

2−, SO3
2−, S2− and I− but a very small inter-

ference is observed for Cl− and Br− ions. Mixed
solution method is used [14] for the calculation of
the selectivity coefficient in the presence of 10−5

M selenite ion. The equation used for this purpose
can be given as

kA,B
pot aB

nA/nB=aA
!

antilog
�E1-E2

S
n"

−aA (1)

where S=2.303RT/nAF (the slope of selenite elec-
trode) aA is the activity of the primary ion, aB is
the activity of the interfering ion, E1 is the poten-
tial measured when only A is present, E2 is the
potential responsive to the primary ion in the

Table 2
Selectivity coefficients (kA,B

pot ) for the selenite electrode in mixed solutions (in the presence of 10−5 M SeO3
2−)a

Br−Cl−I−HPO4
2−B S2−SO3

2−SO4
2−

1.5×10−2−3.4×10−4−2.5×10−4−2.7×10−5kA,B
pot 1.6×10−11.6×10−16.3×10−2

a B, interfering ion; A, selenite ion in pH=8–9.
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Table 3
Determination of selenium in anodic slime using standard addition method (electrode: 3% PIS–97% SR)a

Sample Average % SeDEave. (mV) Calculated ave. S=
'�(x̄−xi)

2

N−1
CI*=x( 9

t ·S


NCSeO32- (M)

10.8 0.7 10.890.8Digested in HNO3 (NH3–NH4Cl, pH= 16.2 1.37×10−4

8)
1.1 10.991.210.91.38×10−4Digested in HCl+HNO3 (NH3–NH4Cl, 16.1

pH=8)
9.4 0.4Digested in HNO3 (NaOH, pH=6.5) 17.1 1.23×10−4 9.490.5

a Number of samples, N=5.
* 95% confidence interval.

Table 4
Percentage of selenium in anodic slime determined by four
different methods

Weight percentage of selenium inMethod used
slime

1091This work
Volumetric [15] 1091

1091Spektrophotomet-
ric [16,17]

1091Polarographic [18]

selenium IV over other ions, its lifetime is quite
long if compared with the electrodes reported
earlier. It can be used directly, there is no need for
long and tedious separation procedures and there
is no need for expensive instruments.
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Abstract

A new selenite ion selective electrode using solid salts of Ag2Se and Cu2S has been developed. Detailed information
is provided concerning the composition, working pH and conditioning of the electrode. The change of potential with
concentration is found to be linear in the range of 10−5–10−2 M, the slope of the linear portion is 28 mV/10-fold
change in selenite concentration. The effect of other ions on selenite response is evaluated and selenium content of
anodic slime is determined. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Ion-selective membrane electrodes; solid state membrane; selenium; anodic slime

1. Introduction

The use of ion selective electrodes has gained
importance because of their ease of handling and
their selectivities on specific ions. Silver salts of
spare solubility are used mostly for their prepara-
tion. It was found that solid state electrodes pre-
pared from silver halogenides were sensitive to
halogenides, however these electrodes could also
be used for the determination of some cations
such as mercury [1,2] indirectly. Pungor et al. [3]
could determine iodide ion in the presence of
chloride ion using an electrode prepared from
silver iodide and paraffin. It was found that the

electrodes made from two sulfide salts such as
Ag2S–PbS and Ag2S–CdS were sensitive to lead
and cadmium ions respectively [4]. The correla-
tion found between the crystalline structure of the
sensing material and the potentiometric response
made possible the controlled preparation of sev-
eral precipitate based electrodes such as cadmium,
lead and copper selective electrodes [5–7]. The
mixtures of less soluble salts such as Ag2S, PbS,
PbSO4 and Cu2S in different combinations when
prepared as solid state pellet electrodes responded
well against sulfate ion [8] and it was possible to
determine 10−5 M sulfide. The response of the
sulfide-selective electrode to sulfide, iodide and
cyanide was investigated [9] and the slopes were
found to be 57 mV for I−, 28 mV for S2− and
115 mV for CN−. Linear responses were ob-
served down to ca. 10−7 M solutions of these
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ions. Halide and sulfide selective electrodes were
prepared using a slightly soluble silver salt to-
gether with silicon rubber [10] and linear relation-
ship was observed in the range of 10−1–10 −4 M
with a slope of 30 mV per activity decade.

Although there are many investigations about
pellet electrodes prepared from solid salts, non of
these were subject for selenite ion determination.
In this study we used Ag2S, Ag2Se, Ag2SeO3 and
Cu2S salts in different combinations in order to
prepare a selenium sensitive electrode. These elec-
trodes were investigated for their potentiometric
response and selectivity to the selenite ion. In
addition their optimum working conditions were
studied. The selenite ion selective electrode is used
for the determination of selenium content in an-
odic slime.

2. Experimental

2.1. Apparatus and reagents

Potential measurements were made with a
HANNA HI 8521 pH meter. All potential values
reported are taken with respect to an HI 5412
saturated calomel electrode which was hold in a
Luggin–Haber capillary. Reagent grade chemicals
were used without further purification. All solu-
tions were prepared with triple distilled water.
Stock 0.1 M solution of selenium was prepared by
dissolving 2.63 g of Na2SeO3.5H2O (Merck pro
analysi) in 100.0 ml of distilled water.

pH 4 buffer: To 50.0 ml of 0.1 M potassium
hydrogen phtalate, 0.1 M HCl is added until the
pH was 4 and then it was diluted into 100.0 ml
with distilled water.

pH 4 buffer: To 50.0 ml of 0.1 M sodium
acetate 0.1 M acetic acid is added until the pH
was 4 and then it was diluted into 100.0 ml with
distilled water.

pH 6.5 buffer: To 50.0 ml of 0.1 M potassium
hydrogen phosphate, 0.1 M NaOH is added until
the pH was 6.5 and then it was diluted into 100.0
ml with distilled water.

pH 8.0 buffer: To 50.0 ml of 0.025 M borax
solution 0.1 M HCl is added until the pH was 8.0
and then it was diluted into 100.0 ml with distilled
water.

pH 8.0 buffer: To 50.0 ml of 0.1 M NH4Cl, 0.1
M NH3 is added until the pH was 8.0 and then it
was diluted into 100.0 ml with distilled water.

2.2. Preparation of the electrodes

The solid salts used in the electrode composi-
tion, such as Cu2S, Ag2Se, Ag2SeO3 and Ag2S,
were prepared using analytical grade substances.
Precipitated solid salts were dried and then mixed
in different compositions. A certain amount of the
salt or salt mixture (10–15 mg) was taken and
pellets were made by holding first under a pres-
sure of 5000 kg cm−2 for 5 min and then under a
pressure of 8000 kg cm−2 for 10 min. The pellets
of 7 mm diameter and 0.1–0.3 mm thickness were
sealed with epoxy resin (0.7 g epoxy+0.9 g hard-
ener). To obtain a good sealing the epoxy resin on
the edge of the tubing had to wait for about 10
min and then the pellet was sealed. One day after
the pellet was sealed a silver wire is connected.
For this purpose the inside of the glass tube was
filled to about 1cm with a mixture of 0.5 g
graphite powder and epoxy resin.

The electrode prepared had to wait for about 2
days so that the resin can get dry. The surface of
the electrode is washed and then polished with a
soft paper. These electrodes should wait in air and
in a dark place when they are not in use. The
lifetime of these electrodes can be at least 2 years,
when they are used two times a day.

3. Results and discussion

3.1. Calibration cur6es of the electrodes

The potentiometric response of electrodes pre-
pared in different compositions are investigated
against selenite ion concentration. For this pur-
pose appropriate spikes of 0.1 M selenite was
introduced to the cell and corresponding poten-
tials were recorded. For a fixed ionic strength all
measurements were made in 0.1 M NaNO3 solu-
tion. The potential readings were plotted against
− log of selenite concentration. The slope of the
electrode did not change for 6 months.
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Fig. 1. Calibration curves for electrodes in different compositions. Potential measured vs. SCE (sat.) electrode with KNO3 salt
bridge.

3.2. Effect of electrode composition

The principal components of the electrode were
Ag2Se, Ag2SeO3 and Ag2S. However it was im-
portant to incorporate Cu2S to improve its dy-
namic properties [11,12]. It is known that the
detection limit, selectivity and the maintenance of
the electrode depends on its composition. In this
study electrodes in different compositions were
prepared and their potential responses were mea-

sured in the range of 10−6–10−2 M selenite
concentration for each ten times of concentration
change. The calibration curves for various elec-
trodes are given in Fig. 1. A linear relationship is
obtained in the 10−1–10−4 M concentration
range. Because of practical reasons 10−1 M selen-
ite concentration is not included.

For each composition five electrodes were pre-
pared and their responses were measured, their
slopes as mV per activity decade are given in
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Table 1
Calculated slopes for electrodes in different compositions

10−5–10−2 M average slope% Composition
S=

'�(x̄−xi)
2

N−1
CI*= x̄�

t ·S


N

27.891.41.17%90 Ag2Se,%10 Cu2S 27.8
16.490.40.36%50 Ag2Se,%50 Cu2S 16.4

10.1 1.04%10 Ag2Se,%90 Cu2S 10.191.3
14.5 0.56%10 Ag2SeO3,%90 Cu2S 14.590.7

0.90 15.391.115.3%10 Ag2S,%90 Ag2Se
21.5 2.11%10 Ag2S,%80 Ag2Se,%10 Ag2SeO3 21.592.6

2.56 9.193.1%100 Ag2S 9.1

* Five elecrodes for each composition, N=5; %95 confidence interval.

Table 1. As can be seen two of these electrodes
one in 90% Ag2Se, 10% Cu2S composition and the
other in 80% Ag2Se, 10% Ag2SeO3 10% Ag2S
composition showed the highest slope against se-
lenite ion. The slopes obtained for only seven
electrodes in different compositions could be
given in Table 1. Although more different compo-
sitions were used for the electrodes some of them
could not be used since they were easily break-
able. These were mostly electrodes with higher
percentage of Ag2SeO3 such as 90% Ag2SeO3,
10% Cu2S and 33% Ag2SeO3, 33% Ag2Se, 33%
Cu2S. It was found that when Ag2SeO3 ratio was
higher than 10% the pellets were breakable.

To obtain better conductivity Cu2S or Ag2S is
mostly used in pellet electrodes, it is also known

that Cu2S enhances the dynamic properties [11] of
these kind of electrodes. According to our investi-
gations electrodes without Cu2S and Ag2S are not
stable mechanically. In our further studies such as
the effect of pH interference of some ions we used
the electrode in 90% Ag2Se and 10% Cu2S since it
had the highest slope.

Fig. 3. The change of potential with selenite concentration at
various pH values (Electrode: 90% Ag2Se, 10% Cu2S).Fig. 2. pH dependence of 90% Ag2Se, 10% Cu2S electrode.
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Fig. 4. The effect of medium on the slope of the electrode.

dihydrogen phosphate, pH 8 could be fixed by
borax or NH3/NH4Cl buffers and pH values
higher than 9 was obtained with NaOH. The
variation of potential against selenite concentra-
tion at different pH values are given in Fig. 3.
Each point on the curve is at least a mean of 5
measurements. The slope was the smallest for pH
3.7. However, in the pH range of 7–13, the slope
was changing from 26 to 28 mV (10−2–10−5 M
selenite) with correlation coefficients changing
from r=0.9934 to 0.9987. Since at these pH
values the electrode was also sensitive to OH−

ion the response of the electrode has to be mea-
sured at fixed pH values.

3.4. Conditioning of the electrode

The electrodes in 90% Ag2Se and 10% Cu2S
composition were left in air (in dark), in distilled
water and in 0.1 M Na2SeO3 solution under same

3.3. Effect of pH

In order to study the effect of pH on the
response of the electrode, solutions at different
pH values (measured with a pH meter) were
prepared. The pH was adjusted by the addition of
HCl or NaOH to distilled water which contained
0.1 M NaNO3. The potential of the electrode is
measured against saturated calomel electrode. The
results obtained for different pH values are given
in Fig. 2.

As it is observed this electrode is sensitive to
OH− ions. Between the pH values of 7 and 13
there is a linear relationship between the OH−

concentration and potential values with a slope of
53 mV. The response of the electrode to OH−

ions is also investigated in different fixed selenite
concentrations. The same slope was observed for
OH− ion at selenite concentrations changing
from 10−2 to 10−4M. Since with ordinary glass
electrodes measurement of high pH values bring
alkaline error, this electrode may be used for the
measurement of high pH values also.

The response of the electrode against selenite
concentration is measured at different pH values.
Mostly pH buffers are used for this purpose. The
pH was adjusted to 3.7 using phtalic acid–phta-
late buffer, pH 6.5 was obtained with potassium

Fig. 5. The dependence of response time of the electrode on
the change of concentration.
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Table 2
Change of potential with the concentration of interfering ion for the selenite electrode measured in the presence 10−5M selenite

SeO3
2− potentials in the absence of CB (mV)Potentials of interfering ions (CB) (mV)CB (M)

S−2 SO4
−2Cl− SO3

−2Br− I−

76.579.51.0×10−5 78.6 80.7 76.9 45.8 73.7
56.079.370.61.0×10−4 16.578.2 80.2 76.3

68.4 78.11.0×10−3 75.6 77.6 70.8 −15.5 23.8
−48.3 33.49.0×10−3 70.567.0 65.3 56.2 −6.5

(�10−2)
12.4 2.8 28.110−5–10−2 M slope 31.43.7 4.8 6.7

32.8 35.0 7.610−3–10−2 M slope 8.6 2.6 30.314.6

Table 3
Selectivity coefficients (kA,B

pot ) for the selenite electrode in mixed solutionsa

SO3
2−S2− SO4

2−B I−Cl− Br−

3.4×10−2 8.5×10−4kA,B
pot 1.5×10−1 4.3×10−1 4.1×10−1 28.9

a B, interfering ion; A, selenite ion in pH=8–9

duration of time and then their responses to selen-
ite ion were measured. As can be seen from Fig. 4
the electrodes left under air had higher slopes.

3.5. The response time of the electrodes

The response time of the electrode depends to
the concentration change. If the concentration of
SeO3

2− was changed from 10−5 to 10−4 M by
standard addition, the response time was about 2
min and 15 s. For a change of concentration from
10−4 to 10−3 M response time was 1 min and 15
s and from 10−3 to 10−2 M the response time
was only 1 min. The responses of the electrode for
different concentration changes are shown in Fig.
5. All these measurements were made at constant
temperature.

3.6. Interference studies

Possible interferences by a number of monova-
lent (Cl−, Br−, I−), divalent (S2−, SO3

2−, SO4
2−)

ions and some cations (Cu2+, Ag+) were studied.
For this purpose the potential readings of these
ions at different concentrations in the presence of
10−5 M selenite were recorded. The slopes per
activity decade are given in Table 2. As it can be

observed Cl− and Br− ions show nearly no sensi-
tivity when they are in 10−5–10−2 M concentra-
tion range. The selectivity constants are
determined by using the mixed solutions method
[13] in the presence of 10−5 M SeO3

2− ion. The
equation used for this purpose can be given as

kA,B
pot aB

nA/nB=aA
!

antilog
�E1−E2

S
n"

-aA (1)

where S=2.303RT/nAF (the slope of selenite elec-
trode) aA is the activity of the primary ion, aB is
the activity of the interfering ion, E1 is the poten-
tial measured when only A is present, E2 is the
potential responsive to the primary ion in the
presence of interfering ion, kA,B

pot is the selectivity
constant and nA, nB the charges of A and B.

For the determination of the selectivity con-
stants first the potential of 1×10−5 M selenite
solution is measured (E1), then in the presence of
10−5 M, 10−4 M, 10−3 and 10−2 M of interfer-
ing ions the potential values are once more
recorded (E2). The aB

nA/nB values are plotted
against the right hand side of Eq. (1) and the
slope will be equal to the selectivity coefficient of
the interfering ion.

The selectivity coefficients obtained for some
anions are given in Table 3. They are all measured
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Table 4
Determination of selenium in anodic slime using standard addition method (Electrode:%90 Ag2Se, %10 Cu2S)a

Sample average% SeDEave.(mV) Calculated ave.
S=

'�(x̄−xi)
2

N−1
CI*= x̄9

t · S


N
CSeO32−(M)

23.5Digested in HNO3 pH 8 (NH3–NH4Cl) 1.57×10−4 12.4 1.28 12.491.4
14.892.32.0414.81.88×10−4Digested inHCl+HNO3 pH 8 (NH3– 21.6

NH4Cl)
25.4 1.32×10−4 10.5Digested in HNO3 pH 6.5 (NaOH) 1.35 10.591.5

a Number of samples, N=5.; %95 confidence interval.

at pH 8 and 9 and no difference was observed.
Since Table 3 summarizes the results of measure-
ments carried out in mixed solutions it probably
corresponds more realistically to practical samples
where mixtures of ions are often present. As can
be seen the selenite electrode is relatively insensi-
tive to SO3

2−, SO4
2− and halides, but is strongly

sensitive to S2− ion. However in most solutions
S2− is easily oxidized either during digestion of
the sample or by air oxygen to SO4

2−, which is
insensitive.

The cationic interferences are also investigated
and it is found that this electrode responds well to
Ag+ and Cu2+ ions as expected. The slope for
copper was about 30.0 mV without buffer but in
buffer solution such as HAc–Ac, NH3–NH4Cl
and with NaOH (pH 6.5) because of complex
formation the slope was found to be very small.
The results are given in Table 4. At higher copper
concentration the concentration of acetate buffer
was not enough to complex copper ion.

3.7. Application to anodic slime

Anodic slime is an important source for sele-
nium production, which is obtained during the
electrolytic purification of copper. It is known to
contain 8–12% of selenium and 20–40% Cu and
in much smaller quantities 0.3–3% Ag, Ni, Pb
and Te. Since Ag2Se, Cu2S electrode was sensitive
to copper ion, the interference has to be elimi-
nated by working at pH 6.5 [14] or in acetate or
ammonium buffer medium (Table 4). The anodic
slime sample is dried first for 2 h at 110°C, about
1.0 g of it was digested in HCl and HNO3[15].
The solution was filtered and washed with water.
Nitric acid was removed by urea and the solution
was diluted into 50.0 ml. The same digestion
procedure was applied to another sample by using
HNO3 in order to avoid the Cl− interference. An
aliquot of 0.05 ml solution from each of the
digested sample solution is taken, 5.0 ml of 0.1M
NH3–NH4Cl buffer (pH 8) 1.0 ml of 1 M NaNO3

is added and it is diluted into 10.0 ml. The
potential of this solution is measured against satu-
rated calomel electrode while the solution was
stirring at a constant speed. To the same cell 1.0
ml of 10−2 M selenite solution is added and the
change in potential is measured. The same stan-
dard addition method is applied to the solution of
pH=6.5, adjusted with NaOH. The calculations
are made using the below given equation.

Cx=
CsVs

(Vx+Vs)10DE/S−Vx

(2)

Table 5
Percentage of selenium in anodic slime determined by four
different methods

Weight percentage of selenium inMethod used
slime

1091This work
1091Spectrophotometric

[14,15]
1091Volumetric [16]
1091Polarographic [17]
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Where Cs and VS are the concentration and vol-
ume of standard solution respectively, S is the
slope of the mentioned electrode (The slope has to
be determined before each work) which was deter-
mined as 28.5 mV per activity decade of selenite
ion. The results obtained for different digesting
solutions are given in Table 4. As can be seen
from Table 4, the best result was obtained with
the solution digested with HNO3. Because of chlo-
ride interference the selenium content obtained
was higher than expected for solutions containing
high amounts of chloride ion. To check the valid-
ity of the method, the same anodic slime was
analyzed by spectrophotometric [14,15] volumet-
ric [16] and polarographic [17] methods (Table 5).
It can be seen that the results obtained with this
new electrode are consistent with those given by
other methods.
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Abstract

The monomer–dimer equilibrium in several ionic dyes (Methylene Blue, Acridine Orange, Nile Blue A, Neutral
Red, Rhodamine 6G and Safranine O) has been investigated by means of UV–Vis spectroscopy. The data have been
processed by a recently developed method for quantitative analysis of undefined mixtures, based on simultaneous
resolution of the overlapping bands in the whole set of absorption spectra. In the cases of Acridine Orange a second
chemometric approach has been used as a reference. It is based on a decomposition of the recorded spectra into a
product of target and projection matrices using non iterative partial least squares (NIPALS). The matrices are then
rotated to give the correct concentrations, spectral profiles of the components and the equilibrium constant. The
dimeric constants determined by the two methods were in excellent agreement, evidencing the accuracy of the
analysis. From the calculated dimeric constant and monomer and dimer spectra, the structures of the dimeric forms
of the studied dyes are estimated. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Aggregation; Chemometrics; UV–Vis spectroscopy; Ionic dyes

1. Introduction

Aggregation is one of the features of dyes in
solution [1–7], affecting their colouristic and pho-
tophysical properties and therefore being of spe-
cial interest. It is well known that the ionic dyes
[8,9] tend to aggregate in diluted solutions, lead-

ing to dimer formation, and sometimes even
higher order aggregates. In such a case the molec-
ular nature of dye is strongly affected by, and
therefore related to such parameters as dye con-
centration and structure, ionic strength, tempera-
ture and presence of organic solvents [10].
Although dyes are very individualistic as structure
and, of course behaviour, certain broad rules are
well established regarding the aggregation in gen-
eral. It may increase with an increase of dye
concentration or ionic strength; it will decrease

* Corresponding author. Tel.: +359-2-91907; fax: +359-2-
622830.
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Scheme 1.

with temperature rising or organic solvents
adding; addition to the dye structure of ionic
solulilizing groups (as sulphonate group) will de-
crease aggregation, whereas the inclusion of long
alkyl chains [11] increases aggregation because of
higher hydrophobic interaction in solution.

The absorption UV–Vis spectroscopy is one of
the most suitable methods for quantitative study-
ing the aggregation properties of dyes as function
of concentration, since in the concentration range
used (10−3–10−6 M) mainly monomer-dimer
equilibrium exists.

M+M?D

There are numerous UV–Vis spectroscopy
studies on the aggregation, but surprisingly their
results are frequently inconsistent and sometimes
contradictory [10,12], particularly for studies car-
ried out on the same dye. For example the value
of dimeric constant of Mehylene Blue varies from
1500 to 55 600 or in orders [12]. This unsatisfac-
tory situation arises from two main reasons, ill
defined experimental conditions (the purified or
commercial dye is used) and numerous assump-
tions made in the processing of the spectral data

[2,3,13–17]. The latter is a consequence of that
the individual spectra of the components
(monomer and dimer) cannot be measured experi-
mentally, which renders classical spectrophotome-
try impossible.

Therefore the aim of the present paper is to
apply the recently developped approach for quan-
titative analysis [18] to study the monomer–dimer
equilibrium in the case of several wide used ionic
dyes (Scheme 1) and to confirm the results by
processing the same data by an independent
chemometric approach based on matrix calcula-
tions [19].

2. Experimental part

The investigated dyes (for microscopy grade)
were purchased from Fluka and Aldrich and were
studied without additional purification (except
SF). The experiment was carried out in distillated
water, keeping the cell thickness (l) and total dye
concentration (c*) so that l ·c*=constant. The
absorption spectra were measured on a PE
Lambda 5 UV–Vis spectrophotometer. The data
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for each dye were stored in spectral files as ma-
trices of size m (wavelengths) and p (concentra-
tions) and then processed by using MULTIRES
[18] and DATAN [19,20] packages.

3. Theoretical part

The analysis of monomer–dimer equilibria con-
sists of two consecutive steps: (i) estimation of the
dimeric constant (which provides information
about aggregation-dye structure relation); and (ii)
studying the dimer structure (which depends on
the electronic interaction between the two dye
molecules in the dimer).

3.1. Estimation of the dimeric constant

The basic relations describing a monomer (M)–
dimer (D) equilibrium as a function of the dye
concentration are:

Beer’s law:

Ai, j* =o j
M · c i

M · li+o j
D · c i

D · li=Aj
M · xi

M+Aj
D·xi

D,
(1)

Mass balance:

c i
M+2c i

D=c i* (2)

or, xi
M+xi

D=1 (3)

Dimeric constant:

KD=
c i

D

(c i
M)2=

xi
D

2c i* (xi
M)2 (4)

where: i (i=1−p) and j ( j=1−m) denote i th

concentration and j th wavelength, A* is the mea-
sured absorbance, oM and oD are the molar ab-
sorptivities of monomer and dimer, respectively,
cM and cD are the concentrations of monomer
and dimer, respectively.

The molar fractions (x) and partial absorbances
(A) are defined according to Eqs. (5)–(8):

xi
M=

c i
M

c i*
(5)

xi
D=

2c i
D

c i*
(6)

Aj
M=o j

M · c i* · li (7)

Aj
D=

o j
D

2
· c i* · li (8)

If the individual spectra of M and D are known
it would be easy to calculate the molar fractions
and dimeric constant. However the individual
spectrum of the dimer cannot be obtained experi-
mentally because the increase of c* causes forma-
tion of higher order aggregates. Further, the
spectrum of the monomer could in principle be
measured in a highly diluted solution, but such a
spectrum is often very noisy leading to consider-
able uncertainty in the analysis [3]. For these
reasons the quantitative analysis of monomer–
dimer equilibria represents a case of analysis of
undefined mixtures, which cannot be solved by
the methods of classical spectrophotometry.

The two possible ways for analysis of such
mixtures without a priori assumptions are shown
in Scheme 2. The first one is directed primary to
quantitative analysis (i.e. calculation of the molar
fractions and then the individual spectra) without
any model assumptions of the system investigated.
That could be done using:

additional spectral information as finding indi-
vidual areas of absorbance,
resolution of overlapping bands [18,21,22],
derivative spectroscopy [23],
After performing the quantitative analysis, the

molar fractions are used for adopting a suitable
model (from several existing) of the system.

The second approach starts by choosing a
mathematical model and, using the experimental
data, fitting the spectral responses [19,20,24,25].

Both approaches have their advantages and
disadvantages, but (and most important) if no
assumptions have been made when fitting Eq. (1),

Scheme 2.
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the results of the approaches should be identical
in the frame of some computational errors.

In the present study the two methods were used
to treat the same data to allow stringent
comparison.

3.1.1. Method 1
It is well known that each UV–Vis absorption

spectrum could be presented as superposition of
Gauss functions (F) describing its individual
bands [26,27]. In such a case the individual spec-
tra of M and D can be expressed as:

Aj
M= %

nM

k=1

F (lj, Amaxk

M , lmaxk

M , Dn1/2k

M ) (9)

Aj
D= %

nD

s=1

F (lj, Amaxs

D , lmaxs

D , Dn1/2s

D ) (10)

where nM and nD are numbers of individual
bands composing the individual spectrum of M
and D, respectively (nM+nD=n), Amax, lmax, Dn1

2
are the three basic spectral parameters (intensity,
position and band width) describing the definite
individual band.

According to Eqs. (3), (9) and (10) the Eq. (1)
can be written as follows:

Ai, j=xi
M ·

! %
nM

k=1

F (lj, Amaxk

M , lmaxk

M , Dn1/2k

M )

− %
nD

s=1

F (lj, Amaxs

D , lmaxs

D , Dn1/2s

D )
"

+ %
nD

s=1

F (lj, Amaxs

D , lmaxs

D , Dn1/2s

D ) (11)

Eq. (11) correctly (from both mathematical and
physical point of view) describes the real mea-
sured spectrum and allows an optimisation func-
tion, characterised by 3n+p optimisation
parameters (3n basic parameters for the individual
bands and p unknown monomer molar fractions)
and pm experimental points, to be defined:

S1
2=

%
p

i−1

%
m

j=1

(Ai, j* −Ai, j)2

p · m
(12)

where A* is the measured absorbance, while A is
the calculated one according to Eq. (11).

The values of the individual bands basic
parameters (and the individual spectra of M and
D according to Eqs. (9) and (10)) and monomer
molar fractions in each solution can be obtained
after minimization of Eq. (12) using two step
optimization procedure [18]. Note that the mini-
mization procedure, which is implemented in the
program MULTIRES [18], is valid for any two
components mixture; that the componentrs are
involved in a monomer–dimer equilibrium is not
used as criterion (i.e. no model assumptions are
made).

Then the molar fractions obtained could be
plotted versus c* in the linear equation (where log
denotes base 10 logarithm):

log c i*= log
1−xi

M

2 (xi
M)2− log KD (13)

which results from Eqs. (4) and (3).
The slope of the curve, which has to tend to 1,

is used as a criterion of adopting monomer–dimer
model.

3.1.2. Method 2
A chemometric approach for quantitative anal-

ysis, based on decomposition of the matrix A*
into a product of target and projection matrices
[19] was used for comparison. Its application for
analysis of monomer–dimer equilibria has been
described in details previously and the approach is
implemented in the program DATAN [19].
DATAN uses matrix A* and calculates the value
of KD (optimised stepwise), the individual spectra
and molar fractions of both species.

As a fitting function the Eq. (14) is used:

S2
2=

%
p

i−1

%
m

j=1

�
Ai, j* −


1+8c i* · KD−1
4c i* · KD

· (Aj
M−Aj

D)−Aj
D�2

p · m
(14)

3.2. Estimation of dimer structure

The spectral changes observed upon dimer for-
mation are caused by electronic interactions be-
tween the dye molecules in the dimer. Identical



L. Antono6 et al. / Talanta 49 (1999) 99–106 103

Fig. 1. Energy graphs and structure of ‘sandwich’ (a and c)
and ‘head to tail’ (b and d) dimers.

2. ‘Head to tail’ dimer (Fig. 1b). The transition
C0�C− is forbidden, because of the opposite
directions of the transition moments. However
the lower energy transition is permitted and a
bathochromic band (‘J-band’) appears in the
dimer spectrum.

In general the both cases of the dimer are
idealistic and in the reality the transition moments
are neither parallel or anti-parallel, which leads to
appearance of both H- and J-bands in the dimer
spectrum (Fig. 1c, d) with energy difference be-
tween them:

Dn=nH−nJ (18)

Their relative intensities depend on the angle a

between the transition moments, which is defined
as:

a=2 arctan
'nH · fJ

nJ · fH

(19)

where n is the position (in cm−1) and f is the
oscillator strength of the corresponding transition.
The distance (R in Å) between the monomers in
the dimer could be find by the expression:

R= 3'2·14×1010 · cos a · fM

Dn · nM

(20)

where M denotes the oscillator strength and en-
ergy of the transition in the pure monomer.

Of course this theoretical model is too sim-
plified description of the interactions in the dimer
and the crude physical basis of Eq. (20) has to be
taken into account. While comparison of related
dyes is rather straigh forward, one should inter-
pret the absolute values of R with concern.

4. Results and discussion

The absorption spectra of AO recorded as a
function of the dye concentration are shown in
Fig. 2a. Increasing total dye concentration leads
to a decrease in the intensity of the monomer
band at 490 nm and a new maximum at 460 nm
appears signifying the formation of dimer.

The set of spectra was analysed by method 1
and the most suitable fit of Eq. (12) (S2

1=
1·191.10−4) was obtained when the spectra of M

dye molecules with ground state wavefunctions f1

and f2 and singlet exited state wavefunctions f1%
and f2% , have in dimeric state the ground state
wavefunction:

C0=f1 · f2 (15)

In the exited state the dimer wavefunctions are
split into symmetric and asymmetric
combinations:

C+ =
1


2
· (f1% · f2+f1 · f2% ) (16)

C− =
1


2
· (f1% · f2−f1 · f2% ) (17)

The energies of these two states are conse-
quently different.

According to the molecular exciton theory
[28,29] there are two ideal cases of dimer
structure:
1. ‘Sandwich’ dimer (Fig. 1a)—the transition

moments of both monomer molecules are one
direction parallel in the higher energy state
C+, which means that the intensity (and oscil-
lator strength) of the transition C0�C+ is
substantial. The opposite is true for the lower
energy transition. As a result in the absorption
spectrum of dimer a band (called ‘H-band’),
shifted hypsochromic in respect of pure
monomer one, appears.
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and D have been described by 6 (nM=6) and 5
(nD=5) individual bands respectively. The gen-
eral calculational conditions of resolution proce-
dure were described previously [18,26,27]. The
spectra of both species, reconstructed according
to Eqs. (9) and (10) are presented in Fig. 2b. It
should be noted especially that the calculated
spectrum of the dimer predicts both H- and J-
bands according to the theory discussed above.
The values of the monomer molar fractions calcu-
lated in the optimization procedure are collected
in Table 1 as a function of the dye concentration.
The plot of Eq. (13) showed good correlation
(0.998) with a slope 0.88. The deviation from 1,
which is expected for a monomer dimer equi-
librium, might result from the experimental noise
in the recorded spectra and also from errors in the
nonlinear optimization procedure when calculat-

Table 1
Calculated molar fractions (%) of the monomer

Method 1 Method 2i c i*·104 (mol l−1)

43.411.01 43.21
2 7.200 48.0 50.1

52.16.372 51.63
53.5 53.95.7404

5.031 55.2 56.15
58.74.320 61.16

63.8 61.97 3.600
67.9 65.62.8808

70.471.82.1609
79.3 76.61.44010

0.72011 87.3 85.4
0.288 95.4 93.112

ing the molar fractions. The values of log KD were
calculated for each solution using Eq. (4) and the
final mean result was estimated as 3.1090.06.

The same raw data (Fig. 2a) were processed by
method 2 and after stepwise optimization of log
KD (Fig. 3) the best fit (S2

2=1·583.10−4) was
found at log KD=3·14. The calculated monomer
molar ratios are very close to those obtained from
the first analysis (Table 1). The calculated
monomer and dimer spectra were essentially iden-
tical to those from the first analysis depicted in
Fig. 2b.

Fig. 2. (a) Absorption spectra of AO in water recorded as
different concentrations (see Table 1); (b) calculated individual
spectra oM (solid line) and oD/2 (dots) with their composing
individual bands. Fig. 3. Stepwise optimization of log KD of AO in water.
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Table 2
Dimeric constants and structure parameters of the dimer calculated by method 1

Dye

NR NB R6GAO SFMB

3.09 3.501 g KD 3.10 3.6 3.27 4.3
0.03 0.10.06SD 0.050.06 0.1

Monomer
15 750 18 980nM (cm−1) 20 370 15 060 18 660 19 050

0.6040.377 0.431fM 0.2680.182 0.502

Dimer
19 800 17 180 20 080 20 160nH (cm−1) 21 550 16 530

18 830 19 46014 680nJ (cm−1) 17 30019 530 14770
0.764 2.334 1.086fH 0.5830.356 1.028

0.334 0.074fJ 0.041 0.159 0.094 0.166

2500 7001250Dn (cm−1) 25002020 1760
41 45 30 57a (°) 39 45

5.3 7.8R (Å) 4.2 6.6 4.5 7.2

The calculated log KD values by the two meth-
ods are essentially the same, even though they use
quite different approaches. This confirms their
reliability and evidences that they both are appro-
priate for analysing monomer-dimer equilibria.

Knowing the spectra of the monomer and
dimer it is possible to make conclusions about the
dimer structure. Usually a detailed analysis re-
quires the dimer spectrum to be resolved into the
H- and J-bands, but this is not necessary here
because these parameters were obtained already in
the optimisation procedure (Fig. 2b). The posi-
tions, intensities and band widths of the individ-
ual bands were determined, which makes it
possible to calculate energies and oscillator
strengths of the electronic transitions involved
[27].

The values for the log KD as well as the struc-
tural parameters of the corresponding dimers for
the investigated ionic dyes, obtained according to
the present approach are collected in Table 2. The
differences in the calculated structural parameters
for the different dyes are rather small, suggesting
that they all have similar structures. This is rea-
sonable in view of that they all have a core of
three fused aromatic rings, with a central het-
eroatom. The calculated monomer–monomer dis-
tances are 4–8 Å, excluding end-to-end

arrangement. The angles between the dye transi-
tion moments are 30–60°, suggesting that the two
monomer dyes stack on top of each other, being
significantly rotated. The dyes’ permanent dipole
moment should, for some of them owing to sym-
metry reasons and for the other owing to the
heteroatoms, be directed essentially along the
molecular short axis. The dyes should therefore
stack in opposite direction (i.e. top to bottom) for
the dipoles to interact attractively. The dyes are
also expected to be highly polarizable owing to
their large aromatic systems, and the polarizabil-
ity tensor should have the largest component
along the molecular long axis. This is probably
the reason for the monomers to be twisted, since
that may optimize the permanent dipole–induced-
dipole interactions.

5. Conclusions

A new approach for analysis of monomer–
dimer equilibria, based on the simultaneous reso-
lution of individual bands in a set of spectra, is
proposed. It determines the monomer molar ra-
tios in the samples, as well as the monomer and
dimer spectra with high accuracy, as evidenced by
comparison with the DATAN approach. The re-
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sults of the analysis can be used to extract infor-
mation about electronic interactions of the dye
monomers in the dimer, from which the dimer
structure can be deduced.
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Abstract

An analytical method based on the use of UV irradiation to produce fluorescent derivatives from four non-fluores-
cent sulfonylurea herbicides, including chlorsulfuron, metsulfuron methyl, 3-rimsulfuron and sulfometuron methyl is
described. Their photochemically-induced fluorescence (PIF) properties in several solvents (water, dimethyl sulfoxide
(DMSO), dimethyl formamide (DMF), acetonitrile, methanol, ethanol, propan-2-ol and their binary mixtures with
water) and micellar solutions of sodium dodecyl sulfate (SDS), and cetyltrimethylammonium chloride (CTAC) are
reported. Physicochemical variable influencing the sensitivity of the method have been optimized. A PIF method is
developed for the determination of the four herbicides under study. Micellar media are found to provide the best
analytical figures of merits. Linear dynamic ranges are established over about two orders of magnitude. The limit of
detection (LOD) range from 0.2 to 6 ng ml−1 according to the compound, with relative standard deviation (RSD)
between 1.2 and 3.9%. Examples of applications to the analysis of these herbicides in spiked river water samples are
given. The mean recoveries range from 80 to 104%. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Sulfonylurea herbicides; Photochemically-induced fluorescence; Micellar effect; River water analysis

1. Introduction

Sulfonylurea herbicides were developed in the
mid-1970s for the control of weeds in crops [1,2].
They are characterized by a high herbicidal activ-

ity resulting in low application doses (usually
2–75 g of active ingredient per hectare) that are
100–1000 times smallest than those of conven-
tional herbicides [1]. It provides marked environ-
mental advantages, but as a consequence the
determination of these compounds in water, soil
and crop samples is difficult, since low residue
levels can be expected. Therefore, very sensitive
methods are needed for residue analysis of these
compounds. A variety of techniques and detectors

* Corresponding author. Fax: +33-1-44276814.
E-mail address: aaron@ paris7.jussieu.fr (J.-J. Aaron)
1 On leave from the Faculté des Sciences et Techniques,
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have already been used for determining sul-
fonyurea herbicides in various matrices. Because
of their thermal instability and low volatility, high
performance liquid chromatography (HPLC) is
preferred to gas chromatography (GC) for these
herbicides. The rather poor sensitivity of HPLC-
UV detection [3–7] has been partly overcome by
using photoconductivity [8–13] or mass spec-
trometry [14–19] detectors. Direct GC is unfeasi-
ble because these herbicides are non-volatile,
thermally unstable and polar, and derivatization
prior to detection is needed [20–27]. Other avail-
able methods include bioassay [28–37], enzyme
immunoassay [38–43], and capillary electrophore-
sis (CE) [44]. To the best of our knowledge,
fluorimetric detection has not been applied to the
determination of sulfonylurea herbicides except a
paper of Patel et al. [45]. These authors investi-
gated the flow injection analysis (FIA) post-
column photolysis formation of fluorophores
from chlorsulfuron, chlorimuron ethyl, metsul-
furon methyl and sulfometuron methyl in water
and methanol/water (1:1, v/v). Fluorescence im-
provement defined as the ratio of fluorescence
intensity of photolyzed herbicides to fluorescence
intensity of untreated compounds ranged from 3.7
to 48.3, but no analytical application was re-
ported [45].

In this work, we have developed a photochemi-
cally-induced fluorescence (PIF) method for
residue analysis of four sulfonylurea herbicides,

including chlorsulfuron, metsulfuron methyl, 3-
rimsulfuron and sulfometuron methyl, in river
water samples. After an extensive investigation of
the effect of various physicochemical parameters,
including solvent system, pH, micellar concentra-
tion and UV irradiation time, a PIF method was
carried out for the analysis of the four herbicides.
The applicability of the method to spiked river
water samples was studied. The performances of
the PIF method in terms of simplicity, sensitivity,
rapidity and fiability are compared to literature
data obtained with other techniques.

2. Experimental

2.1. Reagent

Chlorsulfuron (99.2%, m/m), metsulfuron
methyl (97.4%, m/m), 3-rimsulfuron (99.1%, m/m)
and sulfometuron methyl (99.2%, m/m) were a
generous gift from E.I. DuPont de Nemours and
Company, Inc. (Wilmington, DE). Their molecu-
lar structures are presented in Fig. 1. Spectro-
scopic-grade solvents including methanol,
ethanol, propan-2-ol (Merck, Darmstadt, Ger-
many), dimethyl sulfoxide (DMSO), dimethyl for-
mamide (DMF) and acetonitrile (Aldrich,
Milwaukee, WI) were utilized. Cetyltrimethylam-
monium chloride (CTAC), 25% wt. solution in
water (Aldrich) and sodium dodecyl sulfate (SDS,

Fig. 1. Structure of the sulfonylurea herbicides under study (trade name).
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Table 1
PIF spectroscopic and analytical parameters for sulfonylurea herbicides in various media

Optimal NaOH concentration (M) t irr
optlex/lemCompounda If

cMedium
(nm)bor buffer pH* (s)d

312/398 3001.90.01Chlorsulfuron (4×10−6 M) H2O
0.01 314/380 5.9 150CTAC

2502.2312/3980.01SDS
369/423 2.2DMSO 0.01 90
324/358 3.0DMF 0.01 60

1.9317/395 900.012-PrOH
0.01 314/392MeOH/H2O 1.0 600

(1:1, v/v)
314/390 1.9 600EtOH/H2O (1:1, 0.01

v/v)
0.01 314/3912-PrOH/H2O 2.4 600

(1:1, v/v)

160308/418 2.20.01Metsulfuron methyl (4×10−6 M) CTAC
27.0 60SDS 0.01 322/378

378/441 4.9DMSO 0.01 80
10.6322/378 800.1MeOH

0.01 321/375 4.6 100EtOH
316/415 1.02-PrOH 0.01 100

60318/385 5.60.01MeOH/H2O
(1:1, v/v)

319/380 10.6EtOH/H2O (1:1, 600.01
v/v)

321/377 8.4 602-PrOH/H2O 0.01
(1:1, v/v)

317/365 3.23-rimsulfuron (10−6 M) H2O 3007*
150317/365 3.97*CTAC

3.0 250SDS 7* 318/364
10016.9371/4250.01DMSO

2.8 200MeCN 10−7 327/366
2.9 100MeOH 10−7 325/368

322/360 1.3EtOH 10−7 60
323/360 1.0 6010−72-PrOH
322/365 1503.2MeOH/H2O 7*

(1:1, v/v)

600291/3439* 4.2Sulfometuron methyl (10−5 M) H2O
290/341 6.1CTAC 1509*
291/341 5.8SDS 9* 150

1005.0360/4200.01DMSO
3005.6DMF 0.01 358/420

337/408 4.1MeCN 2×10−4 100
2.6325/400 2002×10−4MeOH

335/408 2.1EtOH 502×10−4

1.0 502-PrOH 2×10−4 333/400

a Surfactant concentration: [CTAC]=7.8×10−3 M; [SDS]=5×10−2 M.
b Analytical PIF excitation and emission wavelengths.
c Relative maximum PIF intensity, corrected for the solvent (blank) signal and normalized to the lowest PIF intensity for each

compound.
d Optimum irradiation time, corresponding to the maximum PIF intensity (IF).
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99%, m/m) analytical-reagent grade (Acros Or-
ganics, Geel, Belgium) were used as received. Dis-
tilled water was utilized for preparing binary
mixtures of organic solvents with water and micel-
lar aqueous solution. 20%, v/v buffer solutions of
pH 2–11 were used for pH studies (Acros Organ-
ics, Aldrich, Fluka and Merck). Very alkaline
solutions (pH\11) were prepared with NaOH
convenient concentrations (0.004–0.1 M). For an-
alytical applications, natural water samples were
freshly collected in plastic flasks from the Seine
river at Chatou (near Paris), and stored at room
temperature. The samples were spiked and
analysed within 3 days of their collection.

2.2. Apparatus

All PIF measurements were performed at room

temperature on a Kontron SFM-25 spec-
trofluorimeter controlled by a Geocom microcom-
puter Model CPD 1420E. Uncorrected
fluorescence spectra were acquired and processed
using a Kontron SFM-25 data control and acqui-
sition program. An unfiltered Osram 200 W HBO
high pressure mercury lamp with an Oriel Model
8500 power supply was utilized for photolysis
reactions. The photochemical set-up included a
light-box consisting of a fan, the mercury lamp
and a quartz lens. A standard Hellma (Mullheim,
Germany) 1-cm pathlength quartz fluorescence
cuvette was placed on an optical bench at 30 cm
from the mercury lamp. During photolysis, the
quartz cuvette solution was stirred magnetically.
pH measurements were performed with a Schott
Geraete pH-meter Model CG 832.

Fig. 2. PIF emission spectra of sulfometuron methyl (10−5 M) under optimal pH condition in (A) DMSO/water (1:1, v/v),
(lex=295 nm, lem=338 nm); (B) MeOH (lex=325 nm, lem=400 nm); (C) water (lex=291 nm, lem=343 nm); (D) MeCN
(lex=337 nm, lem=408 nm); (E) 5x10−2 M SDS (lex=291 nm, lem=341 nm); (F) 7.8×10−3 M CTAC (lex=290 nm, lem=341
nm). All spectra were recorded with an irradiation time of 150 s.
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Fig. 3. Effect of pH on the PIF intensity of (× ) chlorsulfuron (C=4×10−6 M, lex=312 nm, lem=398 nm, tirr=150 s); (2)
metsulfuron methyl (C=4×10−6 M, lex=315 nm, lem=392 nm, tirr=40 s); (�) 3-rimsulfuron (C=10−6 M, lex=317 nm,
lem=365 nm, tirr=150 s); (�) sulfometuron methyl (C=10−5 M, lex=291 nm, lem=343 nm, tirr=200 s).

2.3. Procedure

2.3.1. Solution preparation
Stock solutions of herbicides (10−3 M) were

freshly prepared by dissolving the compound in
methanol. Serial dilutions were performed to ob-
tain working standard solutions. All solutions
were protected against light with aluminium foil
and stored in a refrigerator. Stock solutions of
both SDS and CTAC (0.1 M) were prepared with
distilled water, and serial dilutions were made
from these stock solutions. Micellar solutions of
the herbicides were prepared by transferring 10–
50 ml aliquots of the methanolic working standard
solutions into a 5-ml volumetric flask and adjust-
ing to marker with the micelle solution required
volume, 1 ml of the optimal pH buffer solution
and distilled water. The solutions were then

shaken vigorously before irradiation and analyti-
cal measurements. All working aqueous and mi-
cellar aqueous solutions contained less than 1%
(v/v) methanol.

2.3.2. Photolysis reactions and analytical measure-
ments

An aliquot of the herbicide solution was placed
in a quartz cuvette and irradiated for a fixed time
at room temperature. Curves of PIF intensity (IF)
versus UV irradiation time (tirr) were constructed
at the analytical excitation (lex) and emission
(lem) wavelengths of the herbicide photoproduct,
using 2–5-min time intervals according to the
herbicide. Linear calibration curves were obtained
at these lex and lem values by measuring the PIF
signal corresponding to the optimum tirr ((t irr

opt)).
All PIF intensities measurements were corrected
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for the background signal with the appropriate
blanks. To optimize analytical conditions, PIF
measurements were carried out in triplicate and
the results were expressed as mean values. Micro-
cal Origin 4.00, application software was used for
the statistical treatment of the data.

2.3.3. Ri6er water samples analysis
Seine river water was filtered with Whatman

No. 1 filter paper in order to eliminate the sus-
pended organic matter. A pH value of 7.83 was
found for this sample. Volumes of 10-ml of the
natural water were spiked with 36.0, 3.84, 4.32
and 36.4 mg ml−1 of chlorsulfuron, metsulfuron
methyl, 3-rimsulfuron and sulfometuron methyl,
respectively, and the solutions were then stirred
ultrasonically for 15 min before being kept in
the dark and used as the stock standard solu-
tions of natural water. Aliquots of six concen-
trations levels of the spiked stock standard
solutions of river water were introduced in six
5-ml volumetric flasks in which the convenient
volume of micelle solution, 1 ml of the optimal
pH buffer solution and the required amount of
distilled water were added before irradiation
and analytical measurements. No residue of the
four herbicides was found in river water. How-
ever, it was detected the presence of a fluores-
cent organic species with maximum wavelength
values (lex=361 nm, lem=433 nm) relatively
far from those of the herbicides in the analyti-
cal solvents (SDS and CTAC). The standard addi-
tion procedure was used for the recovery experi-
ments.

3. Results and discussion

3.1. PIF characteristics

The PIF excitation (lex) and emission (lem)
wavelengths, optimum irradiation times (t irr

opt) and
relative PIF intensities (IF) of the four herbicides in
various media are reported in Table 1. These
herbicides were found to be naturally non-fluores-
cent in all solvents under study, whereas an intense
fluorescence band appeared upon UV irradiation.
Consequently, the PIF excitation and emission
spectra were obtained after irradiating the solution
for a period of time that depended on the herbicide
structure and the solvent used (Fig. 2).

Sulfonylurea herbicides present very similar
structure, including three parts, i.e. a substituted
benzene or pyridine ring, a sulfonylurea bridge and
a nitrogen-containing heterocycle derived from
triazine or pyrimidine (Fig. 1). The bridge portion
is quite labile and can be cleaved thermally [18,21],
hydrolytically [1,18,25] and photochemically [12]
on both sides of the carbonyl, yielding an aryl
sulfonamide and an amino heterocycle. The hetero-
cyclic product is non-fluorescent [46] which implies
that the observed PIF emission is probably due to
the aryl sulfonamide moiety. However, further
investigation is necessary to characterize the struc-
ture of breakdown fluorescent photoproduct(s).

3.2. Optimization of pH conditions

We investigated the effect of pH on the PIF
intensity of sulfonylurea herbicides in aqueous and
non aqueous media.

Table 2
PIF optimal analytical conditions

lex/lem (nm) t irr
opt (s)Compound Medium pH

314/38012.1*[CTAC], 2×10−3 M 150Chlorsulfuron
322/378 60Metsulfuron methyl [SDS], 6×10−2 M 12.1*
317/365 1503-rimsulfuron [CTAC], 2×10−3 M 7

9 290/341Sulfometuron methyl [CTAC], 2×10−3 M 150

* Value corresponding to [NaOH]=0.01 M.
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Fig. 4. Influence of CTAC concentrations on the PIF intensity of the herbicides under study; (�) chlorsulfuron (C=2×10−6 M,
lex=314 nm, lem=380 nm, tirr=150 s, [NaOH]=10−2 M); (�) 3-rimsulfuron (C=10−6 M, lex=317 nm, lem=365 nm,
tirr=150 s, pH=7); (�) sulfometuron methyl (C=10−5 M, lex=290 nm, lem=341 nm, tirr=150 s, pH=9).

The results obtained in aqueous buffer solu-
tions show that the curves of the PIF signal versus
the pH present different patterns according to the
herbicide structure (Fig. 3). Indeed, the triazine-
based herbicides (chlorsulfuron and metsulfuron
methyl) exhibit only a PIF signal for pH values
between 12 and 13, whereas the pyrimidine-based
compounds present strong PIF intensities for a
large pH scale, ranging between 2 and 8 for
3-rimsulfuron and 5 and 11 for sulfometuron
methyl. For the latter compounds, intense PIF
signal, were also obtained in non-buffered solu-
tions. In the case of chlorsulfuron and metsul-
furon methyl, a 0.01 M NaOH aqueous solution
was selected for all analytical measurements,
while for 3-rimsulfuron and sulfometuron methyl,
we have chosen pH 7 and 9 buffer solutions,
respectively, as optimal analytical media.

A previous study performed on aromatic pesti-
cides in organic solvents demonstrated that the
nature of the solvent provoked a significant
change in the fluorescence and PIF intensities of
these compounds [47,48]. Therefore, we also in-
vestigated the influence of organic solvents on the
PIF signal of sulfonylurea herbicides (Section
3.3). The effect of sodium hydroxyde concentra-
tion added to these organic solvents (with a con-
stant percentage of water 1%, v/v) was found to
play an important role in these media. The curves
of PIF signal versus NaOH concentration drawn
in the various solvents indicated that the optimal
NaOH concentration is 0.01 M in DMSO and
DMF for all compounds. In the other organic
solvents, chlorsulfuron and metsulfuron methyl
exhibit a maximum PIF signal at a NaOH con-
centration of 0.01 M, whereas the two other her-
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bicides give maximum PIF intensities for NaOH
concentrations ranging, respectively between 10−7

and 5×10−5 M for 3-rimsulfuron and 10−3 and
6×10−2 M for sulfometuron methyl. The
optimal NaOH concentrations are displayed in
Table 1.

3.3. Sol6ent effect

We studied the effect of several protic, aprotic
solvents, their binary aqueous mixtures and
aqueous micellar solutions on the PIF spectral
properties of the sulfonylurea herbicides under
optimal pH and NaOH concentration conditions.
As can be seen in Table 1, no significant shift of
the excitation and emission wavelengths occurred
on changing the polarity of the protic solvent,
whereas a red-shift of both excitation and
emission bands (�55 nm) took place when
DMSO or DMF was used instead of protic
solvents, with a more marked effect for DMSO.
In contrast, the optimum irradiation time and PIF
intensity values exhibited important variations
with the solvent polarity and its protic or aprotic
character. A significant enhancement of the PIF
signal was observed for all compounds in aqueous
micellar solution, which appears to be, for most
sulfonylurea, the convenient medium for analy-
tical purposes (Fig. 2). This behaviour is in
agreement with previous literature data showing
that the analyte solubilities and fluorescence
signals were generally increased in micellar
media [49]. Selected analytical parameters are

summarized in Table 2. For practical reasons, we
chose the medium which gave the shortest
optimum irradiation time and largest PIF signal.
However, in the case of 3-rimsulfuron, although
the signal of DMSO is about four times greater
than that of CTAC, analytical measurements were
conducted in the latter medium because the
former solvent was characterized by a high blank
signal.

3.4. Surfactant concentration effect

As previously observed [49], the surfactant
concentration has a marked influence on analyte
PIF intensity. The plots of PIF intensity versus
the logarithm of surfactant concentration present
shapes similar to those found for other aromatic
insecticides in the presence of SDS [49], i.e. an
increase of PIF signal with increasing the surfact-
ant concentration close to the critical micellar
concentration (cmc) value until saturation is
reached (Fig. 4). For the herbicides under study,
we selected surfactant concentrations (larger than
the cmc) of 2×10−3 and 6×10−2 M for CTAC
and SDS, respectively.

3.5. UV photolysis effect

To evaluate the fluorophore formation kinetics,
we investigated the evolution of PIF intensity with
irradiation time, in micellar aqueous media,
organic solvents and aqueous binary mixtures.

Table 3
Analytical figures of merit for the determination of sulfonylurea herbicides

Compound Medium lex/lem RSDeConcentration range tirr
optSlopea rb LODc (ng ALODd

(ng ml−1) (s)ml−1) (ng) (%)(nm)

CTAC 314/380 1–720 0.90 0.998 0.5 1.7 150 3.9Chlorsulfuron
SDS 322/378 0.2–192 0.82Metsulfuron-Me 0.997 0.2 0.6 60 1.2

317/365 2–303 1.08 0.994 0.83-rimsulfuron 2.7CTAC 150 2.8
343/375DMSO 8–173 1.20 0.995 7 25 100 2.9

Sulfometuron-Me 290/341CTAC 14–2912 1.02 0.998 6 21 150 1.5

a Slope of the log–log calibration curves.
b Correlation coefficient.
c Limits of detection (LOD) was defined as the amount of analyte giving a signal-to-noise ratio of 3.
d Absolute limits of detection (ALOD) calculated with a 3.5 ml volume solution.
e Relative standard deviation, (n=4).
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Table 4
Determination of sulfonylurea herbicides in spiked river water samples

Recovery (%)Concentration (ng ml−1)Compound

Added Found*

265.293.4 88.6Chlorsulfuron 299.3
290.594.5 92.6313.7

103.9370.892.6 (95.294.9)356.9
409.192.6 95.4428.9

98.0500.9 491.192.7
529.690.9 92.5572.9

104.238.0 39.690.9Metsulfuron methyl
41.490.8 93.744.2

95.771.790.374.9
116.490.7 102.7113.3 (99.793.8)
151.690.9 99.9151.7

228.5 101.9232.891.3

97.23-rimsulfuron 63.5 61.790.7
82.980.8 67.091.3

78.490.3 80.098.1 (90.496.8)
204.792.0 89.9227.7
258.991.9 95.6270.9

314.1 96.4302.691.6

804.392.8 97.6Sulfometuron methyl 824.5
995.9911.3 95.51042.9

99.61473.4913.6 (96.092.3)1479.7
1753.397.1 95.11843.7

92.22705.7919.32935.7
3510.1925.4 95.83663.7

* Mean9standard deviation of three replicates.

These kinetics performed in the different solvent
systems are similar to those previously described
for several aromatic insecticides [48,49]. For all
compounds, a two-step mechanism was found, i.e.
the PIF intensity initially increased with increas-
ing irradiation time, then reached a maximum
value and, finally decreased continuously. The
optimum irradiation time (t irr

opt), defined as the
irradiation time corresponding to the maximum
PIF intensity ranged from 50 to 600 s according
to the compounds. Metsulfuron methyl photo-
product was found to be unstable in water and
aqueous binary mixtures with DMSO and ace-
tonitrile, resulting into short and poorly repro-
ducible t irr

opt values in these media. For the
remaining pesticides, t irr

opt present larger values in
water than in the other solvent systems (Table 1).
An interesting feature is that the analytical t irr

opt

values found for these herbicides in micellar me-
dia allow their determination within a relatively
short time (Table 2).

3.6. Analytical figures of merit

To evaluate the usefulness of our method, we
determined the analytical figures of merit in micel-
lar media and under the optimal conditions given
in Table 2. Calibration graphs were found to be
linear over about two orders of magnitude (Table
3). Regression analysis of the data indicated a
satisfactory precision of the linear plots, with
correlation coefficients larger than 0.99. Limits of
detection (LOD) (signal-to-noise ratio of 3)
ranged from 0.2 to 6 ng ml−1 according to the
compound. Absolute LOD values were comprised
between 0.6 and 21 ng. The reproducibility was
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1.2–3.9%. The low LOD obtained show that PIF
detection is convenient for determining the herbi-
cides in natural water. However, for agricultural
runoff water where lower herbicide concentrations
(50.05 ng ml−1) may be found [20], a preconcen-
tration and/or a purification step is needed before
analysis. These LODs compare favourably with
those reported for chlorsulfuron by more sophisti-
cated methods such as HPLC-PCD (photocon-
ductivity detector) in soil (0.2 ng ml−1) [8],
GC-ECD (electron capture detection) in soil (1 ng
ml−1) [22], enzyme-linked immunosorbent assay
(ELISA) in soil (0.4 ng ml−1) [38], and for both
chlorsulfuron and metsulfuron methyl by capil-
lary electrophoresis (CE) in tap water (0.1 ng
ml−1) [44]. Our LODs are significantly lower than
those obtained for chlorsulfuron by HPLC-PCD
in plant tissue (10–50 ng ml−1) [9]. However, our
LOD values are higher than those found by GC-
ECD in water for chlorsulfuron (0.025 ng ml−1)
[20] and metsulfuron methyl (0.01 ng ml−1) [25].

3.7. Analytical applications

The proposed method was applied to the deter-
mination of the sulfonylurea herbicides under
study in natural water. Validation data were ob-
tained with spiked river water samples by adding
a known herbicide amount to the samples, and
determining the concentration by means of the
standard addition procedure (Table 4). Each sam-
ple was analyzed twice. The average recoveries for
all compounds over six concentrations were be-
tween 90 and 100%. Representative standard ad-
dition and calibration curves demonstrate the
linear response of the method over the concentra-
tion range under study; moreover, no interference
was noticeable from the matrix since their slopes
are close. In most instances, the accuracy was
satisfactory for real samples.

3.8. Analytical ad6antages of the PIF method

The results obtained by our PIF approach for
sulfonylurea herbicides determination present sev-
eral analytical advantages over other methods
described in the literature. For instance, HPLC-
UV detection [3–7] is not suitable because of the

high sensitivity required for herbicide residue
measurements. The photoconductivity detectors
[8–13] need extensive sample preparation and la-
borious clean-up steps. Due to the polar nature of
sulfonylureas, a chemical derivatization is neces-
sary for GC analysis prior to detection, which
increases their analysis time [20–27]. Current
bioassay techniques [28–37] are able to detect
sulfonylurea herbicides in the low ng range; how-
ever, these techniques are non-selective and time-
consuming, since they require several weeks to
conduct the analyses. Enzyme immunoassays [38–
43] reduce sample preparation and analysis time
(7.5 min for incubation of the reagents [42]), but
are relatively expensive. Capillary electrophoresis
(CE) [44] with UV detector decreases the time of
analysis, but lacks specificity and is costly. Our
PIF method is simple (besides the low cost equip-
ment, no complicated sample pretreatment and no
isolation of the fluorescent photoproduct are
needed), rather sensitive (LOD in the low ng
range), rapid (t irr

opt in 60–150 s) and reproducible.
Another interesting analytical aspect of the PIF
method is that it might be used to resolve sulfony-
lurea herbicide mixtures without applying separa-
tion technique such as HPLC, GC or CE. This
might be accomplished either by using different
t irr

opt values or by applying specific techniques such
as derivative PIF spectra, synchronous fluorime-
try and/or partial least square (PLS) multivariate
method.

4. Conclusion

We have demonstrated in this work that UV
irradiation of the sulfonylurea herbicides in micel-
lar media during 150 s or less yields strongly
fluorescent photoproducts. Using this photochem-
ical approach, we have developped a simple, effi-
cient and reproducible photochemically-induced
fluorescence (PIF) method suitable for residue
analysis of these herbicides in spiked river water
samples. A combination of PIF detection with
flow injection analysis (FIA) and on-line fluoro-
genic labelling may be also considered in the
future for improving the determination of sul-
fonylurea herbicides in drainage and runoff
waters.
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Abstract

A simple method for rapid and selective extraction, preconcentration and determination of copper as it’s
neocuproine complex by using octadecylsilica membrane disks and spectrophotometry is presented. Extraction
efficiency and the influence of flow rates of sample solution and eluent, pH, amount of neocuproine and
hydroxylamine hydrochloride, type and least amount of eluent for elution of copper complex from disks, break
through volume and limit of detection were evaluated. Also the effects of various cationic interferences on percent
recovery of copper were studied. Extraction efficiencies \99% were obtained by elution of the disks with minimal
amount of solvent. The limit of detection of the proposed method is 0.12 ppb. The method was applied to the
recovery and determination of copper in different water samples. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Copper(I); Neocuproine; Octadecylsilica membrane disks; SPE

1. Introduction

Copper is both vital and toxic for many biolog-
ical systems [1,2]. Thus the determination of trace
amounts of Cu is becoming increasingly impor-
tant because of the increased interest in environ-
mental pollution. Flame and graphite furnace
atomic absorption spectrometry [3] and spec-
trophotometric methods [4–7] are the most com-
mon methods, but their sensitivity is usually
insufficient for the low concentrations in environ-
mental samples. Consequently, a preconcentration
and matrix elimination step is usually required.

The most widely used techniques for the separa-
tion and preconcentration of trace amounts of Cu
are liquid–liquid extraction (LLE) [4,5], precipita-
tion and cation exchange resins [4]. In LLE cop-
per(II) or copper(I) form a stable complex with
proper chelating agents, and are then extracted
into nonpolar or intermediately polar solvents,
such as CCl4, CHCl3, isopentyl alcohol, etc. [4,9].
Classical methods of extraction (LLE using a
chelating agent) are usually time consuming and
labor intensive; the other main disadvantages of
the technique are the use of large amounts of
high-purity solvents for extraction and the subse-
quent disposal of the solvent, which creates an-
other environmental problem. Nevertheless,* Corresponding author. Fax: +98-21-8006544.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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several other techniques for the preconcentration
of copper have been proposed, including adsorp-
tion of its diethyldithiocarbamate chelates on mi-
crocrystalline naphthalene [8], and
preconcentration on C60–C70 fullerenes [9], acti-
vated carbon [10], as well as solid-phase extrac-
tion [11–15].

Solid-phase extraction (SPE) is an attractive
technique that reduces solvent usage and expo-
sure, disposal costs, and extraction time for sam-
ple preparation [16]. The basic principle behind
the SPE involves passing the water sample
through a cartridge or a tube containing an adsor-
bent that retains the analytes. After the sample
has been passed through the tube or cartridge, the
analytes are eluted from the adsorbent using a
suitable solvent. However, there are also a num-
ber of problems with SPE cartridges and tubes
[17]. Columns with a narrow internal diameter
limit usable flow rates to a range (1–10 ml/min)
that necessitates long trace-enrichment times for
large sample volumes. Samples with particulate
matter will plug the cartridge, and channeling
may occur. However, the use of flat disks with
high cross-sectional area (SPE disks) may largely
prevent these problems. The decreased back pres-
sure encountered with these devices makes much
higher flow rates possible, and their wide bed
decreases the chance of plugging. In addition new
technology for embedding the stationary phase
into a disk format prevents channeling and im-
proves mass transfer, especially when 8-mm dp
microparticulates packing are used. In recent
years the SPE disks and cartridges have been
successfully used for the separation and sensitive
determination of metal ions [18–25].

The present work describes the application of
SPE disks for the selective extraction, concentra-
tion and determination of trace amount of copper
as it’s neocuproine complex spectrophotometri-
cally. Different experimental conditions, e.g. the
type and volume of eluting solvent, the effect of
pH, the effect of sample and eluent flow rates, the
amount of neocuproine and hydroxylamine hy-
drochloride, on the extraction efficiency and
break through volume, limit of detection and
maximum capacity of disks for Cu2+ ion recovery
has been studied.

2. Experimental

2.1. Chemicals and reagents

High-purity methanol, ethanol, chloroform,
isopentyl alcohol, hydrochloric acid, acetic acid
and ammonia solution (all from Merck) were used
without any further purification. Reagent-grade
neocuproine (Merck) was used as received. Ana-
lytical-grade cupric sulphate, mercuric chloride,
sodium tungstate, sodium molybdate, sodium ac-
etate, hydroxylamine hydrochloride and nitrate
salts of lithium, sodium, potassium, beryllium,
magnesium, calcium, barium, strontium, man-
ganese, iron, lead, cobalt and nickel (all from
Merck) were of the highest purity available and
used without any further purification. Doubly
distilled deionized water was used throughout.
The standard stock solution of copper was pre-
pared by dissolving an appropriate amount of
CuSO4·5H2O in deionized water. Working solu-
tion were prepared by appropriate dilution of the
stock solution.

2.2. Apparatus

All absorbance measurements were obtained
using a Shimadzu UV-2100 spectrophotometer.
An inductively coupled plasma (ICP) model
Varian Liberty 150AX Turbo was used for copper
concentration determination in river water. A
model 624 digital Metrohm pH meter equipped
with a combined glass–calomel electrode was
used for the pH adjustments.

2.3. Sample extraction

Extraction were performed with 47×0.5 mm
(diameter× thickness), Empore membrane disks
containing octadecyl-bonded silica (8-mm parti-
cles, 60-Å pure size) from J. T. Baker. The disks
were used in conjunction with standard Millipore
47-mm filtration apparatus. In order to eliminate
small suspended particles, before extraction water
samples were filtered through 0.45-mm pore size
nylon filters (Millipore). After each filtration the
residue in the filter was washed with 10 ml deion-
ized water.
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Table 1
Effect of type and amount of eluent on extraction efficiency

Volume (ml) % RecoveryEluenta

10.07.51.0 2.5 5.0

100.0100.0 100.0Isopentyl alcohol 80.075.0
94.0 100.0 99.0CHCl3/EtOH (4/1) 100.070.0

a Absorbance measurement was performed at l=454 nm for isopentyl alcohol and l=457 nm for chloroform–ethanol mixture.

Before extraction each membrane was washed
with 5 ml eluting solvent. After placing the mem-
brane in the filtration apparatus, solvent (5 ml)
was introduced to the reservoir of the apparatus
and drawn slowly through the disk by applying a
slight vacuum. After the disk had been completely
dried by drawing air through it for a few minutes,
another 10 ml of methanol were again drawn
through.

With a thin layer of methanol remaining on the
disk, it was washed twice with 10 ml of deionized
water. It is important to also note that the surface
of the disk did not become dry from the time that
methanol was added until the extraction was com-
pleted. Then the sample solution containing Cu2+

, neocuproine, hydroxylamine hydrochloride and
buffer was passed through the membrane. After
the extraction, the disk was dried completely by
passing air through it for a few minutes. The
extracted complex was stripped from the mem-
brane disk using appropriate amounts of a suit-
able solvent. Then the copper neocuproine
complex concentration was determined by spec-
trophotometry at l=454 nm.

3. Results and discussion

Some preliminary experiments were carried out
in order to investigate quantitative retention of
Cu2+ ions by the octadecyl silica membrane disk
in the absence and presence of neocuproine. It
was found that while the membrane disk does not
show any tendency for copper ions, it is capable
of retaining copper neocuproine complex in the
sample solutions quantitatively (the test solution
used contained 15 mg copper and 5 mg
neocuproine in 50 and 250 ml water).

3.1. Choice of eluent

In order to choose a proper eluent for the
retained copper complex, after its extraction from
water, the complex was stripped with varying
volumes of isopentyl alcohol and chloroform–
ethanol (mixture) (the molar absorptivity of the
complex in these solvents is large [26,27]). From
the data given in Table 1, it is obvious that 5 ml
of both solvents can accomplish the quantitative
elution of the complex from the disk. Subsequent
elutions of the complex were carried out with 5 ml
isopentyl alcohol.

3.2. Effect of amount of ligand and reducing
agent

In order to investigate the optimum amount of
neocuproine on the quantitative extraction of cop-
per by the membrane disk, copper ion extraction
was conducted by varying the amount of ligand
from 0 to 10 mg (Fig. 1). The extraction of copper
was found to be quantitative using above 3 mg of
the ligand. Hence, subsequent extraction experi-
ments were carried out with 5 mg of the ligand. In
these experiments Cu2+ were reduced to Cu+

ions by using hydroxylamine hydrochloride, and
formed a very stable complex with neocuproine.
Fig. 2 shows that for quantitative extraction of
copper ions more than 0.1 g of hydroxylamine
hydrochloride is needed, thus 0.2 g of the reduc-
ing agent was used in experiments.

3.3. Effect of pH and flow rate

The influence of pH on the SPE of copper ions
was studied in the range of 3–6 and 6–10 using
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Fig. 1. Effect of the amount of ligand on extraction efficiency. Fig. 3. Effect of pH of sample solution on extraction effi-
ciency.

acetic acid (2 M)/sodium acetate (2 M) and am-
monia (1 M)/HCl (1 M) for pH adjustment, re-
spectively (Fig. 3).

The percent recovery depended on the pH of
the solution, which was nearly constant in the pH
range of 4–8.5. At pH values higher than 8.5,
however, the percent recovery decreased. Most
probably due to the competition of NH3 with
neocuproine and formation of a non-retained
Cu(NH3)4

2+ complex, percent recovery decreased.
In this study, a buffer solution of 5.0 was
adopted.

The effect of flow rates of the sample and
stripping solutions from the membrane disk on

the retention and recovery of copper ions was
investigated. It was found that, in the range of
5–50 ml/min, the retention of the copper complex
by the membrane disk was not considerably af-
fected by the sample solution flow rate. Similar
results for the extraction of organic materials and
cations by octadecyl silica membrane disks have
already been reported [25,28,29]. On the other
hand, quantitative stripping of the copper com-
plex from the disk was achieved in a flow range of
1–6.5 ml/min, using 5 ml of isopentyl alcohol.

3.4. Analytical performance

The break-through volume of sample solution
was tested by dissolving 15 mg of copper in 50,
100, 250, 325, 400 and 500 ml water and the
recommended procedure was followed. In all
cases, the extraction by membrane disk was found
to be quantitative. Thus the break-through vol-
ume for the method should be greater than 500
ml. The limit of detection (LOD) of the proposed
method for the determination of copper was stud-
ied under the optimal experimental conditions.
The LOD obtained from CLOD=kbSb m−1

[30,31] for a numerical factor kb=3 is 0.12 ppb
(for 500 ml of sample solution).

The maximum capacity of the membrane disk
was determined by passing 50-ml portions of an
aqueous solution containing 1000 mg copper fol-

Fig. 2. Effect of the amount of hydroxylamine hydrochloride
on extraction efficiency.
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lowed by washing the disk with 25 ml deionized
water and determination of retained metal ions
spectrophotometrically. The maximum capacity
of the disk was found to be 940 mg of Cu+2 ions.
In order to investigate the selective separation and
determination of Cu+2 ion from its binary mix-
tures with diverse metal ions, an aliquot of
aqueous solution (250 ml) containing 15 mg Cu+2

and milligram amounts of other cations was taken
and the recommended procedure was followed.
The results are summarized in Table 2. The results
show that the copper(II) ions in the binary mix-
tures are retained almost completely by the mem-
brane disk, even in the presence of up to about 15
mg of the diverse ions.

In order to assess the applicability of the
method to real samples with different matrices
containing varying amounts of a variety of diverse
ions, it was applied to the separation and extrac-
tion of copper(II) ions from 250 ml of three
different water samples (i.e. distilled water, tap
water and spring water).

Table 3 shows the extraction of 15 mg of added
copper ions from 250 ml of different water sam-
ples. As seen, the results of three analysis of each
sample show that the copper recovery was almost

Table 3
Recovery of 15 mg copper added to 250 ml of the water
samples

% RSDSample % RecoveryCu2+ found

15.0 100.0 0.7Distilled water
0.899.7Tap water 14.9

15.0 100.4Spring water 0.6

quantitative. Table 4 shows the concentration of
copper at three stations on the Sarcheshmeh river
(Kerman, Iran). This river is located next to
Sarcheshmeh copper mines and the samples were
collected from distances of 1, 20 and 30 km from
the mine. As seen, the results of three analyses of
each sample obtained by the proposed method
and ICP are in satisfactory agreement.

It is noteworthy that, due to its strong tendency
for copper ions, the neutral neocuproine used is
able to completely retain the copper ions even in
the presence of sulfate ions as a counter ion of
relatively low lipophilic character.

4. Conclusions

The proposed method has the following advan-
tages. The method is rapid as compared with
previously reported procedures for the separation
and determination of copper [4,5]. The time taken
for the separation and analysis of copper in a
500-ml water sample is at most 12 min. It can
selectively separate copper ions from other associ-
ated metal ions, even at a much higher concentra-
tion. The use of organic solvents in the proposed

Table 2
Determination of copper from binary mixturesa

% RecoveryForeign ion Amount taken (mg)b

102.015.0Li+

99.015.0Na+

K+ 98.015.0
Be2+ 101.30.2

98.0Mg2+ 15.0
15.0Ca2+ 100.0

100.0Ba2+ 15.0
15.0 99.0Sr2+

15.0Mn2+ 99.0
Fe2+ 15.0 101.0
Pb2+ 15.0 98.0

7.5Co2+ 99.0
99.07.5Ni2+

0.2Hg2+ 98.0
MoO4

2− 0.3 99.3
WO4

2− 0.3 98.0

a Amount of copper taken is 15 mg.
b Fifteen milligrams is the maximum amount of cation that

was tested.

Table 4
Determination of copper in Sarcheshmeh river

Samplea % ErrorCu concn. (ppm)Cu conc.
(ppm) (SPE) (ICP)

22.57(0.23)b 22.00(0.3) 2.591
0.232(0.59)2 0.235(1.2) −1.28

3 0.320.0940(0.5)0.0943(2.20)

a Samples were collected from the river at distances of 1, 20
and 30 km from copper mines.

b % RSD based on three replicate analysis.
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method is much lower than those consumed in the
liquid–liquid extraction methods. The method
can be successfully applied to the separation and
determination of copper in real samples. It is a
simple, highly selective and reproducible method
for the separation of copper(II). The reproducibil-
ity of procedure is at the most 2%. It is interesting
to note that, by combination of the SPE proce-
dure proposed with other copper determination
methods, such as flameless AAS, the detection
limit of the system can be lowered by a factor of
about 100.
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Abstract

A sequential injection system for the determination of mercury by vapor generation atomic absorption spectrome-
try (VGAAS) using tetrahydoborate reductant was developed, characterized by prevention of sample and reagent
mixing in the holding coil using small air segments and initiation of the vapor generation in a flow-through gas–liquid
separator. Extremely small volumes of reductant of 15–30 ml (0.2–1.0% NaBH4) and sample acidity as low as 0.05
mol l−1 HCl were sufficient for achieving performance similar to flow injection (FI) VGAAS systems. A sample
throughput of 90 h−1 was achieved with 400 ml samples with a precision of 2.0% RSD at 10 mg l−1Hg, and a
detection limit of 0.1 mg l−1 (3s). Reagent consumption was reduced by a factor of 25 in comparison to the
FI-VGAAS system. Good agreement with the certified value was obtained for the determination of mercury in
seawater in a standard reference sample © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Sequential injection; Flow injection; Vapor generation; Atomic absorption spectrometry; Mercury.

1. Introduction

In recent years flow injection (FI) vapor genera-
tion (VG) techniques for atomic absorption spec-
trometry (AAS) have enjoyed increasing popularity
owing to their outstanding performance compared
to the earlier batch-wise operated systems. The
merits of FI-VGAAS are convincing and well
documented [1], including decreased sample and

reagent consumption, stronger tolerance to inter-
ferences, higher sample throughput, and better
precision. In addition to fully automated hydride
and cold vapor generation AAS determinations,
the FI systems also provide easy adaptation of
on-line separation systems with sorption columns
[1–3] and in situ trapping of hydrides in graphite
furnaces [4,5] to further enhance the selectivity and
sensitivity, and even adaptation to on-line oxida-
tion of organo analyte species [6,7]. Therefore, it is
not surprising that FI-VGAAS has become the first
commercialized FI system for AAS.

* Corresponding author. Fax: +86-24-2389-0448.
E-mail address: fangzl@mail.neu.edu.cn (Z.-L. Fang)

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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However, the FI-VGAAS system is not en-
tirely without limitations, although some are as-
sociated with those of FI instrumentation itself.
The majority of FI-VGAAS systems, including
the commercialized version, are equipped with
peristaltic pumps as liquid drives. The aging of
pump tubes is rather high owing to the rela-
tively high carrier and waste flow rates (and
therefore high pump rotation speeds) often em-
ployed in such systems. Frequent re-calibration
of flow rates is required for optimum perfor-
mance, and consumption of pump tubes is rela-
tively high. In spite of that reagent
consumptions of FI-VGAAS systems are about
an order of magnitude lower than batch sys-
tems, further reduction of the tetrahydroborate
reductant should be desirable and feasible owing
to the fact that the duration of the vapor gener-
ation reaction phase constitutes to less than one-
third of the total analytical cycle, during which
tetrahydroborate reagents are usually delivered
continuously. Reduction of acid concentration in
the sample and carrier is also desired not only
for decreasing the acid consumption, but also
for maintaining a better laboratory environment
both for the operator and the FI/AAS instru-
ments. Although the merging zones approach
has been considered as a means for saving ex-
pensive reagents in FI systems, in order to com-
pensate for small flow-rate drifts in the two
merging channels, the volume of the reagent
should usually be larger than that of the sample,
which generally falls in the range of 200–500 ml
for FI-VGAAS systems [1]. A reagent volume of
at least 300–600 ml should therefore be required,
making the saving quite marginal. Moreover,
more frequent calibration of the flow rate of the
two merging channels should be required to en-
sure synchronous merging of the two zones,
making the procedure less robust.

Recently, the sequential injection (SI) ap-
proach [8], usually based on equipment com-
posed of a computer controlled syringe pump
and multiposition valve, has been used in a
number of applications to substitute FI proce-
dures in combination with various detectors. Of-
ten the purpose of this transformation is for

simplifying the operations associated with the
manipulation of peristaltic pumps and/or the
saving of reagents, which both may be of help
in overcoming some of the limitations of FI-
VGAAS systems. However, in the case of VG
systems, the transformation of FI to SI appears
not that straightforward or even optimistic. The
reason is that VG is often associated with a
violent gas-forming reaction involving the use of
tetrahydroborate reductants. On contact of the
acidified sample and reagent, when sequentially
introducing them into the storage tube, partial
initiation of the hydrogen forming reaction
would interfere with the solution metering pro-
cess and seriously deteriorate the precision. At
least for the cold vapor determination of mer-
cury, this was avoided by using weaker reactions
with stannous chloride reductant without hydro-
gen evolution, as reported by Brindle and Zheng
[9] and more recently by Bauza de Mirabo et
al.[10] in the first SI systems used for that pur-
pose. Brindel and Zheng gave no details on the
manifold design and performance of the system
in their technical note which was mainly aimed
at comparing the various designs of gas–liquid
separators used in that application. However, in
the work reported by Bauza de Mrabo et al. a
sampling frequency of 30 h−1 was obtained,
which was much lower than those (typically 100
h−1) achievable with FI cold vapor systems us-
ing tetrahydroborate reductants. This might be,
at least partially, the result of the weaker reac-
tion with stannous chloride, which took 30 s to
complete. The stannous chloride reductant ex-
cludes the direct determination of organic mer-
cury species such as methylmercury [11], and
also restricts the extension of the SI system to
other elements requiring stronger reducing con-
ditions for vapor generation.

This work was aimed at finding the appropri-
ate conditions to perform automated VGAAS
determinations using the SI approach with te-
trahydroborate reductant. This resulted in a sys-
tem which not only maintained all the
advantages of FI-VGAAS, but also with en-
hanced ruggedness and significant reduction in
reagent consumption.



H.-B. Ma et al. / Talanta 49 (1999) 125–133 127

2. Experimental

2.1. Apparatus

A Perkin-Elmer Model 2100 atomic absorption
spectrometer with deuterium-arc background cor-
rector was used with the Model FIAS-200 flow-in-
jection system and hydride generation accessories
with a detachable gas–liquid separator equipped
with membrane filter for removal of liquid
droplets. Mercury hollow cathode lamp was used
at 253.7 nm wavelength, and operated at 7.0 mA.
The temperature of the quartz atomizer cell was
set to 200°C, and the argon carrier flow was set at
200 ml min−1. The gas–liquid separator and the
quartz atomizer were connected with a 100-cm,
1.0-mm i.d. PTFE tubing. The injection valve of
the FI instrument was not used in this study. A
single pump channel was run continuously for
withdrawal of reaction waste from the gas–liquid
separator at 18 ml min−1. The 15-s readout time
was programmed and controlled by the spectrom-
eter computer. The signals were processed with a
time constant of 0.5 s in the peak height mode
and recordings from the graphic screen were
printed out by a Model FX-850 printer.

The SI system was constructed from a Hamil-
ton Model ML-511C syringe pump (Hamilton,
Reno) and a Valco Model E10-220 10-position
stepper motor operated selector valve. The pump
was equipped with a two-way valve, connected to
a 5.0 ml syringe, and programmable in 1000 steps.
The operation of the syringe pump and valve were
synchronously controlled from a computer pro-
gram written in VISUAL BASIC. The pump and
central port of the valve were connected by a
holding coil made from 240-cm, 1.0-mm i.d.
PTFE tubing. All other transport lines were made
using 0.7-mm i.d. PTFE tubing, including that
from the valve outlet to the gas–liquid separator,
which was 40 cm in length. Argon gas was intro-
duced from a three-way connector into this latter
line 1 cm upstream of the connection to the
gas–liquid separator

2.2. Reagents and solutions

Mercury working standards were prepared

through two-stage dilutions of a 1000 mg l−1

stock solution (in 1 mol l−1 HCl) by the appro-
priate acid of the sample matrix used in each
individual study.

Sodium tetrahydroborate reagents were freshly
prepared daily by dissolving the appropriate
amount of NaBH4 (China Pharmaceutical, Beijing
Branch, Beijing) in 0.2 mol l−1 sodium hydroxide
solution.

Hydrochloric acid was of ultra-pure reagent
grade, all other chemicals were of analytical
reagent grade and demineralized water was used
throughout. Water carrier was de-gassed before
use.

2.3. Procedures

The flow manifold and optimized sequence of
operation are shown in Fig. 1 and Table 1 respec-
tively. The syringe steps travelled during se-
quences 4, 6, and 7 were varied during system
optimization to introduce different sample and
reagent volumes.

In the pre-stage, required only for starting-up
the system (not shown in Table 1), demineralized
water carrier was fully aspirated into the syringe
with valve V2 in left position, and with valve V2
turned to right position, water was discharged
into the holding coil and thence to waste with
selector valve in position 5, removing any air
bubbles trapped in the syringe. In sequence 1,

Fig. 1. diagram of the SI-VGAAS system. SP, syringe pump;
P, peristaltic pump; AA, atomic absorption quartz atomizer
cell; V1, selector valve; V2, syringe valve; HC, holding coil;
GLS, gas–liquid separator; S, acidified sample; R, NaBH4

reagent; A, air; H2O, washing (carrier) water; W, waste.
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Table 1
Sequence of operation of the SI-VGAAS system

Valve V1 position Valve V2 position Syringe steps moved Volume processed (ml) Time duration (s) FunctionSequence No.

1 80No change 400 6 Wash water aspirationLeft
5 25 5Right Air aspiration2, Air2

Right1, Sample 80a 400 9 Sample aspiration3
5 254 52, Air Air aspirationRight
6b 30 5Right Reagent aspiration5 3, Reagent

−176c 1350 66 Injection of reagent/sample4, Separator Right
20 100 5Right Aspiration of next sample7 1, Sample

5, Waste Right −20 100 5 Discharge of sample to waste8

Steps 1–6 Total time 25

a Steps moved for 400 ml sample.
b Steps moved for 30 ml reagent.
c Steps moved for 400 ml sample and 30 ml reagent.
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with V2 in left position and V1 remaining in the
original position from the end of the previous
cycle, 600 ml water was aspirated into the syringe;
in sequence 2, with V2 in right position and V1 in
2 position, 25 ml air was aspirated into the holding
coil; in sequence 3, with V2 in right position and
V1 in 1 position, 200–1000 ml sample was aspi-
rated into the holding coil; in sequence 4, with V2
in right position and V1 in 2 position, 25 ml air
was again aspirated into the holding coil; in se-
quence 5, with V2 in right position and V1 in 4
position, 15–30 ml tetrahydroborate reagent was
aspirated into the holding coil; in sequence 6, with
V2 in right position and V1 in 4 position the
aspirated contents in the holding coil were pushed
into the gas–liquid separator at about 13 ml
min−1 flow rate. The readout was initiated at the
beginning of sequence 6 with a readout period of
15 s. The next analytical cycle was activated be-
fore the termination of readout and printout of
results, and a sampling frequency of 90 h−1 was
achieved with 400 ml sample volume. The se-
quences 7 and 8 were required only when a new
sample was introduced to flush out the previous
sample in the sampling probe capillary to waste at
valve position 5, and could be operated in parallel
with the readout of the previous sample. Short
probes of B15 cm, 0.7 mm i.d. PTFE tubing are
preferred for easy flushing and minimum carry-
over. The waste solution exiting the gas–liquid
separator was drawn out continuously by the
peristaltic pump at a flow rate of 18 ml min−1,
which was about 5 ml min−1 higher than the
inflow rate.

2.4. Method de6elopment

The chemical and SI parameters were optimized
mainly using an univariate approach, based on
conditions adopted in FI-VGAAS systems [1],
taking sensitivity expressed in peak height as the
principle figure of merit, but with concurrent con-
siderations on precision, throughput and selectiv-
ity. The variables studied included sample volume
and acidity, reagent volume and concentration.
The flow rates of the reaction mixture, waste
withdrawal, and carrier (stripping) gas were
mainly adopted from FI-VGAAS systems, and

checked in preliminary experiments to be adapt-
able to the SI system. a 20.0 mg l−1 Hg standard
solution was used for the studies.

3. Results and discussion

3.1. Considerations in system design

In general, SI systems are characterized by sim-
ple manifolds with a single reaction line, function-
ing as an extension of the holding coil during the
reaction/detection sequence of operation. Owing
to penetration of neighboring zones of sample and
reagent not only in the reactor, but already in the
holding coil, the reactions are usually initiated
even in the sample and reagent aspirating (meter-
ing) stage. Since the entire procedure is computer
controlled and highly reproducible, this feature
usually does not deteriorate the performance of SI
systems, and in fact even be desirable for shorten-
ing the reaction time and increasing the through-
put. However, such expectations are no more
valid when the reactions involve gas evolution,
such as hydride generation. Partial penetration
and mixing of sample and reagent zones result in
gas formation already in the aspiration stage, and
inevitably interfere with the precise metering of at
least one of the solutions. The subsequent delivery
of the contents in the holding coil is also dis-
turbed seriously, owing to the compressibility of
large gas segments in the conduits. Such behavior,
observed in our preliminary studies, persuaded us
to produce a barrier between neighboring zones of
reactive solutions which could avoid their mutual
penetration before reaching the reactor. Interca-
lated water zones may serve the purpose, but
owing to dispersion in the holding coil, relatively
large zones of a few hundred microliters were
required in our studies in order to completely
avoid the contact of reactive zones, and such
measures significantly decreased the sampling fre-
quency of the procedure. Small air segments were
therefore introduced to form the barrier. Despite
the compressibility of air, previous experiences in
FI systems [12,13] show that small segments in the
order of a few tens of microliters introduced in
0.5–1 mm i.d. conduits, will not affect the flow
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rate noticeably, while dispersion between neigh-
boring zones are completely hindered. Air seg-
ments have been used also in a SI solvent
extraction system to aid the formation of liquid
films on the walls of the extraction walls [14]. Air
segmentation was adopted in the design of the
present system not only to avoid the premature
initiation of the vapor generation reaction but
also to limit the dispersion between the sample
and washing (water) solutions. Owing to the rela-
tively large sample volumes of usually a few hun-
dred microliters involved in FI-VGAAS systems,
which should be also generally applicable to SI-
VGAAS, a washing solution is definitely required
in the latter to substitute the function of the
carrier solution in FI systems in order to avoid
carryover between samples. A small air segment
between the sample and wash solution avoids
dispersion and improves the efficiency of the
washing significantly.

Although air segmentation was successful in
preventing reaction during the aspiration stage,
this measure also obliterated the possibility of
initiating the reaction within the tubular reactor,
as practised in FI-VGAAS systems. Therefore
such attempts were given up completely, and the
vapor generation reaction was designed to initiate
within the gas–liquid separator, which in this case
also functioned as the reactor. Based on Brindel
and Zheng’s observations, the commercialized
Perkin-Elmer gas–liquid separator (version 2) was
used for most of the work in this study, but with
the membrane filter loaded in place. Preliminarily,
in view of the small capacity (about 2.5 ml below
the membrane filter) of the gas–liquid separator,
and the large waste withdrawal rate required for
preventing transport of liquid phase into the at-
omizer, it was doubted that such a reactor could
provide sufficient mixing of sample and reagent as
well as reaction time for the resulting mixture. In
fact under continuous withdrawal of waste, the
liquid volume retained in the reactor (including
the liquid film formed on its walls) was no more
than 30 ml. However, the efficiency of the mixing
happened to be surprisingly high, as demonstrated
by the performance discussed in Section 3.3, prob-
ably owing to the intensive mixing of solutions
caused by strong gas evolution.

Fig. 2. Schematic diagram of the sequence of zones in the
holding coil before injection into the gas–liquid separator
through the selector valve.

Based on these considerations, the train of solu-
tions aspirated into the holding coil before being
sequentially injected into the reactor was arranged
as shown in Fig. 2. In this sequence, the reductant
was introduced into the reactor first, preceding
the acidified sample; this being the only choice
considering the relatively large sample volume
and small reactor capacity. With sample intro-
duced first, the majority of the sample would have
been drawn to waste before coming into contact
with the reagent. In earlier studies, a format in-
volving the introduction of more than one reagent
zones intercalated within the sample zone (also
with air segment barrier) was also tested with the
aim of providing better mixing. This inevitably
decreased the throughput of the procedure; how-
ever, no favorable effects were observed, while a
peak broadening, often accompanied by other
complications of the peak profile, was encoun-
tered. The simplest design in the train sequence
was therefore adopted for further optimization.

3.2. Optimization of chemical 6ariables and SI
parameters

The optimization was conducted as described
under Section 2.4. Owing to the small capacity of
the gas–liquid separator for liquid retention, the
testing of reagent volumes above 30 ml was con-
sidered meaningless. Volumes of 15 and 30 ml of
different concentrations of reductant in the range
0.2–1.0% (w/v) NaBH4 were studied for their
effects on peak height absorbance and reproduci-
bility against different HCl concentrations for dif-
ferent sample volumes. The effect was
insignificant for all sample volumes studied (200–
1000 ml) at a low sample acidity of 0.05 mol l−1,
and on the average only about 5 and 7% lower for
the 15 ml volume at 0.3 and 1.0 mol l−1 HCl,
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Fig. 3. Effect of sample volume and acidity on peak height response of 20 mg l−1 Hg using 30 ml 0.2% NaBH4; 13 ml min−1

injection flow rate; 18 ml min−1 out flow.; 200 ml min−1 Ar flow rate.

respectively. The effect of reductant concentration
(0.2–1.0%) on sensitivity was also generally in-
significant in the various combinations of sample
volume, acidity, and reductant volume ranges
studied. Based on these results, 30 ml 0.2% NaBH4

was adopted to save reagent, which implies a low
consumption of 0.06 mg NaBH4 for each determi-
nation, an amount lower than the FI-VGAAS
procedure by a factor of 25.

The effects of sample volume and acidity were
studied in the range 200–1000 ml and 0.05–1.0
mol l−1 HCl. The results presented in Fig. 3
showed sharp increases in peak absorbance below
400 ml in the entire acid concentration range,
above which the response levelled significantly, an
observation quite similar to those reported in
FI-VGAAS systems. The maximum absorbance
reached tend to decrease at higher acidity. Thus
the maximum peak height attained at 0.05 mol
l−1 was more than 20% greater than that at 1.0
mol l−1. This may be explained by the more
intensive consumption of the reductant at higher
acidity and/or the more intensive generation of
hydrogen gas, resulting in larger dilution of the

evolved analyte species. The higher intensity of
the reaction resulted in larger peak heights. The
close proximity of the 0.05 and 0.3 mol l−1 HCl
curves, and of all curves below 400 ml sample
volume imply good ruggedness on acidity require-
ments, particularly at lower sample volumes. Sen-
sitivities were found to remain more or less
constant within a sample volume range of 400–
1000 ml for all sample acidity studied. It is note-
worthy that, despite continuous forced outflow of
reaction mixture, the small volume of reductant
(15–30 ml) retained in the reactor (gas–liquid
separator) at the beginning of the reaction was in
fact sufficient for maintaining the vapor genera-
tion reaction up till a sample volume of at least
600 ml. However, particularly at higher sample
acidity (e.g. 1.0 mol l−1), the smoothness of the
falling slope of the peak profile was disturbed at
sample volumes above 800 ml, resulting in irregu-
lar peak shoulders on the slope, with degradation
of precision in peak maximum readout. Appar-
ently, this is a result of reagent depletion at the
further end of the sample bolus. Therefore sample
volumes of 400–500 ml are recommended for bet-
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ter ruggedness and higher throughput. The preci-
sion of the data points, illustrated by the error
bars, representing S.D. of seven replicate mea-
surements, shows a degradation at higher acidity,
with an average of 2.0, 3.5, and 4.0% RSD for
sample acidity of 0.05, 0.3 and 1.0 mol l−1 HCl,
respectively. Therefore, for better precision, lower
sample acidity are recommended.

3.3. Performance of the SI-VGAAS system

The figures of merit of the SI-VGAAS system
with 400 ml sample in 1.0 mol l−1 HCl, 30 ml 0.5%
NaBH4 reagent are shown in Table 2. The detec-
tion limit obtained could have been further im-
proved by reducing the blank value, which was
about 1 mg l−1 Hg. In this study, sources of
contamination were tracked to impurities in the
hydrochloric acid and argon gas. However, im-
proving the detection limit was not the main
objective of this study, and no special attempts
were made to lower the blank values.

An outstanding advantage of FI-VGAAS meth-
ods is their often dramatically improved tolerance
to interferences, the mechanism of which has been
discussed in great detail [1]. Whether such features
are inherited in the SI-VGAAS system requires
serious consideration, although the extremely
short residence of the reaction mixture was ex-
pected to be beneficial for reducing interferences.
Nickel was taken as a model interferent for the
study. The results show a similar behavior to the
FI-VGAAS system with tolerance of Ni up to a
high concentration of 300 mg l−1 (90% recovery)
in a 1 mol l−1 HCl sample matrix. At the lower
acidity recommended in this work, the tolerance
was somewhat degraded (50 mg l−1 Ni tolerated),
but still better than the batch procedure by a
factor of 50, and sufficient for most applications.

The tolerance to other hydride forming ele-
ments was studied by testing the tolerated concen-
trations of Se(IV) and As(III). Up to 10 mg l−1

As(III) and Se(IV) were tolerated (90% recovery)
at a sample acidity of 1.0 mol l−1 HCl, and 5 mg
l−1 As(III), 0.5 mg l−1 Se(IV) was tolerated at
0.05 mol l−1 HCl.

The method was tested using a standard refer-
ence sea water GBW(E)080042 (Institute of
Oceanology, Hangzhou) with a certified mercury
content of 1.0090.06 mg l−1. The sample was
acidified to contain 1.0 mol l−1 HCl before injec-
tion, and corrected for the dilution following
readout. The result obtained was 1.0090.04 mg
l−1 (n=3), which was in excellent agreement with
the certified value.

4. Conclusions

To our best knowledge, this is the first report of
successfully applying the SI technique to a VG
atomic spectrometric system using the tetrahy-
droborate reductant. The system developed in this
work for the determination of mercury by
VGAAS demonstrated distinct advantages over
the now widely accepted FI-VGAAS procedure,
overcoming some of its limitations, particularly in
achieving large savings in reagent consumption,
with reduction by a factor of 25, and improve-
ment in the robustness of the procedure, while
maintaining the high throughput, precision, selec-
tivity and low detection level of FI-VGAAS pro-
cedures. The principles of design, characterized by
air-segmentation between sample and reagent
zones and reaction in the gas–liquid separator,
should as well be applicable to other VG atomic
spectrometric systems, in particular hydride gen-
eration systems. In fact, further attempts at adap-
tation of the system, with exactly the same SI
hardware, to the determination of bismuth to
achieve similar effects as for mercury, has proved
to be fairly simple. However, the extremely short
residence time of the reaction mixture within the
reactor may limit its use only to fast vapor gener-
ation reactions. Nevertheless, it is believed that
most vapor generation reactions may be fast
enough to achieve sensitivities sufficient for a
large number of applications.

Table 2
Figures of merit on the performance of the SI-VGAAS system

90 h−1Sampling frequency
Regression equation (0–20.0 A=0.0148C+0.0044

(r2=0.9984, n=7)mg l−1 Hg)
2.0% RSD (20 mg l−1Hg,Precision
n=10)
0.1 mg l−1 HgDetection limit (3s)

.



H.-B. Ma et al. / Talanta 49 (1999) 125–133 133

Acknowledgements

This work is partially supported by a research
grant from the State Natural Science Foundations
of China. The authors express their thanks to
Bodenseewerk Perkin-Elmer for the loan of the
atomic absorption spectrometer, for the donation
of the syringe pump, and for partial financial
support.

References

[1] Z.-L. Fang, Flow Injection Atomic Absorption Spec-
trometry, Wiley, Chichester, UK, 1995.

[2] S.-C. Zhang, S.-K. Xu, Z.-L. Fang, Guangpuxue yu
Guangpu Fenxi 8/6 (1988) 39.

[3] S.-C. Zhang, S.-K. Xu, Z.-L. Fang, Quim. Anal. 8 (1989)
191.

[4] G.-H. Tao, Z.-L. Fang, J. Anal. At. Spectrom. 8 (1993)
577.

[5] P. Bermajo-Barrera, J. Moreda-Pineiro, A. Moreda-
Pineiro, J. Anal. At. Spectrom. 12 (1997) 317.

[6] T.-Z. Guo, J. Baasner, M. Gradl, A. Kristner, Anal.
Chim. Acta 320 (1996) 171.

[7] C.P. Hanna, J.F. Tyson, S. McIntosh, Anal. Chem. 65
(1993) 653.

[8] J. Ruzicka, G.D. Marshall, Anal. Chim. Acta 237 (1990)
329.

[9] I.D. Brindel, S. Zheng, Spectrochim. Acta B 51 (1996)
1777.

[10] F.M. Bauza de Mirabo, A.Ch. Thomas, E. Rubi, R.
Forteza, V. Cerda, Anal. Chim. Acta 355 (1997) 203.

[11] C.E. Oda, J.D. Ingle, Anal. Chem. 53 (1981) 2305.
[12] B.F. Reis, M.A.Z. Arruda, E.A.G. Zagatto, J.R. Ferreira,

Anal. Chim. Acta 206 (1988) 253.
[13] S.-K. Xu, M. Sperling, B. Welz, Fresenius J. Anal. Chem.

344 (1992) 535.
[14] Y. Luo, R. Al-Othman, J. Ruzicka, G.D. Christian, Ana-

lyst 121 (1996) 601.

.



Talanta 49 (1999) 135–142

Direct determination of bismuth, indium and lead in sea
water by Zeeman ETAAS using molybdenum containing

chemical modifiers

Orhan Acar a, A. Rehber Türker b,*, Ziya Kılıç c
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Abstract

Direct determination of Bi, In and Pb in sea water samples has been carried out by ETAAS with Zeeman
background correction using molybdenum containing chemical modifiers and tartaric acid as a reducing agent.
Maximum pyrolysis temperatures and the effect of mass ratios of the mixed modifier components on analytes have
been investigated. Mo+Pd+TA or Mo+Pt+TA mixture was found to be powerful for the determination of 50 mg
l−1 of Bi, In and Pb spiked into synthetic and real sea waters. The accuracy and precision of the determination were
thereby enhanced. The recoveries of analytes spiked were 94–103% with Mo+Pd+TA or Mo+Pt+TA and they
are only 49–61% without modifier. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: ETAAS–Zeeman background correction; Bismuth; Indium; Lead; Sea water; Chemical modifiers

1. Introduction

In recent years, determination of volatile ele-
ments such as bismuth, indium and lead in sea
water samples has become increasingly important
in order to monitor the pollution of this environ-
ment. Owing to its high sensitivity and specificity,
electrothermal atomic absorption spectrometry
(ETAAS) with Zeeman background correction is

one of the most promising methods for the direct
determination of trace elements in water samples
[1–3]. However, the high salt contents of sea
water matrix and very low concentrations of
volatile elements cause considerable difficulty in
the direct analysis. During the determination of
volatile elements by ETAAS, chemical interfer-
ences and significant background absorbance of-
ten occur in graphite furnace due to
covolatilization of the analyte with the matrix
[2,3].

To overcome most of the matrix interferences
and to increase the accuracy of determination in
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90-312-212-2279.

E-mail address: rturker@quark.fef.gazi.edu.tr (A.R. Türker)

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.

PII: S0039 -9140 (98 )00358 -0



O. Acar et al. / Talanta 49 (1999) 135–142136

ETAAS, the application of chemical modification
for the stabilization of volatile elements during
pyrolysis stage is one of the methods that has met
with reasonable success for analyte elements [1].
For this purpose many metal salts, their mixtures
and some organic substances have been recom-
mended and used as chemical modifiers [2–11].
The aim of matrix modification is to permit the
pyrolysis temperature to be high enough to re-
move the balk of the interfering substances during
the pyrolysis stage without loss of analyte before
atomization stage. In our previous works [10,11],
the effects of tungsten, palladium and molybde-
num containing chemical modifiers as well as
tartaric acid (TA) for the thermal stabilization of
Bi, In and Pb have been investigated systemati-
cally and applied to the determination of Bi and
Pb in geological samples. Several matrix modifiers
and organic substances have been recommended
and used to determine lead in water samples [7,8].

The aim of presented work is to determine Bi,
In and Pb in synthetic and real sea water samples
by using molybdenum containing chemical
modifiers. Tartaric acid (TA) was added as chem-
ical reductant to the sample solutions together
with the mixed modifiers to provide higher ther-
mal pre-treatment temperatures of analytes, to
modify the form of modifier and help to reduce
chemical interferences. Tartaric acid produces re-
ductants such as C, CO and H2 by thermal de-
composition, similar to ascorbic acid or oxalic
acid used by Byrne et al. [12]. Addition of tartaric
acid should assure an early reduction of modifiers
and analytes to highly dispersed metallic forms in
the temperature programme and elimination of
chlorides as HCl (g). Efficient reductants pro-
duced from TA at the surface of the tube might
react with the chlorides in the aqueous matrices to
form HCl (g) which is removed at low tempera-
tures [13], thus preventing the loss of analyte as
chloride. Therefore, Mo+Pd+TA and Mo+
Pt+TA mixed modifiers that provided the higher
pre-treatment temperatures for the analytes [11]
were applied to the direct determination of spiked
Bi, In and Pb in synthetic and real sea water
samples by ETAAS with Zeeman background
correction system.

2. Experimental

2.1. Instrumentation

A Hitachi Model 180/80 flame and graphite
furnace atomic absorption spectrometer equipped
with a Zeeman effect background corrector, au-
tosampler (P/N-170/126) and an automatic data
processor was used for all measurements. Details
about the AAS equipment, thermal stabilizing
studies and optimized graphite furnace tempera-
ture programme for wall atomization is given in
previous works [10,11]. The operating parameters
were set as recommended by the manufacturer
except that a spectral band pass of 1.3 nm and
alternate wavelength was used for Bi (306.8 nm).
The light sources are single-element hollow
cathode lamps. A Varian model 9176 recorder
was connected to AAS to obtain atomization
profiles of analytes in a 20 mV/FS spans. Hitachi
pyrolytically coated graphite tubes (P/N-180/
7444) were used for atomization throughout. All
absorbance values were obtained by using inte-
grated mode. Argon served as a carrier gas in 300
ml min−1 flow rate.

2.2. Reagents

All solutions were prepared by dissolving ana-
lytical grade reagents in deionized water distilled
in an Elgastat type C114 distillation unit. Stock
standard solutions (2000 mg ml−1) of Pd and Pt
were prepared according to [9]. 0.4% (m/v) of Mo
(VI) was prepared from H2MoO4 (Merck) dis-
solved in 1% (v/v) ammonia solution. All modifier
solutions were diluted as required. 4% (m/v) tar-
taric acid (TA) solution was prepared daily. 1000
mg ml−1 of Bi, In and Pb standard solutions
(BDH chemicals) were used. Working standard
solutions were freshly prepared by successive dilu-
tion to the desired concentrations using 0.2%
HNO3.

2.3. Procedure

Synthetic sea water was prepared according to
Cantle [14]. 2.67 g of NaCl, 0.54 g of MgCl2, 0.11
g of CaCl2 and 0.08 g of KCl salts were dissolved
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in a teflon beaker with deionized water. 1 ml of
each Bi, In and Pb standard solutions (20 mg
ml−1) were spiked into it and this solution was
transferred into a 100 ml glass calibrated flask.
The Teflon beaker was washed two times with
0.2% (v/v) nitric acid. 600 ml of conc. nitric acid
was also added to final solution to avoid the
absorption of analytes onto glass walls and di-
luted to the mark with deionized water. Sea wa-
ter sample was collected from the surface water
of the Marmara sea coast in Türkiye in a 2 I
ployethylene bottle. A sample portion was trans-
ferred into 100 ml volumetric flasks and imme-
diately acidified with 1 ml of conc. nitric acid. 1
ml of each Bi, In and Pb standard solutions (20
mg ml−1) were spiked into these flasks because
of natural contents of the analytes are below the
detection limits. All of the flasks were filled with
sample (sea water) to the mark.

Synthetic or Marmara sea water sample con-
taining 200 mg l−1 analytes was diluted by a
factor 4 (0.5 ml of sample +1.5 ml of deion-
ized water) in order to decrease interferences in
the absence of modifier. In the presence of
modifier, 0.5 ml of sample solution and 0.5 ml
of water were added to 1 ml of modifier solu-
tion (20 000 mg ml−1 of TA, 2000 mg ml−1 of
Mo, 400 mg ml−1 of Pd or Pt, 2000 mg ml−1 of
Mo+20 000 mg ml−1 of TA, 400 mg ml−1

of Pd or Pt). 0.5 ml of sample solution and
0.5 ml of TA (4% (m/v)) stock solution instead
of water were added to 1 ml of modifier
solution (2000 mg ml−1 of Mo+400 mg ml−1

of Pd or Pt) for the triple modifier mixtures
such as Mo+Pd+TA. 20 ml of the sample so-
lution (analyte concentration 50 mg l−1) pre-
pared in the presence or absence of single or
mixed modifiers were injected into the graphite
tube.

The optimized graphite furnace temperature
programme for wall atomization is given in Ref.
[11]. The optimum modifier mass and mass
ratio of the mixed modifier components were
found to be 20 mg of Mo, 4 mg of Pd and Pt,
and 20/4 (mg/mg) of Mo/Pd and Mo/Pt. 200 mg
of TA was used together with the mixed
modifiers [11].

3. Results and discussion

3.1. Stabilizing effects of modifiers on analytes

In order to remove the high contents of salts in
sea water, higher pyrolysis temperatures for
analytes may be preferable. A chemical modifier
has been recommended for a long time to increase
maximum permissible temperature and to mini-
mize interferences in the determination of volatile
elements in ETAAS [2]. Maximum pyrolysis
temperatures (Tmax) of the analytes studied and
the optimum mass ratios of the mixed modifier
components were found in our previous work [11].
Obtained pyrolysis temperatures are approxi-
mately in agreement with Tsalev’s results [13,15].
When Mo+Pd+TA was used, higher pyrolysis
temperatures were obtained than the other
modifier mixtures studied by Havezov et. al. [16].

In this study, thermal pre-treatment curves for
analytes with TA, Pd+TA and Pt+TA modifiers
were also studied and lower pyrolysis tempera-
tures were obtained. The addition of TA to Pd
and Pt did not increase the pyrolysis temperature,
but it increased the formation of analyte atoms at
lower temperatures [12]. The effect of tartaric acid
on atomic absorption signal of analyte can be
explained primarily by reaction that occur
between gaseous analyte-containing molecules
such as PbO (g) and the reducing gases produced
by pyrolysis of tartaric acid during the atomi-
zation temperature ramp [12].

When the Mo+Pd+TA or Mo+Pt+TA was
added to the solution, the pyrolysis temperatures
could be increased up to 1350–1400°C for Bi and
In and 1250–1300°C for Pb to remove much of
sample matrix without the risk of analyte loss [11].
The mechanism of increased thermal stability can
be explained from the reaction between analyte
and modifier elements. Shan and Wang from
X-ray photoelectron spectra, suggested the
formation of Pb–Pd and Bi–Pd intermetallic
bonds on graphite furnace [17].

3.2. Effect of modifiers on the atomization
profiles of analytes

One advantage of chemical modification is that
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the atomization signals become fairly symmetrical
and shifted to higher pre-treatment temperatures
and appearance times [18]. Welz et al. [4] demon-
strated this behaviour by comparing the shapes of
atomization signals of various elements in both
the absence and presence of a Pd–Mg modifier.
In order to demonstrate how the Mo, Mo+Pd+
TA and other Mo-based modifiers affect the at-
omization and background profiles of analytes, a
comparative study was conducted. Fig. 1 shows
that the analyte and background atomization

profiles of sea water spiked with 50 mg l−1 of lead
as an example. The atomization and background
absorption profiles of spiked Pb for sea water and
for aqueous Pb standard solution obtained with
and without modifiers were compared. As can be
seen in Fig. 1, although similar symmetrical atom-
ization signal shapes were obtained for Pb in sea
water, both in the absence and presence of chemi-
cal modifiers, the atomic signals appeared at an
earlier time in the absence of a modifier mixture
than in its presence. The appearance times of the
peaks were identical for sea water and for
aqueous standard. However, the maximum peak
times of Pb in sample were slightly later than
those in the aqueous Pb standard. When Mo+
Pd+TA mixture has been used, the appearance
time of atomization signal for Pb in sample and in
aqueous standard was shifted to a later time while
increasing pyrolysis temperature and no reduction
in atomic absorption signal was observed up to a
maximum pyrolysis temperature above 1200°C. It
may be due to early reduction of analyte and
modifiers to reactive metallic forms. Thermal sta-
bility of these compounds is higher and the corre-
sponding inter-metallic compounds (or alloys
between them) [17] are formed when Mo+Pd+
TA is used. With no modifier was used, small
analyte signal and higher background absorbance
were obtained for Pb in sample even when the
solution was diluted by a factor of 1+3. When
Mo+Pd+TA was used, it was observed that
analyte signal increased while the background
absorption decreased. As can be seen in Fig. 1,
higher signal/noise ratios of Pb was obtained in
the presence of Mo+Pd+TA than this obtained
in the absence of modifier. The reason for this is
attributed to the behavior of mixed chemical
modifier. Tartaric acid may reduce the modifiers
and analytes to their free reactive metals at pyrol-
ysis temperatures less than 800°C [18] and there-
fore the stabilizing effect of modifier is increased.
It can be seen in Fig. 1 that under these condi-
tions the background absorbance from the matrix
is perfectly corrected using Zeeman corrector
which allows direct determination of sea water
into furnace for the determination of analytes.

Fig. 1. Atomization profiles of Pb in aqueous standard and in
sea water sample; where S1, standard (50 mg l−1); S2, sample
(50 mg l−1); B1 and B2, background absorption profiles of Pb
in standard and sample respectively.
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Table 1
Detection limits (LOD, 3s-criterion) and characteristic masses (m0) for Bi, In and Pb determination using some modifiers

AnalytesaMatrix modifiers

PbInBi

m0, pgLOD, mg l−1m0, pgLOD, mg l−1LOD, mg l−1 m0, pg

111.4 6.26No modifier 22.69 175.0 15.79 43.0
5.4494.4 37.2TA 13.2118.43 168.4

10.15 81.1 5.07 31.1Mo 17.03 161.9
78.2 4.83Mo+TA 15.57 131.6 8.74 30.2

4.7776.4 28.9Pd+TA 7.9914.64 120.6
5.44 65.9 2.25Mo+Pd 27.110.26 105.3
3.68 33.2 0.97Mo+Pd+TA 7.03 23.551.6

a Analytical range: 20–400 mg l−1 for Bi and In; 5–80 mg l−1 for Pb with or without of single or mixed modifier mixtures. Sample
volume: 20 ml.

3.3. Analytical conditions and calibration

The determination of Bi, In and Pb in sample
solutions were performed with and without Mo-
based modifiers by using the calibration on the
base of single element solutions in nitric acid for
comparison. Calibration against standard solu-
tions in the presence or absence of modifiers was
performed for analytes by using optimum
parameters such as furnace temperature pro-
gramme, modifier mass and mass ratios of the
mixed modifiers as described in [11]. To obtain
calibration graph, working standard solutions of
analytes in analytical ranges given in Table 1 were
added to the modifier solutions as described in
Section 2.3. All calibration graphs were linear and
correlation coefficients were about \0.999.

Detection limits (LOD, 3s-criterion) and char-
acteristic mass (m0) of Bi, In and Pb spiked to sea
water (20 mg l−1 of each analyte) were determined
in the presence or absence of some modifiers and
given in Table 1. As can be seen in Table 1, the
lowest detection limits and characteristic masses
of analytes were obtained by using Mo+Pd+
TA mixed modifier.

3.4. Application

For new modifiers, they are particularly impor-
tant that their stabilizing powers for analyte ele-
ments persist also in the presence of complex

matrix and of high salt concentrations. Therefore,
Mo+Pd+TA and Mo+Pt+TA mixed
modifiers providing higher pyrolysis temperatures
for the analytes and their components providing
lower pyrolysis temperatures were applied to the
determination of Bi, In and Pb in synthetic and
real sea water samples. Results were given in
Tables 2 and 3. The determination of analytes in
sample solutions were performed with and with-
out modifier by using calibration graph method
and seven parallel sample solutions. As can be
seen in Tables 2 and 3, a good accuracy was
obtained by using mixed modifiers containing TA.
When higher chloride concentrations are to be
expected in samples such as sea water, the chlo-
ride interferences are to be important to deter-
mine volatile elements. As can be seen in Tables 2
and 3, Mo+Pd+TA or Mo+Pt+TA mixed
modifiers could be used for the determination of
Bi, In and Pb in sea water with about 5% relative
error. Tartaric acid acts on the chloride interfer-
ence in the matrix. It can be plausibly concluded
that tartaric acid is a valid modifier for reducing
the chloride ions in samples [13]. The products of
TA can be convert chloride ions to HCl (g) and
high contents of chloride ions vaporize at low
temperatures in the pyrolysis stage. Especially
Mo+Pd+TA and Mo+Pt+TA mixtures were
efficient to allow the use of pyrolysis temperatures
in the range of 1350–1400°C for Bi and In and
1250–1300°C for Pb. These temperatures could be
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Table 2
Recovery tests performed for bismuth, indium and lead determination in synthetic sea water

Pyrolysis temperature (°C) ConcentrationsElement determined Modifier Recovery (%)

FoundaSpiked (mg l−1)

800 50.0 24.494.6 49Bi No modifier
5829.193.750.0750TA

50.0 36.192.4Mo 1000 72
50.0 41.292.5Pd 1200 82

42.592.150.0 851150Pd+TA
1100 50.0 39.792.2 79Pt

8441.992.050.01100Pt+TA
50.0 40.791.9Mo+Pd 1300 81
50.0 47.291.8Mo+Pd+TA 1400 94

8843.991.950.01300Mo+Pt
1350 50.0 48.491.5 97Mo+Pt+TA

28.992.550.0 581000In No modifier
50.0 31.592.3TA 63850
50.0 36.492.1Mo 1100 73

7939.692.150.01250Pd
41.991.9 84Pd+TA 1150 50.0

7738.392.450.01200Pt
50.0 39.392.0Pt+TA 1150 79
50.0 42.591.8Mo+Pd 1400 85

9748.391.550.01350Mo+Pd+TA
1300 50.0 43.491.9 87Mo+Pt

9648.291.51350 50.0Mo+Pt+TA

50.0 24.392.6Pb No modifier 49800
50.0 31.992.5TA 750 64

35.692.250.0 711000Mo
7738.492.1Pd 1100 50.0
8040.191.850.01150Pd+TA

50.0 37.991.9Pt 1050 76
50.0 39.292.0Pt+TA 1100 78

9145.392.150.01250Mo+Pd
9547.591.6Mo+Pd+TA 1300 50.0

50.0 42.991.9Mo+Pt 1200 86
10351.491.51250 50.0Mo+Pt+TA

a Mean of seven replicate measurements with 95% confidence level.

sufficient to volatilize many matrix constituents
without loss of analyte elements. When no
modifier is used, the error is very high because of
matrix interferences. Such effects are negligible
when Mo+Pd+TA or Mo+Pt+TA is present
and accuracy and precision are satisfactory. It can
be expected, therefore, that the recommended
chemical modifiers are applicable to the determi-
nation of Bi, In and Pb in sea water samples.

4. Conclusion

Direct determination of volatile elements such
as Bi, In and Pb in sea water by ETAAS using
Mo-based modifiers were examined. In general
terms, the analytical problems arising from the
sample matrix can be controlled only with dilu-
tion and using Mo+Pd+TA or Mo+Pt+TA
mixed modifier and Zeeman background correc-
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Table 3
Recovery tests performed for bismuth, indium and lead determination in Marmara sea water

Pyrolysis temperature (°C) ConcentrationsElement determined Recovery (%)Modifier

FoundaSpiked (mg l−1)

30.694.450 61800Bi No modifier
50 32.793.4TA 65750
50 36.492.6Mo 1000 73

37.692.550 751050Mo+TA
50 40.592.3Pd+TA 1150 81

7839.292.4501100Pt+TA
50 43.892.1Mo+Pd 1300 88
50 48.891.6Mo+Pd+TA 1400 98

8441.992.3501300Mo+Pt
1350 50 47.191.8 94Mo+Pt+TA

30.794.250 611000In No modifier
50 32.593.7TA 65850
50 35.492.9Mo 1100 71

7437.292.2501150Mo+TA
50 41.292.6Pd+TA 1150 82

39.892.3 80Pt+TA 1150 50
50 42.892.0Mo+Pd 1350 86
50 49.091.4 981400Mo+Pd+TA
50 45.392.3Mo+Pt 1300 91

9547.591.61350 50Mo+Pt+TA

50 28.394.1Pb No modifier 57800
50 32.893.7TA 750 66

35.293.250 701000Mo
37.492.6 75Mo+TA 1050 50

7839.192.4501150Pd+TA
50 38.392.5Pt+TA 1100 77
50 41.592.3Mo+Pd 1250 83

10150.391.4501300Mo+Pd+TA
50 41.192.4Mo+Pt 1200 82
50 47.591.7Mo+Pt+TA 951250

a The mean of seven replicate measurements with 95% confidence level.

tion. Recoveries of analytes spiked to water sam-
ples were 94–103% with Mo+Pd+TA or Mo+
Pt+TA. The recoveries of analytes are only
49–61% without modifier.
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Abstract

A method is proposed for the simultaneous determination of spironolactone and canrenone in urine based on the
different rates at which they react with sulphuric acid to yield a trienone. Kinetic spectrophotometric data are
processed by partial least-squares (PLS) regression. The optimum sulphuric acid concentration and temperature are
determined from response surfaces, using PLS methodology to relate both variables to the relative square error of
prediction (RSEP, the parameter to be minimized). The relative errors made in the quantitation of each diuretic by
the proposed method are less than 5% and the overall error, as RSEP, ranges from 1.06 and 1.44%. © 1999 Elsevier
Science B.V. All rights reserved.

Keywords: Canrenone; Spironolactone; Kinetics; PLS

1. Introduction

The quantitation of multiple analytes in the
same sample (i.e. multicomponent analysis) has
long been one of the most interesting fields of
chemical analysis. In this respect, differential ki-
netic methods [1–3] have enabled the simulta-
neous determination of two or more sample
components reacting with a common reagent at
appreciably different rates. The analytical poten-

tial of kinetic methods has grown markedly in the
last few years for various reasons prominent
among which are (a) the extensive use of comput-
ers in the laboratory, (b) the development of
diode array spectrophotometers and (c) the high
automatability of these methods, which results in
more efficient control of the experimental vari-
ables on which the reaction rate depends [4].

The methods most widely used lately for pro-
cessing kinetic spectrophotometric data include
curve fitting and linear Kalman filtering [5–9].
Both require fulfillment of very strict conditions
(viz. the kinetics concerned must be first- or
pseudo first-order, the analytes should exhibit no

* Corresponding author. Tel.: +34-922-318-076; fax +34-
922-318-003.

E-mail address: jjarias@ull.es (J.J. Arias)
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mutual interactions and their rate constants
should not vary with the experimental condi-
tions); as a result, effective usage of these method-
ologies entails an exhaustive knowledge of the
system concerned. Multivariate calibration based
on powerful algorithms has also been used in this
context [10]. Thus, Schechter et al. [11,12] devel-
oped an algorithm based on non-linear least-
squares regression to solve the problems
encountered when the order or the rate constant
for a reaction is known only approximately. Other
authors have used factor analysis [13,14] and prin-
cipal component regression (PCR) [15] for the
simultaneous determination of several analytes.
However, judging by late trends in this field, the
best results are provided by methods based on
partial least-squares (PLS) regression [16–20] and
artificial neural networks [21–23]. The latter are
less restrictive as regards the reaction conditions
and have the sole pitfall that accurate definition
of the system entails processing a large number of
calibration samples. In addition to being applica-
ble to non-linear systems, PLS methodology re-
quires no prior knowledge of the rate constants
involved since calibration and prediction can be
done from a whole kinetic profile obtained at one
or more different wavelengths.

Spironolactone is a potassium-saving diuretic
that is excreted unaltered in a 30% and metabo-
lized to canrenone in a 60% [24,25]. There are
spectrophotometric [26–28] and chromatographic
methods [29–31] for the individual and simulta-
neous determination of both the drug and its
major metabolite.

In this work, a new method for the simulta-
neous determination of spironolactone and can-
renone in urine was developed. The method is
based on the different rate at which the two
analytes react with hot sulphuric acid to form the
corresponding trienone. The reaction is monitored
by recording the spectrum for the trienone, using
a diode array spectrophotometer, the data thus
obtained being subsequently processed by partial
least-squares regression. The results obtained were
contrasted with those provided by HPLC method
for urine samples.

2. Theoretical background

Consider two analytes A and B that react with
a common reagent to give the same absorbing
specie, P, according to the following scheme:

A+R�
kA

P
d�P�
dt

=kACA

B+R�
kB

A

A+R�
k%B

P if kBBBk %B then
d�P�
dt

=kBCB

where, kA, kB and k %B (kA=k %B) are the rate con-
stants for A and B, respectively.

The product formed, P, can be monitored by
recording its absorption spectrum as a function of
the time or by measuring the absorbance at a
fixed wavelength.

As can be seen, from the above scheme, two
different processes should be considered, accord-
ing to the type of reaction involved: simple reac-
tion, and multistage reaction (above).

It has been assumed that the reactions involved
in both processes to follow a first or pseudo-first-
order kinetic with respect to the analyte concen-
trations, and in the multistage process the
rate-determination step is the first one.

If the absorbance is assumed to be proportional
to the amount of product formed, then, in the
absence of interactions between the kinetics of
both analytes, it will be given by

AT=APA
+APB

(1)

where APA
and APB

are the absorbencies for the
reaction product of analyte A and B, respectively.

Eq. (1) can be rewritten as

A(l, t)=%
i

E(i,l, t)Ci
0 (2)

where, C0 is the initial concentration of the specie
i to be quantified, for first-order reactions,
E(i,l,t)=ol [1−exp(−kt)], and for reactions of or-
der than one, E(i,l,t) depends on the same variables
(viz. species i, wavelength l and time t) but in a
different way.

By analogy between E(i,l,t) and molar absorptiv-
ity in the Lambert–Beer law in spectrophotomet-
ric determinations, the variation of the
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absorbance as a function of time at a given wave-
length can be used to construct a ‘temporal spec-
trum’, At 1

, At 2
...Atn

at times t1, t2... tn. If the
kinetics is monitored at several wavelengths, then
these are used to construct a chain of spectra in the
sequence
(Al 1

, Al 2
...Aln

)t 1
, (Al 1

, Al 2
...Aln

)t 2

...(Al 1
, Al 2

...Al 3
)tn

for wavelengths l1, l2...ln.
Eq. (2) can be expressed in matrix form as

A=EC (3)

where A and C are the absorbance and concentra-
tion matrix, respectively. For a kinetic system
being monitored at a single wavelength, the dimen-
sions of A and E are (Nm×Nt) and (Np×Nt),
respectively, where Nt is the number of time values
at which the absorbance is measured and Nm that
of solutions containing known concentrations of
Np components used. For a kinetic system that is
monitored at Nl wavelengths, the dimensions of A
and E will be Nm× (Nt×Nl) and Np× (Nt×Nl),
respectively. On the other hand, the dimensions of
matrix C will be Nm×Np in both cases.

(A1l 1
··· A1ln

)t 1

(A2l 1
··· A2ln)t 1

� �

(Aml 1
··· Amln

)t 1

···

···

···

(Al ··· Al)tn

(Al ··· Al)tn

� �

(Al ··· Al)tn

=Ã
Ã

Ã

Ã

Ã

Æ

È

(E1l 1
··· E1ln

)t 1

� �

(Epl 1
··· Epln

)t 1

···

···

(E1l 1
··· E1ln

)tn

� �

(Epl 1
··· Epln

)tn

Ã
Ã

Ã

Ã

Ã

Ç

É

×

C11

C21

�
Cml

···
···

···

C1p

C2p

�
Cmp

This procedure allows one to resolve kinetic
systems without the need to know the underlying
reaction mechanism since multivariate PLS cali-
bration relates the signal produced by each analyte
to its concentration via absorbance–time data
pairs for the whole kinetic curve. This methodol-
ogy often uses a number of factors greater than
that of analytes in order to account for ab-
sorbance–time variations not directly related to
the analyte concentrations (e.g. those resulting
from interactions between analytes).

3. Experimental

3.1. Apparatus

A Hewlett Packard HP 8452A diode array spec-
trophotometer furnished with quartz cells of 1 cm
path length and connected to a Vectra ES com-
puter, also from Hewlett Packard, via an RS232C
interface, was used to record spectra.

The HPLC measurements were made on an
HPLC system consisting in: a Watters 600E liquid
chromatograph, equipped with a Waters 996 diode
array detector, both of which were governed by a
NEC Power Mate 433 computer. Determinations
were all carried out by using a Nova-Pack column
C18 (150 mm ×3.9 mm i.d.) with a particle size of
4 mm. Manual injections were carried out using a
Rheodyne injection valve and a 20 ml sample loop.

pH measurements were made with a Radiometer
PHM84 digital pH meter equipped with a dual
glass–saturated calomel electrode. The meter was
calibrated with at least two buffer solutions of pH
4.02 and 7.00.

Solution temperatures were controlled to within
90.1°C by using a Lauda MS6 thermostat.

Solutions were homogenized by using an Ika–
Werk HS 500 mechanical agitator and centrifuged
in a Hettich EBA 3S apparatus.

3.2. Hardware and software

UNSCRAMBLER II v. 5.0 [32], a software package
for calibration, prediction and experimental design
was used to process acquired data, which were
converted to ASCII format using WordPerfect 6.0
for Windows prior to importing.
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The chromatograpic system was controlled using
the software package Milennium 2010 from Water
[33].

Data processing were done on a PC/AT 486
DX-2 66-MHz and an NEC Power Mate 433
computers.

3.3. Reagents

Standard solutions containing 100 mg ml−1

spironolactone or canrenone were prepared by
direct weighing of the required amounts of each,
which were dissolved and made to the desired
volumes with ethanol. Spironolactone was pur-
chased from Sigma, whereas canrenone, a g-lac-
tone, was synthesized from canrenoic acid (Sigma)
in an acid medium [12] and purified prior to use.

Working-strength solutions of both analytes
were made from the stocks by exact dilution and
stored at room temperature in the dark.

An H3PO4/NaH2PO4 buffer of pH 3.3 (CT=0.5
M) and a 10 mM NaH2PO4/Na2HPO4 buffers of
pH 6.0 were used for pH adjustment.

All chemicals and solvents used were analytical
reagent-grade and Millipore Milli-Q de-ionized
water was used throughout.

3.4. Procedures

3.4.1. Preparation of samples
Samples were prepared by following the proce-

dure of Sheppard et al. [34] as describe below.
Thus, an appropriate aliquot of ethanolic solutions
of spironolactone and/or canrenone, containing
between 2 and 20 mg, were placed in an empty
centrifuge tubes and dried in vacuo at 50°C. The
dry extracts were supplied with 5 ml of urine and,
after agitation, with 1 ml of H3PO4/H2PO4

− buffer
at pH 3.3 and 5 ml of ethyl acetate. After homog-
enizing in the mechanical agitator for 10 min, the
mixture was centrifuged at 3500 ppm for 10 min.
Finally, a volume of 4.5 ml of the organic phase
was dried in vacuo at 50°C, the sample thus being
made ready for analysis.

3.4.2. Recording of reaction kinetics
Once the tubes containing the dry sample ex-

tract, the sulphuric acid solution and the spec-

trophotometric cell were thermostated at the
desired temperature, a volume of 3 ml of sulphuric
acid was placed in each tube, which was agitated,
and spectra were recorded over the 400–520 nm
wavelength range at 30 s intervals for 10 min, using
an integration time of 0.4 s.

3.4.3. Experimental optimal condition for the
simultaneous determination of spironolactone and
canrenone.

The dry residue samples, the sulphuric acid
solution and the spectrophotometer cell were ther-
mostated at 48.5°C. A volume of 3 ml of H2SO4

50%, is added to the dry residue and the formed
solution is shaken and homogenized. The
chronometer was simultaneously set on. The solu-
tion was transferred in the thermostated 1.0 cm
quartz spectrophotometer cell, and the spectra
were recorded over the 400–520 nm wavelength
range at 30-s intervals during 10 min, an integra-
tion time being 0.4 s.

3.4.4. Calibration
The calibration matrix was constructed from dry

extracts of samples to which urine was added, using
a 2n design including a central point, and amounts
of spironolactone and canrenone from 2 to 20 mg.
Each sample was prepared in triplicate and its
reaction kinetics recorded as described in the pre-
vious section.

3.4.5. Prediction
An overall 12 samples containing amounts of

spironolactone and canrenone between 2 and 20 mg
were prepared in various specimens.

3.4.6. Validation of the porposed method by
HPLC

Determinations were all carried out by using 150
mm long ×3.9 mm ID Nova-Pack column C18

(with a particle size of 4 mm) and a mobile phase
consisting of 63:37 methanol–10 mM NaH2PO4/
Na2HPO4 (pH 6.0), that was filtered and degassed
before use. The flow rate was 1.0 ml min−1.
Detection was spectrophotometric and involved
measuring the area under the chromatogram at 238
and 288 nm for spironolactone and canrenone,
respectively. The measurements were made at am-
bient temperature.
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Scheme 1.

4. Results and discussion

Spironolactone and canrenone react with sul-
phuric acid to give the same product: a trienone.
However, their reaction rates are different since,
in both cases, the trienone is formed from can-
renone according to Scheme 1 [25,35].

The first step is the rate-determining one in the
reaction of spironolactone (the second is common
to both analytes and k1Bk2).

Fig. 1 shows the temporal variation of the
absorption spectra for the reactions of spironolac-
tone and canrenone under identical conditions. As
can be seen, canrenone reaches virtual equilibrium
within about 10 min, whereas spironolactone
takes more than 30 min.

4.1. Optimization of the extraction conditions

One of the goals of this work was the simulta-
neous determination of spironolactone and can-
renone in urine, which may be interfered by
various species; this requires the prior extraction
of one of the analytes. In this work, we used the
procedure of Sheppard et al. [34] for this purpose.

Of the different solvents tested (viz. chloroform,
carbon tetrachloride, n-hexane, ethyl acetate and
diethyl ether), ethyl acetate resulted in the highest
extraction yield (\99%).

In order to optimize the conditions for extract-
ing both analytes, the influence of the pH and
ionic strength of the urine samples was studied.
The extraction of spironolactone was found not
to be affected by pH over the range studied
(3.0–8.5); on the other hand, the extraction of

canrenone was less efficient above pH 5.5. Thus a
pH 3.3 was chosen for the simultaneous extrac-
tion of both analytes. At this pH, the ionic
strength of the medium, adjusted with NaCl, had
no effect on the extraction of either analyte. The
pH was adjusted with H3PO4/H2PO4

− buffer of
CT=0.5 M.

4.2. Optimization of the temperature and
sulphuric acid concentration

Fig. 2 shows the kinetics for the two analytes as
recorded at different temperatures by measuring
the absorbance at 486 nm (the maximum absorp-
tion wavelength for the trienone formed). As can
be seen, the kinetics of spironolactone exhibits an
initial induction period, consistent with the above
reaction scheme.

The variation of the kinetics of spironolactone
and canrenone as a function of the sulphuric acid
concentration (Fig. 3) suggests that the reaction
rate increases with increasing H2SO4 concentra-
tion; however, at high acid concentrations—lower
for canrenone than for spironolactone—the re-
sulting trienone is decomposed.

Because the kinetics of spironolactone and can-
renone were both dependent on temperature and
the sulphuric acid concentration, the working
conditions must be optimized in such a way as to
ensure the best possible results in the simulta-
neous quantitation of the two analytes, with due
provisions for potential mutual interactions. The
optimization procedure used was response surface
methodology and experiments were selected fol-
lowing a three-level Box Behnken factor design
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Fig. 1. Spectra as a function of the time of the trienone formed by the reaction of 50 mg of (a) canrenone and (b) spironolactone
with 50% sulphuric acid at 50°C. Measurements made every 30 s.

[36]. This type of design requires at least three
variables; because we were to optimize only two, a
third, imaginary one, was included. The extreme
values for the variables to be optimized were
40–60°C and 50–65% for temperature and sul-
phuric acid concentration, respectively. Table 1
shows the experiments required. The response
adopted was the relative square error of predic-
tion, defined as

100×
D%(Cfound−Cadded)2

%(Cadded)2

In order to calculate it, a calibration matrix was
constructed by using a 2n+1 experimental design,
with minimum and maximum amounts of analyte
of 2 and 20 mg, respectively, and a set of predic-
tion samples containing randomly chosen analyte
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Fig. 2. Absorbance of trienone formed at 486 nm vs. time as a function of temperature for 50 mg: (a) canrenone and (b)
spironolactone with 65% sulphuric acid at: (1) 30, (2) 35 (3)40, (4) 45 and (5) 50°C.

amounts within the studied range (Table 2), the
spectra for which were recorded under the condi-
tions summarized in Table 1. Once the different
models were constructed, the response of each
sample (RSEP) was predicted.

Fig. 4 shows the response surface obtained; as
can be seen, the minimum appeared at a tempera-
ture of 47–51°C and a sulphuric acid concentra-
tion of 50%. Conditions of 48.5°C and 50%
H2SO4 being adopted as optimal for subsequent
work.

4.3. Calibration

In order to simplify the procedure for determin-
ing spironolactone and canrenone by PLS regres-
sion, we assayed calibration in water and in urine.
The calibration matrices were constructed using
the above-described design, the optimum temper-
ature (48.5°C) and sulphuric acid concentration
(50%), and kinetic data for whole spectra
recorded over the 400–520 nm wavelength range.

The results thus obtained were grouped by

Fig. 3. Absorbance of trienone formed at 486 nm vs. time as a function of sulphuric acid concentration for 50 mg: (a) canrenone
and (b) spironolactone at 50°C sulphuric acid concentration (1) 30, (2) 35, (3) 40, (4) 45, (5) 50, (6) 55, (7) 60, (8) 65, (9) 70 (10)
75 and (11) 80%.
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Table 1
Experimental from Box–Bhenken design

Sulphuric acid (%)Experimenta Temperature (°C) Imaginary variable

1 2.050.0 60.0
2 50.065.0 3.0

65.03 40.0 2.0
4 57.5 40.0 1.0
5 57.5 3.040.0

57.56 50.0 2.0
2.040.07 50.0

50.08 50.0 1.0
60.09 1.057.5

3.060.010 57.5
50.011 2.057.5
50.012 3.050.0

57.513 50.0 2.0
14 65.0 60.0 2.0

65.0 1.015 50.0

a Experiment 4=5, 2=15, 8=12, and 9=10.

placing the spectra recorded every 30 s next to each
other. These then were used to construct a chain of
spectra, as can be seen in Fig. 5.

Two PLS components were found to account for
99% of the variance in the calibrations with water
and urine. This suggests that the matrices behave
similarly, as confirmed by plotting score 1 against
score 2 (Fig. 6). As can be seen, each analyte
influences both scores identically in both matrices;
thus, score 1 depends largely (and directly) on
canrenone and only slightly on spironolactone,
whereas score 2 is directly related to spironolactone
and slightly (and indirectly) to canrenone. Based on
these results, the calibration does not depend sig-

nificantly on the medium used to prepare the
samples (urine or water).

Calibration at 486 nm (the maximum absorption
wavelength for the trienone formed) led to identical
results.

4.4. Simultaneous determination of spironolactone
and canrenone in urine

The proposed method was applied to the deter-
mination of spironolactone and canrenone in syn-
thetic urine samples (with a composition as similar
as possible to actual ones), other than those used
to construct the calibration matrix. The content of
each analyte in each sample was predicted from
calibration matrices consisting of water and urine
samples containing the analytes within 2–20 mg
range; these amounts are lower than those excreted
during 24 h interval by a person having treatment
with spironolactone (average dose 50–100 mg
day−1 and normal volume of excretion 800–1600
ml day−1) [37]. Simultaneously with their kinetic–
spectrophotometric determination, the proposed
method was validated by HPLC technique. Table
3 shows the results obtained for each analyte, using
both the proposed method and the HPLC. As can
be seen, these were no significant differences be-
tween the results provided by the two methods. The
relative errors made in quantifying both analytes,
for each method, were always less than 7% and

Table 2
Calibration matrix and prediction set employed in the opti-
mization process

Sample Added (mg)

Calibration Prediction

SPCAN CANSP

20.00 4.0020.001 4.00
2 20.00 2.00 7.00 15.00
3 2.00 20.00 7.008.00
4 2.00 16.00 8.002.00
5 20.0015.0011.0011.00
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Table 3
Simultaneous determination of canrenone and spironolactone in urine by applying PLS method to the kinetic–spectrophotometric signal and validation by HPLC

Sample Added (mg) Urinea Waterb HPLC

Found (mg) Relative error (%) Found (mg) Relative error (%) Found (mg) Relative error (%)

CAN SP CAN SP CAN SP CAN SP CAN SP CAN SP CAN SP

4.001 4.00 3.85 4.18 −3.75 4.50 4.08 4.18 2.00 4.50 3.82 4.06 −4.50 1.50
7.00 15.00 7.04 15.15 0.57 1.00 7.042 15.15 0.57 1.00 7.28 14.94 4.00 −0.40
8.00 8.00 8.33 7.87 4.13 −1.62 8.333 8.07 4.13 0.88 8.08 8.04 1.00 0.50

16.00 8.00 15.95 7.81 −0.31 −2.38 16.104 8.01 0.63 0.12 15.83 7.83 −1.06 −2.13
15.00 13.00 14.95 12.935 −0.33 −0.54 15.04 13.03 0.27 0.23 14.87 12.89 −0.87 −0.85
11.00 11.00 10.86 11.09 −1.27 0.82 11.106 11.09 0.91 0.82 10.66 11.09 −3.09 0.82
11.00 11.00 10.91 10.99 −0.82 −0.09 11.107 11.10 0.91 0.91 10.35 10.54 −5.91 −4.18
11.00 11.00 11.04 10.97 0.36 −0.27 11.148 11.20 1.27 1.82 11.36 10.66 3.27 −3.09
11.00 11.00 10.96 10.92 −0.36 −0.73 11.15 11.05 1.369 0.45 10.62 10.66 −3.45 −3.09
11.00 11.00 11.18 10.88 1.64 −1.09 11.2810 11.15 2.55 1.36 11.46 11.20 4.18 1.82
11.00 11.00 10.94 10.97 −0.55 −0.27 11.09 11.21 0.8211 1.91 10.24 11.07 −6.91 0.64

1.24 1.06RSEP 1.44 1.22 3.63 2.08

a Calibration with urine solutions.
b Calibration with water solutions.
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Fig. 4. Responce surface for RSEP vs. sulphuric acid concentration and temperature.

overall error for the body of samples, as 1.06–
1.44% and 2.08–3.63% for the proposed method
and HPLC, respectively.

Because RSEP is only a measure of the overall
precision of the method, the goodness of individ-
ual predictions of each analyte was assessed by
plotting added amounts against found amounts
for both in all the samples studied. The results
obtained in this regression (using the data of the
calibrations in water and urine) are shown in
Table 4. The high correlation coefficient obtained
in both cases (r\0.999) suggests the absence of
random errors; also, the near-unity slopes confirm
the high consistency between the amounts added
and found. On the other hand, the fact that the
intercepts obtained with the two matrices were
different can be ascribed to a potential effect of
the matrix.

The accuracy of the proposed method was eval-
uated by using the confidence region test for the
slope and intercept, developed by Mandel and
Linning [38], at a=0.05. The method was found
to be subject to no systematic errors when using
urine samples; on the other hand, the water sam-
ples were subject to systematic errors probably
arising from differences in the background signal
or a matrix effect—which was minimized in the
calibration with urine samples.

Finally, the proposed method presents high ver-
satility because it permits working at different
sensitivity ranges, depending on the needs of the
analysis. So, in order to obtain a higher sensitivity
levels, further samples should be required.

Fig. 5. Graph of data obtained for reaction of 50 mg (a)
canrenone and (b) spironolactone with 50% sulphuric acid at
50°C measured 20 times in the wavelength 400–530 nm.
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Fig. 6. Scores plot for the calibration sets, where each number appears according to solutions on Table 2; (a) calibration in water
and (b) calibration in urine.

Table 4
Parameters of the regression lines (added amount vs. found amount) in the simultaneous determination of canrenone an
spironolactone in urine

WaterParameter Urine

CAN SP CAN SP

0.9991 0.9992Correlation coefficient, r 0.9996 0.9997
Slope 0.99650.99990.9952 0.9994

0.0141Slope standard deviation 0.0136 0.0091 0.0080
0.0519 −0.0227Interception 0.1684 0.1191
0.1555 0.1463Interception standard deviation 0.1008 0.0862

5. Conclusions

As shown in this work, PLS regression is an
effective choice for the kinetic quantitation of
several analytes even if they yield the same reac-
tion product. Once again, the applicability of PLS
to kinetic data is shown not to require the prior
knowledge of the reaction order or the individual
rate constant for each analyte. Also, in the case
studied, the results are independent of the work-
ing wavelength used since the reaction product is
the same for both analytes and the signals ob-
tained at different wavelengths are linear combi-
nations of one another. On the other hand, this is
a simple, inexpensive, and sensitive method for
the simultaneous determination of spironolactone
and canrenone. It takes the advantages of both
the spectrophotometric technique and partial least
regression methodology.
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Abstract

A method for the simultaneous spectrophotometric determination of calcium and magnesium in mineral waters
with an FIA system is tested. The method is based on the reaction between the analytes and arsenazo(III) at pH 8.5.
The calculations of the amounts of both analytes in the samples are carried out with the H-point standard addition
method (HPSAM) for ternary mixtures, and with a partial least squares (PLS) model after a proper variable selection.
The results obtained for the determination of calcium were comparable using both methods. The employment of the
HPSAM brings to our attention the influence of the calcium concentration in the sample to the development of the
reaction between magnesium and arsenazo(III). HPSAM also permits to estimate the concentration of magnesium in
the samples. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: H-point standard addition; Partial least-squares regression; Calcium; Magnesium; Simultaneous determination; Arsena-
zo(III)

1. Introduction

The control of the concentrations of magne-
sium and calcium in waters is important, as they
are the responsible for water hardness and their
presence at high concentrations lowers the quality
of drinking waters. From a physiological point of
view, calcium and magnesium, along with sodium
and potassium, are the most important ions af-
fecting cardiology, owing to their role in nervous
impulse conduction and cell contraction.

Titrimetry, spectrophotometry and atomic spec-
trometry are the most frequently used techniques
for such determinations [1]. The traditional
method in quality control of calcium and magne-
sium in water and waste water is complexometry
using EDTA as titrant. By the other side this
technique is time consuming since the determina-
tion of both cations is not simultaneous, other-
wise sequential. In order to obtain a higher
sampling rate several flow injection (FI) assem-
blies have been designed [2,3] making use of
EDTA and the usual indicators. These complexo-
metric methods cannot be applied when Ca and
Mg are present at concentrations lower than ap-
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proximately 20 ppm (total hardness) owing to
their lack of sensitivity. Several attempts have
been made to develop suitable spectrophotometric
methods for the determination of Ca(II) and
Mg(II) [4–6].

Several reagents have been proposed to carry
out the spectrophotometric determination of
those cations, some of them are: 4-(2-pyridylazo)-
resorcinol (PAR) [7–10], arsenazo(I) [11], arsena-
zo(III) [12–15], emodin [16], chlorphosphonazo(I)
[17], chlorphosphonazo(III) [18], 3,3%-bis[N,N-
bis(carboximethyl)aminomethyl)]

-o-cresolphthalein [19], o,o %-dihydroxyazo-com-
pounds [20], beryllon(II) [21], methylthymol blue
[22], o-cresolphtalein [23], alizarin red S [24],
azochromotropic acid [25] and PA-FPNS [26].

Ca(II) and Mg(II) react with the proposed
reagents yielding to similar spectra. To allow the
analyst the assessment of one cation in presence
of the other one, by using a single reagent, several
strategies have been developed. Some of them are
a change in the pH value [18,27], avoiding the
formation of the complex of one cation, and the
use of masking agents [19] with a great difference
between the log K value for the complex of one
cation and the log K value for the complex of the
other one. In that cases the determination of
calcium and magnesium should be described as
sequential not as simultaneous, since two consecu-
tive measurements are required while the simulta-
neous determination should be related to the
determination of more than one parameter per
measurement.

Simultaneous determinations are among the
major issues of analytical chemistry as they avoid
the need to separate a mixture of components by
using one of the many techniques available for
this purpose [28] making use of simpler, faster and
cheaper techniques such as UV/VIS spectrophoto-
metry. On the other hand, the main drawback of
UV/VIS spectrophotometry is its lack of
selectivity.

Sometimes multivariate analysis of data permits
the treatment of the non-specific data obtained
with UV/VIS detectors. This strategy allows the
simultaneous determination of calcium and mag-
nesium avoiding a previous separation or a mod-

ification of the experimental conditions. Multiple
linear regression (MLR) [8,9,12], partial least
squares regression (PLS) [7,13,22,28] or H-point
standard additions method (HPSAM) [14,15],
have been proposed for the simultaneous determi-
nation of Ca(II) and Mg(II) in waters by spec-
trophotometry. PAR and arsenazo(III) are
generally the most employed reagents for the
simultaneous determination of both ions. PAR
presents a too high molar absorptivity in relation
to that of the Ca(II) and Mg(II) complexes in the
working wavelength range, and it offers a narrow
spectral window from a multivariate perspective.

In this paper, an FIA method for the simulta-
neous spectrophotometric determination of cal-
cium and magnesium, in mineral waters, with
arsenazo(III) at pH 8.5 is chemometrically studied
from the point of view of the model used for the
calibration and from the point of view of the
prediction. The usefulness of the method for the
prediction of the concentration of calcium and
magnesium in commercial waters is discussed.

2. Experimental

2.1. Apparatus and software

A detection system consisting of a Hewlett
Packard HP8453 UV–Visible spectrophotometer
was used. The spectrophotometer was interfaced
to a Hewlett Packard Vectra XM 5/90 personal
computer, furnished with the G1115AA software.

The FI assembly (Fig. 1) was built using a
peristaltic pump (Minipuls 3, Gilson, Middleton,
WI, USA), an injection valve (Model 5020, Rheo-
dyne, Cotati, CA, USA), a 10-mm path length

Fig. 1. FI assembly employed for the determination of Ca2+

and Mg2+. C1: arsenazo(III), C2: sample/standard, C3: car-
rier, D: detector.
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flow cell (Model 178.712-QS, Hellma, Mülheim/
Baden, Germany) and 0.5mm i.d. PTFE tubes. FI
conditions were: flow rate 1.75 ml min−1, sample
volume 50 ml and a 100-cm length reactor coil.

The pH was measured using a Crison micropH
2000 pH-meter.

HPSAM calculations were carried out with MI-

CROSOFT EXCEL
®. PLS calculations were done

with Parvus 1.3 (ISBN: 0-444-43012-1).

2.2. Reagents and standards

Individual stock solutions of Ca(II) and Mg(II)
0.125M of each metal were made by dissolving the
appropriate amounts of CaCl2 (Probus S.A.,
Badalona (Barcelona), Spain) and MgCl2×6H2O
(Probus) respectively. The reagent solution was
0.245 g l−1 in arsenazo(III) (BDH Chemicals,
Poole, UK) and 0.1 M in NH3/NH4

+(pH=8.5).
A stock solution of NH3/NH4

+ buffer 10 M at
pH=10 from NH3 (Probus) and NH4Cl
(Probus); NaOH (Probus) and HCl (Panreac,
Barcelona, Spain). Ethylendiamintetraacetic acid
disodium salt, EDTA (Probus); Eriochrome black
T and murexide (Probus, used as solid reagents
diluted in NaCl (Probus)). Water was distilled and
then deionized using a Sybron/Barnstead (IZASA,
Madrid, Spain) Nanopure II purification system,
including a filtration system (Hollow Fibre Filter
0.2 m (Barnstead D3750)).

2.3. Procedures

2.3.1. Spectrophotometric determination.
Calibration sets

The spectrophotometric determination of
Ca(II) and Mg(II) was done with the FI system
shown in Fig. 1 using as carrier NH3/NH4

+ pH=
8.5, 0.1 M, and as reagent arsenazo(III), the spec-
tra were recorded each second from 0 to 60 s, and
each nanometer from 200 to 800 nm every 1 nm.
The spectra at the time which gave the maximum
signal were selected.

A calibration set consisting of 25 standards was
used, a code with a number and a letter was
assigned to each standard. The first one refers to
the Ca(II) concentration and the second to the
Mg(II) concentration, their concentrations are

Table 1
Calibration set concentrations for the determination of cal-
cium and magnesium

Magnesium (ppm) Calcium (ppm)

12.369.276.193.090

0 3A2A 5A1A 4A
4B 5B3B2B1.82 1B

3.65 4C1C 2C 3C 5C
2D 5D1D5.47 4D3D

1E 2E7.30 5E3E 4E

shown in Table 1. The samples of commercial
waters were diluted with NH3/NH4

+ pH=8.5
buffer to give concentrations of Ca(II) and Mg(II)
included in the calibration set.

2.3.2. Titrimetric determination
The total hardness of the waters by using

EDTA titration was measured at pH=10,
buffered with NH3/NH4

+ buffer; Eriochrome
black T was used as indicator. Ca(II) determina-
tion by using EDTA titration was performed at
pH\12, and murexide was used as indicator. The
Mg(II) concentration was then obtained by differ-
ence. The titrations were made three times a day
for 3 consecutive days.

3. Results and discussion

3.1. H-point standard additions method

As it was explained in the Experimental section
the calibration set consisted on 25 standards that
contained different concentrations of both
cations. The aim of the employment of the HP-
SAM for ternary mixtures is to find couples of
wavelengths that allow the building of calibration
curves that only respond to one analyte in the
sample. It is then necessary to find pairs of wave-
lengths which accomplish the condition expressed
in the Eq. (1) of the appendix, which means that
both species considered as interferents present the
same relationship of absorbances at the two se-
lected wavelengths. A possible way to locate these
couples of wavelengths is to plot the quotient
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Fig. 2. Isolation of the signal of Calcium. Absorbance increment: A655−rYZ A688, being Y=Mg and Z=Arsenazo(III).

spectra of the interferents (the reagent and the
other cation considered as interferent). So to de-
termine the amount of Ca(II) in the sample we
should plot the quotient spectra between arsena-
zo(III) and Mg(II) complex and select couples of
wavelengths with the same quotient value. We
considered that two wavelengths had the same
quotient value when the difference between their
values was lower than 5%.

There are always several pairs of wavelengths
which meet that condition, the best results in
prediction of the analyte concentration will be
provided by those increments with the highest
slope in the calibration equation for the analyte.
For the determination of Ca(II) (Mg(II) and arse-
nazo(III) considered as interferents) the selected
pairs of wavelengths were those with the highest
slope in the calibration line for Ca(II) and a
correlation coefficient equal or higher than 0.995.
Those pairs of wavelengths were 655–684, 655–
685, 655–686, 655–687 and 655–688. The cali-
bration graphs best fitted to a two order
polynomial, no dependence of the signals for

Ca(II) on the Mg(II) concentration in the sample
was observed (i.e. for the increment A655−
rYZA688 the curve equation was y= −0.0022x2+
0.0877x−0.0053, r2=0.997, n=25). As can be
observed in Fig. 2, the absorbance increment does
not depend on the amount of Mg(II), but only on
the concentration of Ca(II). 1A-1E series corre-
sponds to a calibration plot of Mg(II), where
Ca(II) is not present, and as it can be seen the
analytical signal is equal to zero. So, accurate
results could be obtained by the method regard-
less of the Mg(II) content in the sample. Six
samples were tested, one of them was a synthetic
water and the rest were commercially available
waters for consumption. The results, summarized
in Table 2, were compared with those reported by
the complexometric titration with EDTA. As can
be seen the HPSAM provides accurate results, the
precision is also good, with relative standard devi-
ations lower than 5%.

To determine the amount of Mg(II) it is neces-
sary to proceed in the same way as previously, so
the first step is to plot the quotient spectra be-
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Table 2
Results of the prediction of calcium and magnesium in commercial and synthetic waters, with different calibration methodsa

Solan de cabras SolaresMethod/results (ppm) Font vella Lanjaron Synthetic Viladrau

EDTA
71925293 1690.5Ca 80953891 23.090.6

26.190.9 13.092.0Mg 9.090.1 8.990.7 33.790.7 3.990.2

HPSAM
52.092 19.690.77693Ca 8494.339.91 25.190.8

3399 2697 2095 4.590.6Mg 1192 9.690.9

PLS
5092 20.190.87593Ca 97933991 2691

— —Mg — — ——

PLSb

7093 19.890.6Ca 3691 25.290.7 7994 —
———Mg —— —

a Mean of nine samples 9S.D.
b PLS model without the standards with Ca(II) concentration higher than 6.2 ppm.Bold: relative error in absolute value lower

than 10%.

tween arsenazo(III) and Ca(II) complex. 597–627,
599–630, 604–631, 609–630 and 611–626 incre-
ments were selected among all the increments that
accomplished the condition established in Eq. (1)
of the appendix. Those increments presented the
highest value of the slope in the calibration lines
and a correlation coefficient equal or higher than
0.99. Using those increments it was possible to
isolate the signal due to the Mg(II) in the sample
[12], but five calibration curves were found instead
of only one, this is due to the influence of Ca(II)
in the formation of the Mg(II) complex. The
analytical signal provided by Mg(II) decreases as
the Ca(II) present in the sample increases, there-
fore, a different calibration equation is obtained
depending on the amount of Ca(II) in the sample.
Even so the intercept of every curve was equal to
zero, this means that the signal only depend on
the Mg(II) concentration in the sample.

The resolution of Mg(II) concentration as a
ternary mixture is not a good form, because the
slopes of the calibration curves obtained were
very low, but it is possible to work in another
way. To solve the problem we followed the HP-
SAM for binary mixtures selecting wavelengths
that cancel the signal of arsenazo(III). Once the
wavelengths have been selected, the absorbance
due to the amount of Ca(II) in the standards at

those wavelengths was subtracted. The result was
a signal that only depended on the amount of
Mg(II) since the influence of arsenazo(III) and
Ca(II) had been eliminated. The absorbance incre-
ments used to cancel the signal of arsenazo(III)
were 622–478, 621–479, 618–484, 621–478 and
624–475. In the Fig. 3 can be seen the calibration
curves obtained for the absorbance increment
A622–A478, after the subtraction of the calcium
signal. It can be seen that when there is no Mg(II)
in the standard the analytical signal is zero value,
so the isolation of the Mg(II) signal was achieved
successfully. Fig. 3 shows the importance of the
amount of Ca(II) in the sample for the Mg(II)
complex formation (the same concentration of
Mg(II) gives a higher analytical signal when
Ca(II) is absent), so depending on the concentra-
tion of Ca(II) in the sample a different calibration
equation for determining Mg(II) must be used.
There is a linear relationship between the amount
of Ca(II) in the sample and the analytical signal
of Mg(II), so once the amount of Ca(II) in a
sample is known, it is possible to calculate the
equation that will allow the calculation of Mg(II)
concentration in the sample. This is very impor-
tant because the results obtained for the Mg(II)
will depend on the accuracy of the Ca(II)
prediction.
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Fig. 3. Calibration curves for the determination of Mg(II) in presence of different amounts of Ca(II). Absorbance increment:
A622–A478.

The results obtained are given in Table 2 and
show that the accuracy and precision of the pre-
dictions of both analytes are suitable for almost
all the samples.

3.2. Analysis of PLS models

The data was also treated with a PLS algorithm
(PLS-1). For this purpose the concentration of the
standards were used as the Y-block in combina-
tion with the X-block data. For the first model
studied, the X-block consisted on the full centered
spectra from 250 to 798 nm every 4 nm, so 138
spectral variables were introduced. This model
gave a percentage of explained variance in cross-
validation (%EVCV) of 99.2% for Ca(II) and
86.5% for Mg(II), with 5 factors for both of them.
The first factor was clearly related with the Ca(II)
concentration (it explained 95.1% of variance in
cross-validation for Ca(II) while 0.8% for Mg(II)),
and the second one was related with Mg(II) con-
centration (it only raised an additional 0.4% of
the total Y variance of the calibration for Ca(II)

while for Mg(II) it raised 49.5%). In order to
select the relevant spectral information the B-co-
efficients corresponding to the equation Y=B0+
BX for each analyte were studied. The magnitude
of the B-coefficients (in absolute values) should be
related to the importance of the original variables
in the prediction of the analytes.

Fig. 4 shows the B-coefficients versus the origi-
nal variables corresponding to the model built
with one and two factors. It can be seen that the
range 580–680 nm is the most important for the
prediction of both analytes. A new PLS model
was tested, it used as X-block data the ab-
sorbances of the standards in the range 580-680
nm. The %EVCV was 99.4 and 96.7% for Ca(II)
and Mg(II) respectively, using four factors for
both of them, so a great improvement, specially
for Mg(II), was achieved reducing the number of
spectral variables. Several models with the ab-
sorbances at different spectral windows within the
range 580–680 nm were assayed. The best results
were those provided by the model built with the
absorbances in the range 600–680 nm, with
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Fig. 4. Regression coefficients B versus the original wavelengths. PLS models built with one (�) and two (
) factors.

%EVCVs of 99.6 and 97.0% for Ca(II) and
Mg(II) respectively with four factors for both of
them. As can be seen in Table 2 the prediction
of Ca(II) in the samples was appropriate for
almost all of them.

The wrong prediction of the amount of Ca(II)
in some samples may be due to non-linearities
of the signals at high concentrations of Ca(II),
in order to test that fact a new PLS model was
constructed, with the same spectral window
(600–680 nm) but without the standards with a
concentration higher than 6.2 ppm of Ca(II).
With this new model, the %EVCVs obtained
were 99.5 and 97.7% with two and four factors
for Ca(II) and Mg(II) respectively. The amount
of Ca(II) in all samples was suitably predicted
except for Viladrau. The content of Ca(II) in
Solan de Cabras is not given since this water
was out of the calibration.

In spite of having high values of %EVCVs for
Mg(II), the prediction of this analyte in the

samples was wrong with both models, this
means that though the models are able to pre-
dict the concentration of Mg(II) in the stan-
dards, they are not able to do it in the samples.
A calibration set consisting on real samples may
result in better predictions for Mg(II) concentra-
tion, as it was found by Ruisánchez et al. [11].
They reported a methodology for the automatic,
simultaneous determination of Ca(II) and
Mg(II) in natural waters based on a Sinusoidal
Injection Analysis (SIA) system with diode array
spectrophotometric detection. They measured
the complex formed by both cations with arse-
nazo(III), using as calibration set samples of
natural water fit for human consumption. The
amount of Ca(II) and Mg(II) in the samples
was previously determined by atomic absorption
spectrometry. This model, built with real sam-
ples, provided a mean square error (MSE) in
prediction lower for Mg(II) than for Ca(II) us-
ing four and two factors respectively.
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Fig. 5. Signals of the three components of the sample (X, Y and Z) at the wavelengths l1 and l2 before the employement of the
correction rYZ factor (a) and final signals after using the rYZ factor (b). Since the rYZ factor operate in l2, AX,l 1

, AY,l 1
and AZ,l 1

have the same value in a and b cases.

4. Conclusions

It has been proved the ability of the HPSAM
and PLS methods to calculate the amount of an
analyte in presence of an interference and in
presence of the reagent, when the three com-
pounds absorb the UV/VIS radiation in the same
spectral range, and the overlap is severe.

The results obtained for Ca(II) with the PLS
models are suitable if a variable selection is done
properly, it has been shown a possible way to
make the variable selection.

Ca(II) determination is easier than Mg(II) de-
termination since its signal is much larger than the
Mg(II) signal. By the other side the determination
of Mg(II) is conditioned by the presence of Ca(II)
in the sample. This fact became evident upon
isolating the Mg(II) signal with the HPSAM
method.

The prediction of Mg(II) in the standards is
successfully achieved by the PLS model, but it
was not able to predict this cation in the samples,
so the use of real samples (i.e. mineral water) to
build the calibration set may give more robust
and reliable models for the prediction of Mg(II)
content in commercial waters.
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Appendix A. Fundamentals of the HPSAM for
ternary samples

If we consider a sample in which X and Y are
the analytes to be determined with Z reagent [29],
the concentration of X can be calculated by find-
ing pairs of wavelengths which satisfy the follow-
ing equation

AY,l 1

AY,l 2

=
AZ ,l 1

AZ,l 2

=ry,z (1)

Only one spectrum of the species Y and another
of the species Z are needed. Although this rela-
tionship depends on the concentration of Y and
Z, it will be equal at the two selected wavelengths,
regardless of the concentrations chosen. There are
generally several pairs of wavelengths to choose
from.

The rY, Z factor transforms the original situa-
tion (a) into (b), as can be seen in Fig. 5. Since the
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signals of Y and Z are the same at both wave-
lengths after the correction made using the rY, Z

factor, the absorbance increment calculated de-
pends only on the concentration of X.

If we consider that the response variable (ab-
sorbance increment) follows the Beer-Lambert
law, the concentration of X (�CH(X)) can be calcu-
lated from the equation:

−CH(X)=
AS,l 1

−rY,ZAS,l 2

rY,ZMX,l 2
−MX,l 1

=
AX,l 1

0 −rY,ZAX,l 2

0

rY,ZMX,l 2
−MX,l 1

(2)

where AS, l 1
and AS, l 2

are the absorbance values
measured for the sample at the two chosen wave-
lengths, MX, l 1

and MX,l 2
are the slopes of the

standard additions method for X or, if the matrix
effect is known not to be present, the molar
absorption coefficients for the species X at the
two wavelengths. A0

X, l 1
and A0

X, l 2
are the ab-

sorbance values of the species X in the sample.
Therefore, the calculated concentration corre-
sponds to compound X.

Similar equations can be described for resolving
species Y from rX, Z factor.
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Abstract

Water-soluble atmospheric particulate matter was analyzed for pH, conductivity and inorganic ions: Mg2+, Ca2+,
K+, Na+, NH4

+, Cl−, NO3
− and SO4

2− by ion-chromatography. In order to get a deeper insight on the atmospheric
data and assess the ‘optimal’ number of pollution sources, principal component analysis and cluster analysis were
applied. After that, the second objective was to apply a recently developed chemometric technique (positive matrix
factorization) to perform source apportionment and get ion balances. Four pollution patterns were identified, namely,
marine, industrial, urban and building-related source pollutants. Ion balances were also made in a straightforward
manner. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Airborne particles; Urban environment; Source apportionment

1. Introduction

One of the current objectives in many studies
focused on the urban environment is to model
atmospheric aerosols with particular reference to
aerosol sources and their corresponding intensity
of emissions. Aerosols greatly influence the chemi-
cal characteristics of the atmosphere and tropo-
sphere, the condensation characteristics of water
vapour and general visibility.

Aerosols (so, airborne particles) may contain a
great number of potentially interesting analytes
(e.g. heavy metals, volatile organic compounds,
polycyclic aromatic hydrocarbons, NOx, SOx,
etc.) although this work has relied upon analyzing
water-soluble major ions which, according to Ali
[1] can account up to 60–70% of the total mass of
the aerosol. Though this figure greatly depends on
the amount of crustal materials retained by the
filters, this seemed a reasonable value for the
present work since no large amounts of crustal
particles were expected. Instead, two main sources
for soluble ions were expected a priori because of
the geographic characteristics of the city, namely,
marine- and industry-related ions. This working

* Corresponding author. Tel.: +34-981167000; fax: +34-
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hypothesis became confirmed after this study (be-
ing the ‘industry-related’ factor split between an
‘urban’- and an ‘industry’-related sources, this
was considered in Sections 4 and 4.4).

Airborne particulate matter is a mixture of
naturally generated substances, materials intro-
duced directly into the air masses by human activ-
ities, and products of gas-to-particle conversion
processes into the atmosphere (having both natu-
ral and anthropogenic origins). Human-based air
pollutants are mostly emitted by high temperature
processes such as road traffic (cars and trucks), oil
combustion, domestic heating, building activities,
etc.

The main requirement to instigate protective
and political decisions is to assess, first, which are
the main pollution sources (i.e. how many) and,
second, to what extent each eventual source is
responsible for the air pollution (i.e. how much).
In this respect, source apportionment methods
have an important role to extract the number of
(main) pollution sources and, then, model their
relative contribution to the total amount of air
pollutants. Accordingly, in chemical atmospheric
studies it is a common practice to model the
system by applying source apportionment tech-
niques. Without doubt, any developed model
should exhibit two important characteristics:
1. It should be as accurate as possible. Within the

limits of the data set, such data should not be
incoherent, redundant or biased. There is a
fundamental problem in most atmospheric
studies, namely, the availability of samplers.
They are expensive (many university depart-
ments can not afford several samplers but one)
and they may only be deployed in specific
secure locations. One of the most common
sampling locations is at the roof top of the
faculty or any other practical site. This, with-
out doubt, have advantages. The main disad-
vantage is that some assumptions are needed
to generalize the final results to the overall
surrounding area. It is thought that the results
presented here may be adequate to explain the
airborne characteristics of A Coruña city
thanks to the advantageous situation of the
sampling location.

2. Models intended to discover atmospheric pat-
terns should focus on the main patterns
defined by the data rather than making at-
tempts to explain all the initial variance in the
data set, statistical factors, principal compo-
nents, etc.

The classical chemical mass balance models
(CMB) [2] have two starting points, namely:
1. a number of aerosol sources have to be as-

sumed in advance (maybe, rather subjectively).
2. the ‘source profiles’ needed to perform the

multivariate regressions in which many CMB
methods rely are too specific since they were
usually obtained from common data bases,
results from published papers, etc. Therefore,
they might be not adequate everywhere. This
is a crucial problem since, e.g. the emissions of
a refinery will differ from those caused by
another one. Unfortunately, it is not simple to
obtain ‘pure profiles’ from industries, fugative
sources, etc [3]. Despite these problems, at last,
such uncertain source compositions have to be
used to make CMB models.

Different source apportionment studies have
been presented following the original algorithms
of Thurston and Spengler in which absolute prin-
cipal component scores are defined [4]. This is a
useful technique since it uses the idea of ‘only the
main patterns into the data set’, and it does not
make initial assumptions regarding the number of
pollution sources. Limitations to this approach
are:
1. It is not obvious how to perform the ‘weighted

regressions’, which, in turn, are needed at sev-
eral steps (e.g. to regress absolute principal
scores against the total mass of particles and
to estimate the content of a particular analyte
in each source).

2. The presence of negative regression coefficients
may cause distortion of the factors since nega-
tive masses or concentrations do not exist.
Frequently, the presence of such coefficients
suggest too many factors. Before dropping
such factor, new runs have to be made to
discover suspicious data and to recalculate the
coefficients. If this is not successful, omitting a
factor is recommended. Sometimes, however,
negative coefficients can not be avoided and
they have to be presented with caution [5].
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Remembering that one of the main objectives
of any source apportionment technique is to seek
out the contribution of each main source to the
concentration of each analyte in the sampled air-
borne particles, any attempt to treat and, hope-

fully, avoid negative regression coefficients is not
trivial. In our opinion, the main problem of the
Thurston and Spengler’s approach is that it defi-
nes the total concentration of each analyte by
using weighted multiple linear regression against

Fig. 1. Examples of chromatograms for one representative sample (a) anions (b) monovalent cations (c) divalent cations.
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Table 1
Univariate descriptors for the overall the data (mg m−3 for all
variables excepting pH—pH units and conductivity–mS cm−1)

SD MinimumVariable Mean Maxi-
mum

0.17 0.830.18 0.03Mg
0.34 0.29Ca 0.71 2.13

3.370.440.841.13K
0.09 8.60NH4 1.88 2.02
0.33 14.72NO3 2.24 3.13

2.55 0.68Na 5.07 11.10
5.23 0.32 19.525.37Cl

6.26 0.57 4.18 7.16pH
19.221.015.597.04SO4

52.64 21.71 23.20 94.80Conductivity

Fig. 2. PC1 PC2 PC3 score subspace, autoscaled data, Vari-
max rotated.all the selected pollution sources. The multiple

regression techniques indeed regress all the factors
against each analyte and, so, all the factors will
participate in the regression equations. This might
provocate ‘artifacts’ to increase the correlation
coefficient (which is usually high) or, simply, to
minimize the sum of squares. Accordingly, the
study of such coefficients and source apportion-
ment model could be difficult tasks.

Another reported problem for the Thurston
and Spengler’s—based apportionment ap-
proaches is that the absolute PCA techniques
suffer from an inherent bias, which is extended to
the concentration apportionments [6].

Some of the above problems have been ad-
dressed using the effective variance weighting for
least squares calculations for the chemical mass

balance (CMB) method [7]. In the Watson’s work
[7] realistic estimates of the uncertainties of the
receptor concentrations and source compositions
are known (which, unfortunately, is not always
the case for most routine applications). Despite
these problems, this approach is still in use be-
cause it is one of the source apportionment meth-
ods accepted by the US-EPA [2].

Different solutions have been tried to improve
receptor models. For example, Hopke [3] has
focused onto target transformation factor analy-
sis, Wang and Hopke [8] have used constrained
least-squares in an attempt to correct the negative
values from CMB. As a general rule of thumb, it
can be said that some prior knowledge about the

Table 2
Loadings encountered for the first principal components (autoscaled data, Varimax-rotated)

PC3PC2PC1Variable PC4

−0.265 −0.651−0.063Ca 0.705
0.904 0.260Cl 0.181 0.064

K −0.084 −0.149 0.770 0.484
Mg 0.842 0.303 0.168 0.055

0.741 0.523Na 0.110 −0.136
−0.401 −0.069−0.1040.822NH4

−0.520 0.283NO3 0.362 0.206
SO4 −0.594 0.725 −0.019 0.093

21.836.7 9.3Explained variance (%) 16.3
36.7 58.5 74.9 84.1Total (%)
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particular problem at hand is highly recom-
mended before performing source apportionment
(for instance, by means of previous principal com-
ponent analysis, factor analysis, etc.).

In this paper, a rather recently proposed ap-
proach to source apportionment of environmental
data, named positive matrix factorization, will be
applied. In the authors opinion, this is an appeal-
ing way either to avoid the use of previous subjec-
tive assumptions about the number of sources and
to skip most problems linked to classical regres-
sion techniques. It is not intended to present here
all the theoretical background or to fully compare
this new approach with the existing ones, instead,
a conceptual overview will be given and the fun-
damental works are referred to.

2. Positive matrix factorization

Consider a final data table from any environ-
mental study, say X(n×p), where n is the number
of samples and p is the number of variables or
analytes. This table comprises all the available
data regarding the system under study so it col-
lects almost all the (hidden) information regarding
the pollution parameters and pollution sources
which characterize the atmospheric airborne par-
ticles from the sampling site and its surroundings.
The main objective of positive matrix factoriza-
tion (PMF) [9] is to decompose X into two new
matrices, named Z(n×k) and C(k×p) is such a way
that ZC collects almost all the important varia-
tion in X but leaves out the noise [say, E(n×p), and

Fig. 3. Dendrogram obtained after cluster analysis, autoscaled data, squared euclidean distance, complete linkage. Clusters C1, C2,
C3 and C3B are explained into the text.
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Table 3
Error estimation for each variable before performing source apportionment (pH and conductivity were not included in these studies,
see text for details). X means Xij, i.e. the analytical concentration for each sample (i ) and each variable ( j )

Reproducibility (mg m−3) Proportionality factor Special events where 3×estimated error was consideredVariable

0.05×X0.0230Mg X1,1 X1,4 X1,8

0.05×X X2,7Ca 0.0230
0.0022 0.05×XK X6,6

0.05×X X7,4 X7,70.0004NH4

0.0649 0.05×XNO3 X12,2

0.05×X X17,6Na 0.0032
0.0246 0.05×XCl X22,2 X22,5

0.1527 0.05×XSO4 X27,3 X27,5

X=ZC+E]. In PMF, the matrix X is not centred
so each row of C represents a single source of
pollutants (which can be called, source profile)
where each value in the row represents the mean
concentration of the analyte for this source. Each
column in Z represents how much pollutant from
each of the pth source was collected on each
sample (nth sample), in the present work this
corresponds to different days.

One of the differences with PCA is that while in
PCA the least-squares sum of the residuals is
minimized, PMF (by definition) attempts to de-
compose X so that Zik]0 and, also, Ckj]0
(i=1,..., n ; j=1,..., p ; k=1,..., k, which is called
constrained weighted least-squares) [10] and,
therefore, a function has to be iteratively mini-
mized, say Q (Eq. (1)):

Q=
Eij

2

s ij
2 (1)

where, sij is the standard deviation of xij. Q
minimises the sum of squares of the residuals
weighted inversely with the standard deviation of
the data points. This is a key feature of PMF and
it allows great flexibility in treating below detec-
tion limit, outliers and missing data. PMF does
have options for non-negative constraints which
are added as a penalty function added to sij. One
important advantage arising from this decomposi-
tion is that C and Z are given directly in the same
units as X, excepting for a scaling step performed
on C that it will be considered later on. The C
factors are not orthogonal nor orthonormal as
typical principal components. In this respect,

strictly speaking the word ‘factor’ could be mathe-
matically inadequate and ‘pollution pattern’ or
‘source profile’ might be more correct, despite this
the more simple word ‘factor’ will be maintained.

In order to restrict the possible solutions avail-
able from the rotational space and get a ‘unique’
solution Antilla et al. [11] have adopted the nor-
malization that Z is dimensionless and
Meani(zik)=1 (k=1,..., k) was adopted. The
columns of the C matrix are scaled in order to see
the relative importance of each analyte across
each factor as well as to assess the importance of
each factor in explaining the variations of differ-
ent analytes. Therefore, the total explained
weighted variation of analyte j (say, EVj) can be
calculated as in Eq. (2):

EVj=
1− %

n

i=1

Eij
2

s ij
2

%
n

i=1

Xij
2

s ij
2

(2)

Each column of C is scaled so that the column
sum =EVj. Accordingly, a scaled matrix with
elements EVkj is obtained, see Eq. (3):

EVkj=
EVj�Ckj

%
k

k=1

Ckj

(3)

In this way, the columns of the new scaled-C
are analogous to the loading vectors in the PCA
studies. A weakness of this technique is that a
sound and careful selection of initial estimates for
the errors associated to each value (sij) has to be
decided. A general-purpose way is applied in the
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experimental section which is rooted on the math-
ematical background discussed by Paatero and
Tapper [10].

In this paper, two studies are to be presented.
First, a classical one (PCA, Varimax rotations
and cluster analysis) to gain insight on variable
associations and sample groups. Second, a source
apportionment study using PMF. This approach
implies that the interpretation of the source ap-
portionment results can be made easier. This ap-
proach agree quite well with the recent paper of
Gleser [12] where it is said that multivariate analy-
ses of airborne particles (e.g. PCA) need many
extra-information in order to fully interpret them.
Therefore, applying typical multivariate tech-
niques before PMF try to gain knowledge before
the ‘final’ apportionment.

3. Experimental

3.1. Sampling

The city of A Coruña is located at the upper

NW of Spain on the Iberian Peninsula, in South
Europe (8°−8°30% and 43°−43°30%), looking to-
wards the Atlantic Ocean. The city (:250 000
inhabitants) is placed in a peninsular area whose
isthmus is formed by a smooth hill area (about
300 m height). One of the Campuses of the Uni-
versity of A Coruña was built at one of these hills,
about 200 m height, facing the city. The prevail-
ing wind directions are from the NE in summer
and from the SW in winter. The area has very
good natural mixing throughout all the year and
the average wind speed is about 25 km h−1 [13],
nevertheless, there are on average 90 days (during
fall and winter) when wind speeds average 60 km
h−1.

The Northern quadrant (from NW to NE) is
dominated by the urban and marine sources, the
NE–SE quadrant is dominated by rural and
marine sources, the SE–SW quadrant corre-
sponds to rural areas, the SW–NW directions
correspond to an industrial area (which has sev-
eral industries, including a refinery, truck garages,
building companies, etc.). The city centre and
industrial area are located 4 and 3 km away from

Fig. 4. Explained weighted variation for each variable in each factor. The general label for each factor agrees with the most
important variables dominating each factor.
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Fig. 5. Time series concentration (mg m−3) calculated for each factor. The axis is normalized so that the mean value over the whole
series is unity.

the sampling point, respectively. The sampling
season was from March to September, 1994 and
33 24-hourly samples were taken. The total num-
ber of samples is not as large as it would be
desirable and the reason is that the project sup-
porting this work was intended to study the char-
acteristics of the particulate matter included in A
Coruña aerosols during spring and, mostly, sum-
mer. Fall and winter are rainy in this region so
this study (the first in our city) was intended to
apportion aerosol particles during the weather
conditions, presumably, most unfavourable for
the pollution characteristics of this area (higher
amounts of particles, highest levels of pollutants,
etc).

Aerosols were collected by air filtration with a
high-volume sampler (MCV, mod. CAV-A/HF)
equipped with Whatman GF/A glass fiber filters
(20.3×25.4 cm). The sampling period was 24 h
and the air flow was 60 m3 h−1. Before and after
the sampling, filters were kept for 48 h in a
desiccator. Then, total suspended particulate
(TSP) matter was determined by weighting them
on a microbalance (Sartorius, model A200S). Ac-

cordingly, all the studies were carried out consid-
ering the TSP airborne particles.

3.2. Ion analysis

Here, the major water-soluble inorganic ions
Mg2+, Ca2+, K+, Na+, NH4

+, Cl−, NO3
−,

SO4
2− collected by the glass fiber filters were

analyzed as well as pH and conductivity. The
filter portions employed in all the ion analyses
were extracted in aqueous solution. All the ions
were determined by a Waters ion chromatography
device, equipped with a Waters pump 501LC and
a Waters conductivity detector Mod. 431 and a
Rheodyne injector (and a 20 ml loop) and IC-
Pack-A™ (4.6×50 mm) column for anions or a
IC-Pack-C™ (4.6×50 mm) column for cations.
The compositions of the mobile phases were: for
anions a borate-gluconate solution [2% (v/v) bo-
rate/gluconate, 20% (v/v) acetonitrile, 0.8% (v/v)
n-buthanol], for monovalent cations an ethylene-
diaminetetraacetic acid–nitric acid solution [0.05
mM EDTA, 0.003% HNO3(65%)] and for diva-
lent cations an ethylenediamine–nitric acid mix-
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ture [0.0035% (v/v) of EDA, 0.65% (v/v) HNO3

(2% v/v)]. Fig. 1 shows one example of the chro-
matograms where good separations can be
observed.

It was verified that the matrix did not inter-
ferred because all the recoveries were close to
100% when spiked samples were used. The recov-
eries found were 101.5% for Cl−, 99.5% for
NO3

−, 101.5% for SO4
2−, 99.2% for Na+, 103.0%

for NH4
+, 101.1% for K+, 96.2% for Ca2+, and

95.3% for Mg2+. Additionally, precision figures,
calibration linearity, limits of detection and quan-
tification were calculated in order to establish the
analytical figures of merit (results not included in
this work).

4. Results and discussion

The basic univariate statistics are resumed in
Table 1. The overall raw data matrix consisted of
ten analytical variables and 33 samples. All the
multivariate studies presented bellow were made

using this matrix although scaling and outlier
treatments differ in each particular application.

4.1. Principal component analysis

A preliminary principal component analysis
(PCA) was performed using autoscaled data and
outliers were looked for. Two samples (c12 and
22) presented a quite clear outlying behaviour
since they had by far the highest values for all the
variables. They were located far away from the
swarm of points formed by the remaining samples
and they corresponded with samples taken from
westerly winds, i.e. from the refinery/industrial
area without any rain events. In order to avoid
their negative effect on the statistical studies, they
were discarded and the PCA repeated.

Considering the correlation matrix, two vari-
ables, namely pH and conductivity, were poorly
correlated with all the remaining ones. Particu-
larly, conductivity had low correlations (0.6 with
NH4

+ and 0.5 with SO4
2− and Mg2+) and also pH

showed very low correlations (0.3 with NH4
+ and

Fig. 6. Time series concentration (mg m−3) for each original variable. Note the excellent agreement between the NO3
−, Cl−, SO4

2−

and K+ profiles and those time series for factors 1–4, respectively (normalized time series).
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Fig. 7. Three examples showing an excellent agreement between the real and calculated time series concentrations (mg m−3) for Cl−,
SO4

2− and Na+.

0.2 with SO4
2−). Under these circumstances,

doubts may arise regarding the convenience (or
not) of including such variables in the multivari-
ate works. Thus, a second study omitting pH and
conductivity values was carried out. The results
indicated a slightly better sample group differenti-
ation, denoting that pH and conductivity were
not essential variables in our data set. Regarding
the chemical background for this behaviour, it
was supposed that:
1. since only anions and cations were considered,

they can explain only a portion of the total
conductivity letting, accordingly, another por-
tion of unexplained conductivity (which might
be attributed to e.g. other ionized substances
as F−, dissociated acids, carbon particles, or-
ganic matter, etc.).

2. the identified pollution sources (city, refinery,
etc.) are quite close to our sampling site so the
air masses appeared to be enhanced with NOx

and/or SOx instead of their acidic forms
(NO3

−, SO4
2−) therefore affecting the typical

pH correlations. This point will be considered
again latter on. Antilla et al. [11] presented

more reasons in order to explain similar prob-
lems in the pH performance.

Table 2 presents the loadings for the main
principal components, after Varimax rotation and
Fig. 2 presents the PC1-PC2-PC3 score subspace.
Regarding Table 2 the following conclusions can
be extracted:
1. The first factor can be closely related to a

marine influence, as expected owing to the
peninsular situation of A Coruña city. Samples
c32, 31, 5, 6 and 8 present the highest PC1-
scores and wind directions coming from the W,
S and WSW, i.e. those from the sea but also
from the refinery and the industrial area. This
fact is not so surprising as the ‘pure sea-salt
effect’ could not be assessed. The reason is that
the sampling site simultaneously monitor both
sea- and industrial-originated aerosols and par-
ticles. In this respect, and although this factor
reveals a clear sea-salt pattern, it is also rea-
sonable to accept that samples combining both
the marine and industrial sources will present
the highest values for Cl− and Na+. Some
authors (e.g. Ohta and Okita [14]) have dis-
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cussed methods to differentiate sea-salt chlo-
ride and/or sea-salt sulphate from other
sources. Such studies are intended as univari-
ate tools and they are inappropriate as multi-
variate ones. This is explained by how the
correlation matrix is constructed. Obviously,
the correlation between sulphate and excess
sulphate, as it was called there [14], is perfect
since we are defining variables which are linear
combinations of the original variables and,
thus, the data matrix become singular and the
multivariate statistics (mostly PCA) are in dan-
ger. Therefore, instead of using this kind of
univariate approaches, it was preferred to use
the more comprehensive source apportionment
technique described in the previous sections.
Nevertheless, some preliminary studies were
carried out using some equations given in [14]
and no benefits were observed.

2. The second factor (ca. 22% of the initial vari-
ance) can be attributed to an industrial origin,
whereas the fourth one can be grossly repre-
sentative of the intensive road traffic and other
urban inputs (NOx, NO3

−). These hypothesis
became reinforced as the highest PC2-scores
(samples c21, 4, 20) have a clear origin in the
NW to SW quadrant, i.e. from the industrial
area. However, most samples with high NO−

3

contents have wind directions blowing from
the N, ENE and NE, i.e. from the urban area.
Additionally, there was a strong association
between NO−

3 and Pb (r=0.78).
3. Rotated PC3 and PC5 are associated to K+

and Ca2+, respectively though they are not
associated to the sea-salt effect (of course, a
marine and crustal origin cannot be totally
disregarded). Both K+ and Ca2+ are quite
uncorrelated to Cl− and Na+, suggesting that
they two may derive mainly from building and
earthworking activities. Accordingly, K+ and
Ca2+ seem to be originated in the building
works (dust, concrete, etc.). In Fig. 2, samples
c1, 24 and 27 present maximum values either
for K+ and Ca2+ and all of them are linked to
winds blowing from the North (from such
works).

Fig. 2 presents four main groups of samples,
construction-derived material (samples 1, 24 and
27), a second group, placed at the right hand of
the figure, showing medium-high PC2-scores, a
third group, mostly at the left side, comprising
samples with high levels in the marine factor (or
marine plus industrial, samples c31, 32, 26, 8)
and a fourth group characterized by zero or nega-
tive score values for all the factors, thus describ-
ing those samples with the lower values for all the

Table 4
Average source profiles and Ion balance for the 4-model apportionment, meq m−3 (missing figures means that the contribution for
this particular element is B0.00010 meq m−3)

Variable Average profiles (mg m−3) Ion balance (meq m−3)

Sea-salt Industrial BuildingUrban Industrial Sea-salt Building Urban

0.0018Cl 0.0005 0.5637 0.0035 0.0624 0.0159
0.0002NO3 0.00040.3938 0.0089 0.0151 0.0238 0.0064

0.0011 0.0127 0.0044SO4 0.4886 0.0525 0.6112 0.2099 0.0101
Mg 0.0006 0.00130.0161 0.0031 0.0004

0.0007 0.0032Ca 0.0662 0.0122 0.0140 0.0648 0.0033 0.0006
0.0128 0.0008NH4 0.0152 0.0016 0.2305 0.0152 0.0008
0.0049Na 0.01590.0328 0.01460.3348 0.1124 0.3677 0.0014

0.0003 0.0003 0.0066K 0.0024 0.0102 0.0102 0.2557

Cations
0.0265 tot=0.0670.0055 0.0168 0.0187

Anions
0.0170 0.0129 0.0066 tot=0.0530.0165
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variables. Interesting enough, almost all the sam-
ples in the fourth group were taken under rainy
and/or drizzly conditions.

4.2. Cluster analysis

Although cluster analysis is a potentially useful
technique for grouping samples, its application to
atmospheric studies has not been broadly re-
ported. One of the reasons might lie in the
difficult interpretation associated to the dendro-
grams. Environmental variables may force unclear
sample groups such that the dendrogram is
difficult to interpret. In spite of this, it is consid-
ered that cluster analysis should be performed, at
the very least, to confirm the sample score groups.
Therefore, a cluster analysis was made using the
autoscaled original data matrix, the squared eu-
clidean distance as a measure of similarity and the
complete linkage method as the clustering crite-
rion. The dendrogram is depicted in Fig. 3.

It is not easy to find a single variable pattern
dominating the sample grouping (e.g. increasing
values of Cl−), even using other similarity mea-
sures and clustering methods. Instead, the same
general four groups discussed in the PC-score
sample subspace get confirmed (where C means
‘cluster’) and, hence, the major pollution patterns
identified using the PCA:
1. C1: comprises those samples with the highest

levels of Cl−, Na+ and Mg2+ (marine
related).

2. C2: comprises the samples showing the highest
concentrations of SO4

2+ and NH4
+ (industry-

derived).
3. C3: groups all the remaining samples. Atten-

tion can be drawn onto an interesting subdivi-
sion, cluster C3B, which collects the samples
with the lowest PC1-PC2-PC3 scores, and the
lowest figures in almost all the original vari-
ables. Samples c23, 26, 24, 1 and 27, present
high values for K+ and Ca2+ and ‘normal’ for
the rest of the variables.

4.3. Source apportionment using positi6e matrix
factorization

As in most multivariate techniques, there are

two initial steps in order to apply positive matrix
factorization. First, to deal with the anomalous
data and, second, to select the most adequate
number of factors.

Regarding the first stage, an (n×p)-error ma-
trix was defined (n=number of samples, p=
number of variables) so that each value in the raw
data matrix have its counterpart error estimate.
Instead of using the same expression as Antilla et
al. [11] to estimate the associated error, where the
limit of detection was considered, it was preferred
to estimate the error as in Eq. (4):

sij=
(reproducibility)2+ (0.05 xij)2 (4)

since, we think, it would be better to consider the
laboratory long-term precision errors (which com-
prise from cutting different pieces of the filter till
analyzing them) which, hopefully, would take ac-
count for the sampling error (at least, partially).
In that equation xij is every particular value in the
raw data matrix, and method reproducibility
(measured as within-laboratory long term SD)
corresponds to each jth variable.

Additionally to this error matrix, the previous
knowledge about the system (gained by the previ-
ous PCA) was used and the error estimated was
increased (multiplying by 3) on these samples
showing an outlier behaviour (i.e. samples 12 and
22). Table 3 resumes the error estimation for each
variable and some cases specially considered.
Such cases did not presented obvious anomalous
figures and it was decided to increase their associ-
ated error after several trials where error estima-
tion and residuals observation (after developing
models) were carried out. This iterative approach
is similar to the one selected by Garner et al. [15]
when using the Generalized and Mardia’s multi-
variate distances to deal with outlier values.

The second step is to select the most adequate
number of factors (this expression will be main-
tained though they are not typical orthogonal nor
orthonormal factors). Three different studies were
conducted with 3, 4 and 5 factors, respectively in
order to assess the best number of factors. It was
found that the most understandable results arose
when 4 factors were considered.

Fig. 4 depicts the explained variation for each
variable by each factor. The values are normalized.
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so that the total explained variation for each
variable is 1 (i.e. 100%). The first factor (the first
barchart in Fig. 4) is mainly influenced by NO3

−,
Ca2+ and SO4

2−, the second by Cl−, Mg2+ and
Na+, the third by SO4

2− and NH4
+ and the

fourth by Ca2+, Na+ and K+. There is little
doubt about the origin of the second and third
source profiles, sea-salt (marine) and industry,
respectively. The pollution source related to the
first profile appears either as a consequence of the
urban traffic or as a combination of the urban
and industrial inputs. Of course, a sea-salt–SO4

2−

participation can not be totally disregarded. Due
to the wind directions observed during the sam-
pling days and the strong correlation between
NO3

− and Pb (see Section 4.1). it is thought that
this factor is mainly related to the urban (traffic)
pollution. The fourth source profile composed by
K+, Ca2+, Na+ and, partially, SO4

2− strongly
suggests a building, roading and earthworking
origin, dust, crustal erosion, concrete, etc. (re-
member that concrete and cement concrete are
made of Ca2+, Na+ and alumium-sulphates to a
great extent).

All the variables exhibit a total explained varia-
tion \0.80, being the unique exception Mg2+

(ca. 0.72). This fact was consistently maintained
for Mg2+ along the different studies and we have
not found a satisfactory chemical reason. A simi-
lar behaviour was noted for K+ by Antilla et al.
[11] also without a detailed explanation.

Fig. 5 presents the influence of each factor
along all the samples (this could be called ‘time
series’). It is interesting to compare these pollu-
tion factor-profiles with the time series profiles for
some variables (see Fig. 6). It can be verified that
the concentration profiles for NO3

−, Cl− (Mg2+

and Na+), SO4
2− (and NH4

+) and K+ essentially
agree with factors 1–4, respectively, being Ca2+

the unique variable without a definite correspond-
ing factor profile. The lack of a corresponding
factor profile for Ca2+ points towards a multi-
source origin for Ca2+, among them, sea-salt,
building activities and crustal erosion.

One way to confirm that the essential pollution
sources have been accounted for is to compare the
‘real’ and predicted concentrations for all the
samples and for each variable. Fig. 7 shows just

two examples where an almost perfect agreement
can be seen, the same behaviour was observed for
the rest of the variables.

4.4. Ion balances

Thanks to the intrinsic mathematical behaviour
of the positive matrix factorization algorithms,
ion balances can be made in a straightforward
manner. Ion balances can be used to assess if a
distorted factorization was accepted and to gain
insight about the chemical profiles of the pollu-
tion sources. As mentioned in the theoretical sec-
tion, matrix C has the same units as the original
values and matrix Z was normalized to get dimen-
sionless figures. Additionally, the rows of C repre-
sent the chemical compositions of the pollution
sources; moreover, each element of the rows of C
(ckj as stated above) represents the mean concen-
tration of compound j, caused by the pollution
source k. Therefore, the rows of C give the aver-
age composition (in original concentration units)
of each source that it is reaching the sampling site
and an ion balance can be performed to assess
whether (on average) anions and cations become
balanced. Most ion balances reported in literature
are given in equivalent units, so, this was also
used here.

Table 4 compiles both the average source profi-
les and their corresponding ion balance (trans-
lated to meq units dividing by the equivalent
weights). Two different behaviours are observed,
the sea-salt and industrial-related factors are fairly
well balanced whereas the other two suffer from a
lack of cations and anions.

Several situations can take account of this little
unbalance, namely:
1. As only the main water-soluble anions and

cations were analyzed, there might be other
ionic (or ionizable) substances that become not
included in the balance. As it is almost impos-
sible to consider every analyte in every study,
this can be considered as a drawback of any
apportionment method. Nevertheless, the un-
balance is so little that it can be accepted that
water-soluble ions constitute the main compo-
sition of the A Coruña particulate airborne.
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matter to a large extent, as it was assumed at
the begining of this work following Ali [1].

2. The sampler device was sited at the top of a
hill two kilometres away from the core of the
city and one kilometre away from the building
and earthworking area. Such closeness to the
pollution sources might imply that aerosol
neutralization or stabilization might not be
achieved before reaching the sampler and,
acordingly, a lack of cations is observed for the
NOx, SOx and automobile-based species and a
lack of anions for the building-based pollu-
tants.

3. Moreover, chemical reactions into the aerosol
can not be discarded, for instance, the interac-
tion between Cl− and SO2 and/or the interac-
tions between NH4

+, SO4
2− and Cl−.

Table 4 also reveals that the global ion balance
is rather well balanced. According to Antilla et al.
[13] the ratio of the equivalent cation concentra-
tion to the sum of both anion and cation equiva-
lent concentrations [r=Ccat/(Cani+Ccat)] should
be close to 0.5 for a perfect balance. In this case,
r=0.56 thus pointing towards a little unbalance
for anions.

5. Conclusions

An airborne particulate matter study was made
in order to identify the main patterns influencing
the aerosol quality during summer in A Coruña
city. PCA and Cluster analyses were used as the
first step to gain insight on the data and to
simplify the chemical interpretation of the source
apportionment and ion balances studies carried
out by means of an apportionment technique
called positive matrix factorization (PMF). All the
PMF calculations and results are given in original
units, which contribute to sound and reasonable

chemical conclusions. In this case, four main pol-
lution patterns were identified, namely, marine,
industrial, urban and building patterns (or fac-
tors). It is thought that they represent the geo-
graphical, social and industrial imputs to the local
airborne particles and aerosols.
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Abstract

A membrane inlet mass spectrometric (MIMS) method is presented and compared with a static headspace gas
chromatographic method (HSGC) for the determination of terpenes in water. The MIMS method provides a very
simple and fast analysis of terpenes in water, detection limits being relatively low, from 0.2 mg l−1 for monoterpenes
to 2 mg l−1 for geraniol. The analysis of terpenes by the HSGC (equipped with flame ionization detector, FID)
method is more time-consuming and the detection limits (2 mg l−1 for monoterpenes to 100 mg l−1 for geraniol) are
higher than with MIMS. However, the HSGC method has the advantage of determining individual mono- and
sesquiterpene compounds, whereas MIMS provides only separation of different classes of terpenes. Both methods
were applied to the analysis of mono- and sesquiterpenes in several condensation water samples of pulp and paper
mills. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Membrane inlet mass spectrometry; Headspace gas chromatography; Terpenes; Water samples

1. Introduction

Mono- and sesquiterpenes are common con-
stituents of volatile oils and several woods contain
extractable terpenes, and they are found for ex-

ample in the condensation waters of pulp and
paper mills [1,2]. Monoterpenes exist as hydrocar-
bons or as oxygenated compounds such as alde-
hydes, alcohols, ketones, esters or ethers. These
may be acyclic, monocyclic, dicyclic or tricyclic in
structure [3]. The solubility of mono- and dicyclic
terpene hydrocarbons in water is low (10–30 mg
l−1). However, monoterpenes containing the hy-
droxyl group have solubilities of 10–100-fold
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compared to terpene hydrocarbons [4]. Due to
their low solubility in water, terpene hydrocar-
bons have relatively high Henry’s law constants
[5,6] and therefore they partition predominantly
into the atmosphere [7]. For this reason they have
been analyzed more often in air [8–11] than in
water.

Ekman et al. [12] have evaluated wood extrac-
tives in pulp and water samples by gas chro-
matography–mass spectrometry. Using gas
chromatography, the turpentine extracted from
wood has been studied and 15 different terpenes
were found [13]. Kimball et al. [14] have identified
22 terpenoids from wood using GC combined
with mass selective detection. Volatile sesquiterpe-
nes and sesquiterpenoids in environmental and
geological samples have been analyzed by a capil-
lary gas chromatograph combined with a mass
spectrometer after extraction and fractionation
[15]. Furthermore, gas chromatography or gas
chromatography-mass spectrometry has been used
in the analysis of terpenes in waste water samples
[1,16,17]. Static headspace gas chromatographic
methods have been widely used in analysis of
terpenes from essential oils, plant products and in
aroma constituents [18–20]. Furthermore,
headspace methods have been used in quantita-
tion of volatile constituents, for example, terpenes
in juices [21–23]. Mathieu et al. [24] have used
dynamic headspace to analyze volatile organic
compounds in red coffee berries and they found
many mono- and sesquiterpene compounds. How-
ever, according to our study only one article
reporting the measurements of terpenes from wa-
ter by static headspace method was found in the
literature [25]. The detection limits obtained for
terpene hydrocarbons were 5 mg l−1, which are in
good agreement with our results.

Although GC-methods are widely used, they
are time-consuming, so that faster and more sensi-
tive methods are needed. In addition, conven-
tional GC-techniques are not well suited for
on-line measurement, and therefore there is a
need to develop rapid and sensitive on-line meth-
ods for the analysis of contaminated water sam-
ples. Membrane inlet mass spectrometry (MIMS)
meets all these requirements [26,27]. The analysis
with MIMS involves a flow of the sample over a

sheet polydimethylsiloxane membrane which ex-
tracts non-polar, medium polar and low molecu-
lar weight organic compounds from the matrix.
After the extraction step the organics pervaporate
through the membrane into the ion source of a
mass spectrometer. The total analysis takes only a
few minutes. The MIMS method has previously
been applied to the analysis of volatile organic
compounds (VOCs) in environmental water and
air samples [28–34] as well as in the monitoring of
chemical and biochemical processes [35–37].
Membrane inlet mass spectrometry has also been
applied for continuous on-line waste water moni-
toring for VOCs [38,39]. This study compares the
membrane inlet mass spectrometric (MIMS)
method for the analysis of terpenes in water with
the static headspace gas chromatographic
(HSGC) method.

2. Experimental

2.1. Reagents and samples

The following reagents were obtained from
Fluka: a-Pinene [80-56-8]; b-pinene [127-91-3];
limonene [138-86-3]; a-terpinene [99-86-5] D-3-
carene [13466-78-9]; myrcene [123-35-3]; cam-
phene [79-92-5]; longifolene [475-20-7]; a-cedrene
[11028-42-5]; linalool [78-70-6]; and geraniol [106-
24-1]. A stock solution (1 g l−1) of each standard
compound was prepared in methanol. The cali-
bration standards (0.1 mg l−1–1 mg l−1) were
prepared by dilution with deionized water (Mil-
lipore, Milli-Q Plus).

Authentic waste water samples from pulp and
paper mills were used in comparison of the MIMS
and HSGC methods. Many of the samples were
unhomogenous due to their high terpene concen-
tration and the low solubility of terpenes in water.
Samples were diluted with deionized water before
analysis as follows: Samples 10 and 11 were di-
luted by 1:250, sample 12 by 1:10 and sample 13
by 1:2 using deionized water for MIMS analysis.
In addition, samples 10 and 12 were diluted by
1:10 and sample 11 by 1:50 for HSGC-analysis.
All other samples were analyzed without dilution
(Table 3).
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Table 1
Standard terpene compounds and their electron impact mass spectra measured by MIMS

MWa Ions m/z (RA)bCompound

Monoterpenes
93(100), 91(44), 92(37), 77(31), 79(25), 121(14), 105(13), 67(10), 53(10), 94(10), 136(6)136a-pinene

136 93(100), 121(59), 79(48), 91(41), 67(32), 77(30), 107(30), 94(18), 53(16), 95(16), 136(11)Camphene
136 93(100), 69(34), 91(32), 79(26), 77(26), 94(13), 121(13), 67(13), 92(12), 53(12), 136(6)b-Pinene

Myrcene 136 93(100), 69(76), 91(26), 79(20), 77(18), 53(15), 67(15), 92(11), 94(11), 53(15), 136(3)
D-3-carene 136 93(100), 91(53), 77(38), 79(35), 92(29), 80(22), 121(20), 105(16), 136(12), 94(12)

136 121(100), 93(91), 136(61), 91(58), 77(36), 79(30), 119(29), 105(23), 107(12), 65(11)a-terpinene
136 68(100), 67(74), 93(65), 79(36), 53(28), 91(27), 94(25), 92(24), 77(23), 121(22), 136(14)Limonene

Monoterpene al-
cohols

Linalool 154 71(100), 55(84), 93(69), 69(50), 57(40), 56(40), 67(30), 80(27), 53(24), 121(19)
154 69(100), 93(24), 68(19), 67(18), 53(14), 91(13), 55(10), 79(10), 77(9), 123(9)Geraniol

Sesquiterpenes
161(100), 91(92), 105(76), 93(68), 107(67), 94(64), 79(63), 119(57), 133(54), 95(52), 204(26)204Longifolene

204 119(100), 93(40), 105(33), 91(26), 161(18), 69(18), 204(16), 77(15), 120(15), 121(14)a-cedrene

a MW is molecular weight, molecular ions are bolded.
b RA is relative abundance.

2.2. Mass spectrometric conditions

Samples were analyzed using a quadrupole

mass spectrometer (Balzers QMG 421C, Balzers
Aktiengesellschaft, Balzers, Liechtenstein) with a
mass range 1–500 amu. This quadrupole instru-
ment was equipped with an open cross-beam elec-
tron impact (70 eV) ion source. The data were
collected either by scanning full mass spectrum
(mass range m/z 50–210 amu), or by using a
selected ion monitoring mode (SIM). The latter
was used to determine detection limits. A sheet
membrane inlet built at VTT Chemical Technol-
ogy [40] was used. The membrane material was
polydimethylsiloxane (Specialty Silicone Products,
Ballston SPA, NY, USA) with a thickness of 110
mm and contact area of 28 mm2. During operation
of the system, a water stream was continuously
sucked through the membrane inlet via a peri-
staltic pump (Ismatec IPS4, Ismatec SA, Switzer-
land), with a typical flow rate of 10 ml min−1,
and with aliquots of sample solution (20–30 ml)
injected into this stream. Using a heat exchanger,
which was heated with a circulating water bath
(Lauda M3, MGW, Germany), the water stream
was heated to 70°C before the membrane inlet.
Identification and quantitation of terpenes in wa-
ter samples were done using a calculation pro-

Table 2
Detection limits (S/N=3) of selected terpenes by static HSGC
and MIMS

Detection limit (mg l−1)Compound

HSGC MIMS/SIM

Monoterpenes
a-pinene 3 0.2

0.5Camphene 3
b-pinene 3 0.2

0.22Myrcene
D-3-carene 2 0.5
a-terpinene 2 0.5

0.5Limonene 2

Monoterpene alcohols
Linalool 30 0.5

2100Geraniol

Sesquiterpenes
5 2Longifolene

a-cedrene 5 0.5
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Fig. 1. (a) Electron impact mass spectrum of a mixture of a-pinene, b-pinene and D-3-carene (about 50 mg l−1 of each component).
(b) Electron impact mass spectrum of a mixture of longifolene and a-cedrene (about 50 mg l−1 of each component). (c) Electron
impact mass spectrum of a mixture of linalool and geraniol (about 100 mg l−1 of each component).

gram (Solver) designed at VTT Chemical Tech-
nology [41,42]. This calculation program uses a
modified algorithm of the general deconvolution
method, which assumes that the intensity of any
mass-to-charge ratio (m/z) is a linear function of
the concentration of the chemical compounds
which contribute to that particular m/z.

2.3. Gas chromatographic conditions

The system used in this experiment was a gas
chromatograph (HP 5890 Series II, Hewlett Pack-
ard, Palo Alto, CA, USA) equipped with two
FIDs and a headspace sampler (HP 7694). Two
columns were used, a SPB-1 (30 m×0.32 mm×
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Fig. 1. (Continued)

1.0 mm, Supelco, Supelco Park, Bellefonte, PA
16823, USA) and a DB-1701 (30 m×0.32 mm×
1.0 mm, J and W Scientific, Folsom CA, USA).
The temperature program used was optimized for
the separation of terpenes and it was 45°C, 5
min �

10$C min−1

210°C, 10 min. The temperatures of
the injector and detectors were 220 and 250°C,
respectively. In addition, the temperatures of sam-
ple vials and transferline between the headspace
autosampler and the GC were 80 and 120°C,
respectively.

3. Results and discussion

The analytical performance characteristics of
the MIMS and HSGC methods were determined
using the following standard compounds;
monoterpenes: a- and b-pinene, limonene, a-ter-
pinene, D-3-carene, myrcene and camphene,
sesquiterpenes: longifolene and a-cedrene; and al-
coholic derivatives of acyclic terpenes: linalool,
and geraniol.

Electron impact (EI) mass spectra were mea-
sured for all these compounds using MIMS. Ten
ions with the highest abundance and the molecu-
lar ions are presented in Table 1 and the mass
spectra of the quantitation standard mixtures (a)

a monoterpene mixture consisting of a- and b-
pinene and D-3-carene (about 50 mg l−1 of each
component); (b) a sesquiterpene mixture, longifo-
lene and a-cedrene (about 50 mg l−1 of each
component), and (c) terpene alcohol mixture,
linalool and geraniol (about 100 mg l−1 of each
component) are presented in Fig. 1. All the mea-
sured EI mass spectra (except linalool) agreed well
with the EI mass spectra published in a reference
mass spectral library [43]. The molecular ions m/z
136 for monoterpene hydrocarbons and m/z 204
for sesquiterpene hydrocarbons were recorded,
but the molecular ion m/z 154 for linalool and
geraniol was not observed. The EI spectra of
monoterpenes were rather similar (Table 1), the
base peak for nearly all monoterpenes was m/z 93
and the other fragment ions were nearly identical.
EI spectra of sesquiterpenes, longifolene and ce-
drene, had many common fragment ions and the
base peaks were m/z 161 and m/z 119, respec-
tively. Due to the similarities in their mass spectra
the identification of individual terpenes is very
difficult without chromatographic separation.
However, the mass spectra of mono- and
sesquiterpenes are clearly different. Due to these
differences the quantitation could be carried out
by the MIMS method as monoterpene and
sesquiterpene classes and it was performed using
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Table 3
The terpene concentrations (mg l−1) of analyzed authentic water samples using the HSGC and MIMS methods

Monoterpenes TotalSesquiterpenesSample

MIMS HSGCHSGC MIMS HSGC MIMS

69 150 2301 10048 160
100 1602 32 98 72 62

70 1703 61 110 110 180
10049 1204 6736 74

370 9005 530 410 370 780
210021006506 5801500 1500

260 320 1000 7607 730 440
2400 26007508 5401900 1800

330 450 12009 860 1100610
5700 27 00010 23 000 37 000 37 00 42 000

59 0004800 53 00011 610053 000 49 000
2500 2000 15 00012 12 000 11 0008500

3400 160013 2700 1100 670 470

the whole mass spectrum of a standard mixture
(Fig. 1), in the calculations.

Detection limits with MIMS were measured
using selected ion monitoring (SIM), and the base
peak of each individual compound was used as
the ion in measurement. The detection limits
varied from 0.2 to 2 mg l−1 (Table 2). It is worth
of notice that the detection limits measured by
MIMS using the whole spectrum were about one
order of magnitude higher compared to those
measured by MIMS in a selected ion monitoring
mode. The SIM results are reported here, because
it is the typical method used for detection limit
measurements in connection with MIMS and be-
cause the SIM method can be used to quantitate
low levels of terpenes. Detection limits measured
with HSGC were relatively low (2–5 mg l−1),
except for the more polar compounds linalool and
geraniol, which had detection limits of 30 and 100
mg l−1, respectively (Table 2). The relatively high
detection limit for linalool could be expected to be
due to its low Henry’s law coefficient, 0.002 kPa
m3 mol−1 [6]. The differences in detection limits
can also be seen in the chromatogram presented
in Fig. 2, which shows a gas chromatogram of a
standard terpene mixture with about 20 mg l−1 of
each terpene compound. On the basis of this
chromatogram it is easy to see that the analysis
time with the HSGC method is relatively long,

about 30 min. Whereas, with the MIMS method
the analysis time was rather short, about five min,
as in our earlier studies [31–34].

The repeatability and linear dynamic ranges of
the MIMS method were tested using six com-
pounds: a-pinene; a-terpinene; limonene;
myrcene; longifolene; and geraniol. The measure-
ments were done using at least four different
concentrations (from 0.1 to 300 mg l−1) and tripli-
cate analysis of every single concentration. Be-
cause of the poor solubility of terpenes in water,
their linear dynamic ranges were measured only
up to concentrations of about 300 mg l−1 with
both the methods. The repeatability of the MIMS
method was good [relative standard deviations
(RSD)=2.6–18%]. The repeatability of the
HSGC technique was also good, the RSD being
lower than 5% for every terpene compound (not
determinated for geraniol). The RSD values for
the HSGC method were determined using four
different concentrations of standard compounds
and triplicate analysis of each. The linear dynamic
ranges of the MIMS method were three orders of
magnitude for all compounds, except for longifo-
lene and geraniol, which had ranges of two orders
of magnitude (correlation coefficients varied from
0.992 for geraniol to 1.000 for a-terpinene). The
linear dynamic ranges by the HSGC method were
only two decades and the correlation coefficients
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Fig. 2. A gas chromatogram of a standard terpene mixture (about 20 mg l−1 of each compound). Due to its high detection limit
geraniol can not be seen in the chromatogram. It elutes between linalool and longifolene. Results are obtained using SPB-1 column.
DB-1701 column could not separate longifolene and cedrene. 1. a-pinene, 2. camphene, 3. b-pinene, 4. myrcene, 5. D-3-carene, 6.
a-terpinene, 7. limonene, 8. linalool, 9. longifolene, 10. a-cedrene.

varied from 0.995 for a-pinene to 1.000 for a-ce-
drene (measurement range 3–300 mg l−1).

Authentic water samples were also analyzed for
terpenes using the MIMS method and the results
were compared with those obtained by the HSGC
method. As an example of the measured results
Fig. 3a shows the mass spectrum for the authentic
water sample 13 (Table 3) and Fig. 3b shows the
headspace gas chromatogram of the same sample.
The same major ions as in the standard spectra 1a
and 1b can be seen in this spectrum. Ion ratio
between m/z 119 and 121 indicates that the con-
centration of monoterpenes is higher than that of
sesquiterpenes as can also be seen in the gas
chromatogram (Fig. 3b). According to the mass
spectra and the gas chromatogram of the sample
(Fig. 3), the concentration of linalool and geraniol
was very low and they have not been quantitated.
The gas chromatogram (Fig. 3b) shows good sep-

aration between terpene compounds and further-
more, several unknown peaks can be seen. Main
compounds in the samples were a- and b-pinene
and D-3-carene, in addition camphene, myrcene,
limonene, longifolene and a-cedrene were found.

The quantitation of the mono- and sesquiter-
pene content in the authentic water samples by
the MIMS method was performed using spectra
1a and 1b as standards for the Solver quantitation
and identification program [41,42]. The mass spec-
tra (Fig. 1c) for terpene alcohol mixture was not
used since concentrations of these were very low
as proved by the measured chromatogram and
mass spectra.

The Solver program capability for quantitative
analysis of terpenes in water samples was first
thoroughly evaluated. All the eleven terpene com-
pounds (Table 1) were used in testing. The first
tests were made with solutions of only three
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Fig. 3. (a) Electron impact mass spectrum of the authentic water sample 13 (Table 3, diluted by 1
2 before analysis). (b) The gas

chromatogram of the authentic water sample 13 (Table 3, diluted by 1
2 before analysis). Results are obtained using SPB-1 column.

DB-1701 column could not separate longifolene and cedrene.

monoterpenes i.e. a- and b-pinene and D-3-carene.
Results of these measurements showed that the
individual terpenes could be separated well from

three component mixtures at concentration range
20–100 mg l−1. The relative standard deviations
of the concentrations varied in the range 8–22%
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Table 4
Results obtained in testing the quantitative capabilities of the Solver program

RSD (%) Error (%)Compound Concentration (mg l−1) Analyzed concentration (mg l−1) Mean

187 8.2Monoterpenesa 213 171 188 −12202
8.9439 3.2479425 401 435

963 906 9.6850 806 6.6949

3148.9 −24Sesquiterpenesb 61.763.9 32.4 52.5
141 24127 107 141 175 11
275 23256 206 290 330 7.5

71.5 16 −4.6Terpene alcoholsc 81.975 59.7 73.0
165 153 9.1 1.8150 137 156
311 286 11300 252 −4.4294

a a-pinene, camphene, b-pinene, myrcene, D-3-carene, a-terpinene and limonene.
b Longifolene and cedrene.
c Linalool and geraniol.

and the error of the concentration determination
varied in the range 2–12%. However, when indi-
vidual terpenes were quantitated from eleven
component mixtures the result of the Solver pro-
gram was poor, errors of the concentration deter-
mination varied in the range −16 to +100%.
The reason for this is believed to be the fact that
the terpene compounds used in testing have very
similar EI mass spectra (Table 1). The next step
was to test if different classes of terpenes can be
reliably identified and quantitated by the Solver
program. For these measurements mixtures of a-
and b-pinene and D-3-carene were used as
monoterpene hydrocarbon standards, mixtures of
longifolene and cedrene were used as sesquiter-
pene hydrocarbon standards and mixtures of
linalool and geraniol were used as terpene alcohol
standards. The reference library, which the Solver
program is utilizing in the calculations, contained
only these three mixtures [42]. The results of these
measurements are presented in Table 4. From
Table 4 it can be noticed that the determination
of monoterpene concentrations are repeatable and
accurate and that the determination of terpene
alcohols was rather good. Whereas, the determi-
nation of sesquiterpene concentrations was more
inaccurate (RSD 20–30% and maximum relative
error −24%). These results show that quantita-
tion of different terpene classes with the Solver
program works well and that the program can be
utilized in the analysis of unknown samples. The

results presented in Table 3 for the authentic
water samples are mean values of triplicate mea-
surements, except for samples 1–4 and 10 only
duplicate (RSD varied from 2 to 25%).

The total amount of terpenes in the authentic
water samples (Table 3) were estimated by HSGC
method using an external standard method (four
different concentrations from 20 to 300 mg l−1)
and all the eleven individual compounds (Table 2)
as standards. The amount of sesquiterpenes was
calculated as the sum of longifolene, a-cedrene
and the amount of unknown compounds eluted
after limonene (number 7 in Fig. 3b). The concen-
tration of these compounds were calculated by
comparing their peak areas to the peak area of
a-pinene. The HSGC results presented in Table 3
are means of duplicate determinations. The total
amount of mono- and sesquiterpenes with both
methods are in the same order. The differences
between results with both methods varied from 0
to 60%, the average differences was 26%. The
main reason for the differences between the re-
sults obtained by the different analytical methods
is believed to be the high concentration of terpe-
nes in the samples, which caused some unho-
mogeinity and the need to dilute samples before
analysis. Furthermore, some non-terpenic com-
pounds could have been included in HSGC quan-
titation because the identification of unknown
compounds was not possible using GC-FID..
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In conclusion, quantitation by MIMS is fast
(only a few minutes) and the results are reliable
and respectable addition, MIMS is believed to be
suitable for on-line terpene analysis, for example
for on-line industrial waste water monitoring. The
HSGC method is more time-consuming but better
selectivity can be obtained due to good separation
of the individual compounds.
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Jyväskylä, Finland, March 1995.

[42] R.A. Ketola, M. Ojala, V. Komppa, T. Kotiaho, J.
Juujärvi, J. Heikkonen, Rapid Commun. Mass Spectrom.
(submitted).

[43] EPA/NIH Mass Spectral Data Base, U.S. Government
Printing Office, Washington, 1978.



Talanta 49 (1999) 189–197

Performing procrustes discriminant analysis with HOLMES

Domingo González-Arjona a,*, G. López-Pérez a, A. Gustavo González b
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Abstract

Program HOLMES devised by target factor analysis has been updated for performing procrustes discriminant
analysis (PDA). Computational details are outlined. The equivalence between PDA and partial least squares-discrim-
inant analysis (PLS-DA) is established. Application of the PDA is illustrated by two case studies taken from
literature. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

Target transformation or target factor analysis
(TFA) is a technique of apportioning the mea-
sured value of a system to a series of independent
causal processes [1] by means of an oblique factor
rotation called procrustes rotation or procrustes
transformation (PT) [2,3]. Accordingly, TFA and
PT can be considered analogous. To unify the
jargon the term PT will be used throughout the
paper. PT is a powerful chemometric tool that
easily allows a fit of the data to a model, taking
the model variables as the number of proper
independent underlying factors compatible with
the data matrix. PT also allows one to individu-
ally test suspected arrays (target vectors) as possi-
ble real factors that are responsible for trends in

the data matrix. Thus, PT has been used in spec-
troscopy to identify pure spectra and quantify
analytes [4–6] without the need for calibration.
Moreover, PT has been adapted by statisticians to
compare information from several measurement
systems [7,8], such as, for example, sensory data
and chemical data [9]. This adaptation is known
as procrustes analysis or generalized procrustes
analysis [10–14]

The application of PT for classification pur-
poses is very scarce. The pioneer use of PT as a
tool for pattern recognition was done by Weiner
and Weiner [15] as Malinowski pointed out in his
excellent textbook [16]. These authors examined
the structure-activity relationships of 16 diphenyl-
aminophenol drugs featured by 11 biological as-
says on mice. Several structural vectors based on
the results of the uniqueness test were target
tested. For example, the presence of a ring linked
to the nitrogen atom in the drug was assumed to
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be a factor and accordingly, a target column
vector was built. Each entry in the vector was
assigned a value of 0 or 1 dependent upon the
presence or absence of a ring linkage in the drugs.
By target testing, the separation of the drugs into
two classes (drugs with and without ring linkage)
was attained. This was a first insight on the
so-called procrustes-discriminant analysis (PDA).

The aim of this paper is to present the new
updated version of HOLMES [17,18] which incor-
porates PDA and to establish the equivalence
between PDA and the technique of partial least
squares-discriminant analysis (PLS-DA). For the
sake of illustration, PDA is applied to two case
studies and the results are compared with those
obtained using class modeling linear discriminant
analysis (CMLDA) [19] and artificial neural net-
works trained by back-propagation (BPNN) [20]

2. Equivalence between PDA and PLS-DA

PLS-DA may be considered as a PLS2 al-
gorithm applied to classification problems [21–
29]. The key feature of the PLS paradigm is to
find latent variables in the descriptor space that
have a maximum covariance with the predictor
variables. Let us consider the data matrix X (rxc)
whose rows (r) are the objects or samples under
study and whose columns (c) are the features or
descriptors that best describe the samples. One
common way to use PLS2 in classification prob-
lems is to introduce a class membership matrix Y
(rxk) whose rows (r) are the objects and whose
columns (k) are the class coding for each object
[30]. Thus, an element yij indicates the class mem-
bership of the object i for the class j. If the object
belongs to the class, yij=1 and otherwise yij=0.

The emphasis on PLS2 is not only on regres-
sion but also on uncovering latent structure in
both the X and Y spaces. This latent structure is
made through a process of estimating the coeffi-
cients (p) for the linear combinations of the X
variables. These so-called weight vectors pj are the
eigenvectors of the matrix (Y%X)%(Y%X)=X%YY%X.
This is generally carried out by using the NIPALS
algorithm which gives the scores matrix T (rxf)
and the weight loadings matrix P (cxf), f being the

number of significant factors so that T=XP [31].
The final PLS-DA model can be formulated as a
regression equation

Y=XB (1)

where the estimated regression coefficients are
given by [31]

B. PLS=P(T%T)−1T%Y (2)

and consequently, the Y estimation according to
the equation

Y. =XB. PLS=T(T%T)−1T%Y (3)

Let us consider now the procrustes transforma-
tion. To take into account the latent structure of
both the X and Y matrices, assume that the scores
and loading matrices T and P, respectively, are
obtained after eigenanalysis of the covariance ma-
trix Z%Z (where Z=Y%X). The suitable number of
underlying factors, f, is selected by using the
cross-validation technique [32]. The fundamental
step in this technique is the oblique (procrustes)
transformation of scores into the true target ma-
trix Y according to a transformation matrix W

Y=TW (4)

This non-orthogonal transformation matrix may
be easily estimated as follows:

W. = (T%T)−1T%Y (5)

and the estimated values of the target column
vectors of Y may be derived thereof by the pro-
crustean transformation given in Eq. (4)

Y. =TW. =T(T%T)−1T%Y (6)

But this is the same expression of Eq. (3) that
leads to the inner equivalence between PLS-DA
and PDA.

The matrix G=T(T%T)−1T% is called the projec-
tion matrix and exhibits some interesting features,
like idempotency and symmetry, e.g.: GG=G and
G%=G.

PDA may be considered equivalent to PLS-DA.
The only discrepancies are that: (i) in PDA the
eigenvectors are obtained from the covariance
matrix Z%Z by using the Jacobi or Householder
techniques [33], and in PLS-DA the eigenvectors
are sequentially obtained from the NIPALS al-
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gorithm; and (ii) in PDA the selection of the
optimum number of underlying factors may be
carried out by using various methods (including
cross-validation), and in PLS-DA the underlying
factors are only selected by cross-validation.

3. Performing PDA for classification purposes

One excellent feature of PT is that it enables
one to test target vectors (the columns of the Y
matrix) individually, that is

ŷj=Gyj (7)

These target vectors are column vectors whose
rows are 0 or 1 depending on the class member-
ship of the considered object (row). The elements
of the predicted values Y. j are rounded to the
nearest integer 0 or 1. To assess the performance
of the classification, the data are divided into the
training or the calibration set (Xcal, Ycal) and the
prediction, validation or test set (Xtest, Ytest). The
optimal number of factors, f, is selected according
to the cross-validation method, although it has
been pointed out [21] that this choice may be done
by minimization of the percent misclassification in
the calibration set. Once the suitable number of
factors is fixed, the projection matrix G is ob-
tained from the calibration set. The prediction of
the Y class membership matrices for both calibra-
tion and validation sets is as follows

Y. cal=GYcal (8)

Y. test=GYtest

The recalling rate (percent hits in the calibration
set) and prediction ability (percent hits in the
validation set) are evaluated after rounding of
predicted class membership matrices to the
nearest integer 0 or 1. PDA/PLS-DA can be
applied to data matrices with c\r like SIMCA,
where the feature selection preliminary step is not
needed.

4. Implementation and computational details

The new version of the HOLMES program

(HOLMES 98) presents the same implementation
as in its early version [17,18]. Computational de-
tails are also the same with the exception of some
alterations in three procedures: DATAIN, PRE-
PROCESS and TFA. In the updated version, the
user selects the procedure to be applied: TFA or
PDA. The two different pathways are monitored
in the different procedures by means of flags. The
procedure DATAIN enables one to build in se-
quence the data file (ASCII file). The first input
file is considered the calibration data set. In the
procedure PREPROCESS, the Z matrix is calcu-
lated and the covariance matrix Z%Z diagonalized.
The proper number of latent variables, f, is evalu-
ated from the procedure WOLD (cross-valida-
tion). Procedure REPX extracts both the scores
matrix, T (rxf), and the weight loadings matrix, P
(cxf). The calculation of the projection matrix G
and the prediction of the class memberships (cali-
bration set) are performed by procedure TFA.
The number of hits in each class is recorded. Then
the user can use a second file as a validation set
(which would be previously built with subroutine
DATAIN). Then the procedure TFA applies the
projection matrix G (obtained from the calibra-
tion data) to predict the class membership of the
validation set. Again, the number of hits in pre-
dicting the class membership is recorded. These
data are needed to establish the sensitivity and
specificity of the classification.

5. Features of HOLMES 98

HOLMES 98 allows the performance of factor
analysis, TFA, iterative target testing and PDA.
There are some commercialized programs that
carry out PLS such as UNSCRAMBLER® [34],
PARVUS [35] or the PLS-TOOLBOX for MAT-
LAB [36]. These packages however, cannot per-
form directly PLS-DA. Instead, the user must be
able to apply them in accord with theoretical or
conceptual dictates on pattern recognition. Within
the PDA/PLS-DA scope, HOLMES 98 could be
more suitable for beginners in these topics be-
cause it directly accomplishes the discrimination
analysis. Listing of HOLMES 98 are freely avail-
able from the authors upon request. The
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HOLMES 98 program (QuickBasic source file,
QuickBasic executable stand-alone file and some
data samples) as well as a short user guide is also
available via internet (contact by e-mail to
dgonza@cica.es or agonzale@cica.es).

6. Worked examples

To show how HOLMES 98 achieves PDA/
PLS-DA, two case studies have been taken from
the literature.

The first one is a subset of a well-known refer-
ence data set: the Italian olive oils of Forina et al.
[37–39], consisting of nine classes of olive oils
according to the geographic origin: North Apulia,
South Apulia, Calabria, Sicily, Inland Sardinia,
Coastal Sardinia, East Liguria, West Liguria, and
Umbria. The olive oils were featured by eight
descriptors, the content of the following fatty
acids: Palmitic, palmitoleic, stearic, oleic, linoleic,
eicosanoic, linolenic and eicosenoic. Following
[40–42], only the data corresponding to Calabria
and Sicily were considered because they are the
data that gave the most difficulties. Thus, the
studied subset contains 92 samples and eight
descriptors.

The second one is another reference data set
dealing with 19 variables measured on 40 winged
aphids (aleate adelges) caught in a light trap
[43,44]. The 19 descriptors featuring the winged
aphids are: body length, body width, fore-wing
length, hind-wing length, spiracles number, anten-
nal lengths (I to V modes), number of antennal
spines, tarsus length, tibia length, femur length,
rostrum length, ovipositor length, number of
ovipositor spines, anal fold, and number of hind-
wing hooks. For this set there are no predefined
classes and unsupervised pattern recognition will
be used to establish them.

For validation purposes, the studied data sets
were randomly divided into a calibration set and a
validation setj, each containing about 50% of the
cases of every class. Instead of considering as a
key feature of the classification performance the
recalling rate or the prediction ability, we will
consider the sensitivity and specificity for every
class against the universe. The sensitivity (SENS)

of a class corresponds to the rate of validation
objects belonging to the class that are correctly
classified. The specificity (SPEC) of a class corre-
sponds to the rate of validation objects not be-
longing to the class that are correctly considered
as belonging to a different class. This may be
explained in terms of first and second kind risks
associated with the prediction on the validation
set. The first kind of error (a) corresponds to the
probability of rejecting erroneously a member of
the class as non a member (false negative). The
second kind of error (b) corresponds to the prob-
ability of classifying erroneously non a member of
the class as a member (false positive). For a given
class (fractional scale): a=1−SENS and b=
1−SPEC.

To compare the results obtained from PDA,
another two very different in nature classification
methods have been applied as indicated above:
CMLDA [19] and BPNN [20]. For performing
CMLDA, the CSS:STATISTICA package from
StatSoft™ [45] and the SIGMAPLOT package
for WINDOWS were applied [46]. To carry out
BPNN, the program WinNN was used [47]. In the
following paragraphs, the results obtained by ap-
plying PDA on the two data sets using HOLMES
98 are discussed and compared with those ob-
tained using CMLDA and BPNN.

6.1. Oli6e oils data set

The projection of the objects onto the first two
principal components (PC1 and PC2) (Fig. 1)
gives an indication on the difficulty of discrimi-
nating the categories. According to [42] it may be
considered that the Sicilian oils are surrounding
the Calabrian ones. Once the calibration and vali-
dation sets together with the class membership
coding were prepared, PDA, CMLDA and BPNN
were applied.

When applying HOLMES 98, the number of
underlying factors obtained by cross validation
was three. The projection matrix, G, calculated
from the calibration set, was applied to the valida-
tion set to estimate its class membership.

CMLDA was applied to the same sets. The
class radii obtained from the calibration test were
2.056 and 2.075 for Sicily and Calabria, respec-
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Fig. 1. Scores plot of Calabrian (�) and Sicilian (�) oils of the first two principal components.

tively. The F-test was applied at a confidence level
of 95%.

Based on a preliminary study, BPNN was per-
formed with the following architecture: eight in-
put nodes plus bias, two output nodes (the two
classes) and one hidden layer containing one
node. Input values were normalized within −1
and 1. Outputs were normalized within 0–1. Ini-
tial weights were normalized between −0.1 and
0.1. The target error was set to 0.15. The sig-
moidal function was chosen as the transfer func-
tion. The training rate was set at h=0.2 and the
momentum at m=0.5. A maximum of 1000
epochs was selected for training.

The SENS and SPEC values of the two classes
(Sicily and Calabria) for the validation set were
calculated for every method and gathered in Table
1. These data will be analysed later, together with
the results corresponding to the aphids data set, in
the following paragraph.

6.2. Aphids data set

Considering that in the data set [44] no infor-
mation about the class memberships of the stud-

ied aphids is given, some procedures for
unsupervised learning pattern recognition were
considered for establishing categories. The inspec-
tion of the scores plot for the first two PCs
extracted from the whole data matrix by principal
component analysis (PCA), suggests that the
aphids (labelled from 1 to 40) seem to be assem-
bled into four groups, as can be observed in Fig.
2. To assess this statement, optimization parti-
tioning Cluster Analysis of samples was per-
formed based on the k-medioid approach [48].
The optimal number of clusters was selected to
give the maximum silhouette coefficient. In this

Table 1
Results for the olive oils data over the validation set

SPEC (%)SENS (%)CategoryPRIVATE
Method

PDA 83.3Sicily 92.8
Calabria 92.8 83.3
Sicily 85.7CMLDA 83.3

85.7 83.3Calabria
Sicily 96.4BPNN 94.4

94.496.4Calabria
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Fig. 2. Scores of the first and second principal components for the Aphids data set. C1 (�), C2 (
), C3 (�) and C4 (").

case, four clusters appear. The four clusters were
then assigned to classes C1, C2, C3 and C4 for the
sake of supervised pattern recognition. The class
membership of the aphids is indicated in Table 2.
Once the class membership of the objects was
established, the calibration and validation sets were
built.

HOLMES 98 was applied to perform PDA. By
using the cross-validation option of the program,
the number of underlying factors was set to 5. Once
the projection matrix G was calculated, it was
applied to the validation set to obtain the estimated
class membership.

CMLDA was also applied to the same sets. The
class radii obtained from the calibration test were

3.709, 3.910, 3.611, and 3.709 for C1, C2, C3 and
C4 classes, respectively. The F-test was applied at
a confidence level of 95%.

BPNN was performed with the following archi-
tecture: 19 input nodes plus bias, four output nodes
(the four categories) and one hidden layer contain-
ing three nodes. The remaining parameters are the
same as in the preceding case study.

Table 3
Results for the Aphids data over the validation set

PRIVATE SENS (%) SPEC (%)Category
Method

PDA C1 100 100
C2 100100
C3 100 92.9

100C4 85.7
100100CMLDA C1

C2 94.4100
C3 100100

100C4 100
C1BPNN 100 100
C2 100100

100100C3
C4 85.7 100

Table 2
Class membership of aphid data set

Aphids (labels)PRIVATE Class

C1 1, 2, 3, 4, 5, 6, 7, 8, 9, 10
C2 11, 12, 13, 14, 15
C3 16, 17, 18, 19, 20, 21, 22, 23, 24, 25,

26, 28, 29, 30
C4 27, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40
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The SENS and SPEC of classes C1–C4 (vali-
dation set) were calculated for each method and
are presented in Table 3.

As can be seen in Tables 1 and 3, PDA per-
forms quite well in the two selected data sets, and
the results produced by CMLDA and BPNN are
in good agreement with those obtained when us-
ing HOLMES 98. However, it should be noted
that specially from Table 1, BPNN gives better
results than PDA or CMLDA. This fact could be
explained by considering that neural networks
based algorithms are intrinsically nonlinear and
accordingly, classification problems due to non-
linear patterns will show much larger improve-
ments when using neural networks. In the case of
the olive data set, a linear separation between
classes was not found (Fig. 1) and therefore,
BPNN gives better results. A fairly linear separa-
tion is found, however, for the classes of the
aphids data set (Fig. 2), and then all methods
give comparable results [49].

7. Scope and limitations of PDA

PDA as was stated above is equivalent to PLS-
DA. The only difference is the way in which the
eigenvectors are obtained: simultaneously from
the Jacobi or Householder methods (PDA) or
sequentially from the NIPALS algorithm (PLS-
DA). No matter what approach is used, the find-
ings are the same. PDA have the normal
advantages of PLS, being able to handle many
and collinear X-variables, missing data in X and
noisy X-variables [21]. By selecting the significant
number of latent variables (underlying factors) by
cross-validation, one gets a projection onto a
hyperplane which constitutes the discriminant
space. The coordinates in this plane are the X-
scores which form predictors of the discriminant
function, ŷ. An interesting feature of PDA
derived thereof is that, like SIMCA [50,51], it can
be applied to data sets with more variables than
objects, c\r, without the need of a previous
feature selection step as in CMLDA [19] or
UNEQ [52]. As Varmuza pointed out in his su-
perb textbook [53]: If the number of patterns is r
and the dimension of the pattern space is d, then

the minimum requirement to be fulfilled to
achieve a correct class separation is r/d\3. In
PDA, as explained above, the discrimination is
performed not in the space of the c variables or
features but in a principal factor modelled dis-
criminant space whose dimension is given by the
number of underlying factors, d= f. Thus, even
for c\\r, the requirement r/d\3 is generally
accomplished. Accordingly, PDA can be used
when the number of X-variables in the data set is
higher than the number of objects, like in spectral
data or chromatographic profiles. It could be
extremely useful to process the data produced by
analytical techniques used for authentication pur-
poses, such as Fourier transform infrared spec-
troscopy, gas chromatography/mass spectrometry
or pyrolysis/mass spectrometry.

PDA, however, is a hard classification method
[54]; that is, objects are classified into one of a
number of defined classes, and consequently, out-
liers or multiclass membership cannot be consid-
ered. Nevertheless, since the X-scores in the
discriminant space are linear combinations of the
original scaled X-variables, they are approxi-
mately normally distributed, and hence can be
the basis for the decision rules similarly to linear
discriminant analysis (LDA). In addition, the X-
residuals could be used to calculate the distance
between new objects and the discriminant plane.
This distance can provides an additional diagnos-
tic in the detection outliers [21].

Theoretically PDA is prone to give some false
positives because PDA deals with an implicit
closed universe (because the Y variables have a
constant sum) and consequently, it ignores the
possibility of any strangers. The advantage of
PDA is, however, that working on this closed
universe, the method becomes more robust to
class inhomogeneities [55].

Finally, like LDA, PDA works well in cases
where the classes present inner similarities and
are well separated from each other (minimization
of the ratio of within classes sum of squares and
between classes sum of squares). Thus, when
dealing with data corresponding to non linear
classes distributions, PDA is not a good choice; it
should be more advisable to call on neural net-
works based algorithms for pattern recognition.
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8. Conclusion

PDA is equivalent to PLS-DA and exhibits the
same advantages and shortcomings. It may be
easily applied by using the program HOLMES 98,
which has been suitably adapted for this purpose.
It has been set up in a flexible interactive way for
easy use by beginners on the topics of pattern
recognition.
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Faculté Uni6ersitaire des Sciences Agronomiques, 2 Passage des Déportés, B-5030 Gembloux, Belgium
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Abstract

5-Vinyl-1,3-oxazolidine-2-thione (5-VOT) is a goitrogenic compound released by enzymatic degradation of pro-
goitrin, the most important glucosinolate occurring in rapeseed meal. This paper describes an analytical method for
determining the 5-VOT in complex matrices. The method proposed by Quinsac et al. [J. Assoc. Off. Anal. Chem.,
75(3) (1992) 529] has been improved by modification of the extraction conditions and the purification steps. The
extraction of 5-VOT is performed with hot acid buffer. The first purification step is achieved by solid-phase
chromatography (C18). The second purification step of 5-VOT is carried out by complexation with phenyl mercury
acetate in cyclohexane and, afterwards, by decomplexation using an aqueous solution of sodium thiosulfate. These
reactions move 5-VOT from an aqueous to an organic medium, and then back again to the aqueous phase. This
procedure ensures a high purification efficiency. The precise quantification of 5-VOT is completed in 12 min by
reverse-phase liquid chromatography (C18), using an isocratic elution with an ultraviolet detector and with synthetic
4,4-dimethyl-1,3-oxazolidine-2-thione as internal standard. Using this modified method, 5-VOT can be determined in
different matrices such as rapeseed meal, animal diets, muscle, several organs (thyroid, liver, kidney and lung) and
biological fluids (plasma and milk). The quantification limit of 5-VOT in the sample is of 1 ppb (1 mg kg−1), the
recovery rate of 5-VOT is about 90% and the repeatability is over 97%. © 1999 Elsevier Science B.V. All rights
reserved.

Keywords: 5-Vinyl-1,3-oxazolidine-2-thione; Analysis; Organs; Fluids

1. Introduction

Rapeseed is an important source of protein for
animal feed. Under the action of myrosinase, an

endogenous enzyme, or the action of the bacterial
flora in animals, the glucosinolates can be de-
graded giving some by-products exhibiting antinu-
tritional effects [1,2]. One of the most important
of these effects is due to 5-vinyl-1,3-oxazolidine-2-
thione (5-VOT), known as goitrin, the breakdown
product of progoitrin (2-hydroxybut-3-enylglu-
cosinolate) (Fig. 1). Its competition with thyroid

* Corresponding author. Tel.: +32-81-62-22-89; fax: +32-
81-62-22-27.
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Fig. 1. (a) Hydrolysis of progoitrin into 5-VOT; (b) synthetic internal standard, 4,4-DMOT.

hormones causes strong metabolic disturbances
[3], leading to the reduction of the zootechnic
performances [4]. It is transferred to serum, milk,
muscular tissues and to certain organs: liver, lung,
kidney and, mainly, thyroid.

Experiments performed on ruminants showed
that different levels of 5-VOT were found in bio-
logical fluids and tissues: from 3 to 8 mg kg−1 in
milk, 15–200 mg kg−1 in plasma, 80–250 mg kg−1

in urine [5], 70 mg kg−1 in thyroid and less than
0.5 mg kg−1 in liver or kidney [6].

Initially, 5-VOT found in plant extracts or milk
was isolated by two-dimensional paper chro-
matography and then quantified by ultraviolet
(UV) spectrometry [1,7]. Daxenbichler et al. [8]
and van Etten et al. [9] used gas chromatography
(GC), but the detection limits were insufficient for
accurate analysis in such physiological environ-
ments. In 1978, McLeod et al. [10] introduced the

high pressure liquid chromatography (HPLC)
technique in order to recover 5-VOT, prior to the
analysis of the butylheptafluoro derivative by gas
liquid chromatography (GLC) (electron capture
detection mode). One year later, Josefsson and
Akerström [11] and Benns et al. [12] quantified
5-VOT by normal phase HPLC after liquid ex-
traction. In 1982, 1984 and 1986, De Brabander
and Verbeke [5,6,13] used a very selective extrac-
tion technique. It consists of a complexation with
a mercuric compound, followed by GLC of the
derivative formed by the pentafluorobenzoyl chlo-
ride. In 1992, Quinsac et al. [14] quantified the
5-VOT obtained by complexation with phenyl
mercury acetate (PMA) using reverse-phase
HPLC.

Some authors who performed 5-VOT analyses
in physiological fluids [7,11,15] and tissues [6,15]
observed a loss of 5-VOT during extraction.
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Quinsac et al. [15] were convinced of the very fast
degradation of 5-VOT during extraction at room
temperature. The method proposed by these au-
thors [15] has been modified in order to reduce the
retention of 5-VOT in the biological matrices, to
avoid the occurrence of emulsion during the ex-
traction and to improve the purification proce-
dure reducing the pollution of PMA. The method
has been tested with samples of rapeseed meal,
animal diets containing 40% of rapeseed meal,
and with samples of liver, kidney, lung, muscle,
thyroid, plasma and milk from an ewe fed with
diets containing 40% of rapeseed meal.

2. Experimental

2.1. Apparatus

2.1.1. Liquid chromatograph
A model H.P. 1050 (Hewlett Packard, Atlanta,

GA, USA) equipped with a pump (model
9852AX), automatic injector (model 79855A) with
variable injection volume from 1 to 100 ml, spec-
trophotometric UV diode array detector (model
G1306AX) and membrane mobile phase degasser.
Software HPCHEM FOR HPLC (Rev. A.04.02.)
(Hewlett Packard).

2.1.2. Analytical chromatographic column
Lichrospher C18 endcapped 5 mm, 125×4 mm,

and Lichrospher C18 endcapped 5 mm, 4×4 mm
precolumn with Manucart connectors (Merck,
Darmstadt, Germany).

2.1.3. Solid-phase extraction system
Elution aspirating device 12 solid-phase extrac-

tion system (SPE) (Macherey Nagel, Düren, Ger-
many), 13×68 mm cartridges hand-packed with
2.5 g of C18 Chromabond-bonded silica, 40 mm,
(Macherey Nagel).

2.1.4. E6aporator
Reacti Vap evaporator, catalogue number

18780 (Pierce Chemical, Rockford, USA).

2.1.5. Centrifuge
5000 t min−1 BB VV (Jouan, Saint-Nazaire,

France), 16×100 mm glass tubes with Teflon-
coated screw caps (Sovirel).

2.2. Reagents

2.2.1. 5-VOT extraction
NaH2PO4 (UCB, Belgium) buffer, 100 mM, pH

2.5, methanol for chromatography (Alltech,
Laarne, Belgium).

2.2.2. 5-VOT purification by SPE
Methanol and acetonitrile for chromatography

(Alltech).

2.2.3. 5-VOT complexation–decomplexation
Na2HPO4 (UCB) buffer 50 mM, pH 9, 0.1 M

sodium thiosulfate (UCB) solution in distilled wa-
ter and saturated PMA (Sigma, St Louis, MI,
USA) in cyclohexane (UCB), which is prepared as
follows: heating 85 mg of PMA and 150 ml of
cyclohexane in a 250 ml flask at reflux for 30 min;
cooling; then passing the solution through a 0.45
mm Nylon filter (Gelman, Michigan, USA) and
storing in darkness at room temperature.

2.2.4. HPLC analysis
Acetonitrile for chromatography (Alltech) in

deionised water by a MilliQ system (Millipore
Corporation, Bedford, USA) 10:90 (v/v).

2.2.5. Standard solutions
5-VOT (National Physical Laboratory, Ted-

dington, UK) (145.21 g mol−1) at 100 mg l−1 in
distilled water, 4,4-dimethyl-1,3-oxazolidine-2-
thione (4,4-DMOT) (LCBA, Université d’Orléans,
France) (131.19 g mol−1) at 100 mg l−1 in dis-
tilled water. The 4,4-DMOT solution is diluted to
250 mg l−1 (1.906 mmol l−1). The ISTD, the
4,4-DMOT, has been synthesised by condensation
of CS2 on 2-amino-2-methyl-l-propanol in diox-
ane [16].

2.3. Sample preparation

Immediately after levy, the organs are frozen
and stored at −18°C. Before analysis, the sam-
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ples are thawed and blended in a baby-food mixer
(10 s for a 40 g sample) in order to obtain a
homogeneous paste.

2.4. 5-VOT extraction with acid buffer

The sample (3.0 g of liver, kidney, lung, muscle,
thyroid or 3.0 ml of plasma or milk) is placed in
a 16×100 mm glass tube with Teflon-coated
screw caps. After preheating for 1 min ina 85°C
water-bath, 4 ml of boiling phosphate buffer are
added. Then, 500 ml of the aqueous solution of
internal standard is added. The scattering of the
blended matrices is achieved by vigorous manual
shaking. The extract is kept in the water-bath for
10 min and stirred periodically with Vortex, then
cooled and centrifuged at 1000×g for 10 min.
The supernatant is transferred to a 15×100 mm
test tube. The extraction is repeated twice but
with 3 ml of phosphate buffer.

2.5. Purification with C18-bonded silica

Before use, the SPE cartridges are solvated with
3 ml of methanol and 2 ml of acetonitrile, then
washed with 20 ml of distilled water with special
care in order to prevent any air from entering.
The solution to be purified (about 10 ml) is placed
in the cartridge reservoir and then percolated. The
phase is rinsed with 2 ml of distilled water to
eliminate most of the polluting substances and
dried under aspiration for 1 min. The 5-VOT and
4,4-DMOT are finally eluted with 2 ml methanol/
acetonitrile 50:50 (v/v) (Fig. 2).

The eluate is placed in a 10 ml conic flask and
then evaporated to dryness with a rotating evapo-
rator under vacuum (40°C). The 5-VOT and the
4,4-DMOT are recovered with 2×1 ml of phos-
phate buffer, pH 9, and transferred to a 16×100
mm glass tube with Teflon-coated screw caps.
Selective extraction occurs by complexation and
decomplexation

The aqueous phase is transferred to a tube and
1 ml of saturated PMA solution is added. After
vigorous manual shaking for 1 min and centrifu-
gation for 5 min at 1000×g, the cyclohexanic
phase is transferred to a second 16×100 mm
glass tube with Teflon-coated screw caps. The

extraction is repeated. In this glass tube, 250 ml of
aqueous sodium thiosulfate solution is added. Af-
ter vigorous manual shaking (30 s) and centrifu-
gation for 5 min at 1000×g, the aqueous phase is
ready for HPLC analysis. If the concentration of
the 5-VOT in the sample is lower than 2.5 mg
kg−1, it is necessary to concentrate the extract to
120 ml by evaporation under a gentle stream of
nitrogen. By injecting 100 ml into the HPLC
column, the quantification limit of 1 mg kg−1 is
reached (S/N=4). A lower quantification limit
can be achieved by increasing the sample weight
(up to 5.0 g).

2.6. Chromatographic conditions

With a C18 chromatographic column and a 1 ml
min−1 flow in isocratic mode, the analysis is
performed in 12 min at 30°C. The compounds are
detected at 240 nm.

3. Results and discussion

Neither the freeze-drying of samples nor the use
of the Dangoumau grinder recommended by
Quinsac et al. [14] are necessary. The blender, a
baby-food mixer, is well adapted for fresh samples
of mass below 50 g and facilitates obtaining a
homogeneous paste. The blended samples are easy
to manipulate and have an important contact
surface with the buffer solution.

The homogenisation in the liquid medium used
by Quinsac et al. [14] for liver and thyroid is not,
therefore, required. The risks of emulsion with the
extraction solution are furthermore avoided. The
scattering of the matrices is easily achieved by
manual shaking.

The authors who carried out the analysis of the
physiological fluids [7,11,15] and tissues [6,15] ob-
served a limitation and thought about a very fast
degradation of the 5-VOT during extraction. By
performing sample extraction at 95°C, Quinsac et
al. [15] observed an improvement of extraction
efficiency and showed that the 5-VOT is ther-
mostable. They hypothesised the occurrence of an
enzyme able to degrade the 5-VOT in biologic
matrices such as liver. In fact, this problem cor-
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Fig. 2. Purification and concentration of 5-VOT aqueous solution (1 mg l−1) on a SPE column (2.5 g of C18-bonded silica, 40 mm).
(a) 5-VOT level in initial solution, (b) 5-VOT level in washing effluent (distilled water), (c) 5-VOT level in effluent, 50:50
methanol/acetonitrile. %, recovery of 5-VOT.

responds to the 5-VOT retention in complex
matrices.

The tests performed with samples of liver have
shown that, in order to avoid a stable emulsion
that can hinder recovery of the organic phase, the
pH of the extraction solution must be lower than
3. As the utilisation of an extraction cartridge of
bonded silica C18 at the first step of purification
imposes a pH equal to or higher than 2, we have
retained the value of pH 2.5. Moreover, the acidity

of the extraction medium limits solubilisation of
proteins and the raw extract remains clear. The
recovery rate of the extraction process attains 95%.

The aqueous extract contains impurities which
pollute the PMA during the extraction and greatly
limit the extraction of 5-VOT. It is necessary to
introduce a new purification step in the analytical
procedure. So, the raw extract is purified by SPE.
The 5-VOT and 4,4-DMOT are recovered in
higher concentration (Fig. 3).
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Fig. 3. Chromatogram of an aqueous standard solution of 4,4-DMOT and 5-VOT at 25 mg l−1, injection of 100 ml. For HPLC
conditions, see Section 2.

Some classic organic solvents
(dichloromethane, diethylique ether) were used by
several authors [4,7] for the 5-VOT extraction.
They are currently out of date because of their
poor selectivity. The second purification step of
the 5-VOT is based on the selective complexation

with a mercuric compound. The aqueous phase is
extracted by PMA in cyclohexanic medium. This
agent, a particularly powerful complexant, has
been previously used [5,6,13–15] to analyse bio-
logical samples. The PMA forms with the 5-VOT,
at basic pH, a cyclohexane soluble complex.
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The sodium thiosulfate has a strong capacity to
form complexes with mercury and release the
5-VOT from PMA in the aqueous phase. This
transfer between phases of very different polarities
ensures the very high selectivity of the extraction.
Using a small volume of thiosulfate solution, the
5-VOT is concentrated in the aqueous phase.

The 5-VOT analysis is achieved using HPLC
with an UV detector. As the solution to be
analysed contains only a few compounds to be
separated (4,4-DMOT, 5-VOT and thiosulfate), a
very fast analysis in the isocratic mode is feasible.
With a C18 column rather than a C8 column [14]
and a 1 ml min−1 flow rate, the analysis is
completed in 12 min. The retention times of
4,4-DMOT and 5-VOT are, respectively, 8.8 and
10.2 min.

The recovery rates are calculated with samples
spiked with 10 mg kg−1 5-VOT. They reach 90%
(Table 1). The PMA extraction leads to a high
selectivity. The method is accurate: the repeatabi-
lity calculated with samples of ewe muscle is
improved to 97% and the reproducibility intra-
laboratory is over 94%. The method shows a good
linearity between 1 and 2000 mg kg−1 with a
correlation factor of 0.998. The low detection
limit of this analysis (0.05 ng into the column) is

due to the strong absorption of 5-VOT in the UV
(o240=16 000 l mol− l cm− l) and the quantifica-
tion limit in the sample has been decreased down
to 1 mg kg−1 (0.2 ng injected, S/N=4). The
efficiency of the extraction and the purification
steps, and the use of an adapted internal standard
allows us to obtain a rugged method.

The method described herein facilitates the
analysis of various complex matrices: rapeseed
meal, animal diets containing 40% of rapeseed
meal and biologic samples such as liver, kidney,
lung, muscle, thyroid, plasma and milk from an
ewe fed with diets containing 40% of rapeseed
meal (Table 1).

4. Conclusion

With this method, the 5-VOT stemming from
the most important glucosinolate found in rape-
seed, can be analysed at ppb (1 mg kg−1) level.
The marked improvement of 5-VOT extraction
from organs and biologic fluids shows the impor-
tance of sample preparation and extraction condi-
tions. Moreover, the analyses reveal the
occurrence of 5-VOT in rapeseed meal, diets,
plasma, milk and some target organs from an ewe
fed with diets containing 40% of rapeseed meal.

This type of dosage, thanks to its high sensitiv-
ity, can also be used for experimentation on small
animals. The simplicity of the material and the
absence of derivation reagents make it accessible
to all laboratories.
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Table 1
5-VOT values obtained for various samples before and after
addition of 1 ml of a 5-VOT solution at 30 mg l−1 (n=3)

Matrix 5-VOT level (mg kg−1) Recovery rate (%)

Before After

Vegetal
9353.944.6Rapeseed meal

25.3 34.4 91Diets (40% rape-
seed meal)

Biologic tissues
4.3Liver 13.3 90
4.6Kidney 13.8 92

Lung 5.2 14.5 93
15.6 93Muscle 6.3
35.1 90Thyroid 26.1

Biologic fluids
5.9Plasma 15.2 93

9121.412.3Milk
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Abstract

Response surface and simplex methods were used for optimizing the determination of total sulfur present in
gaseous samples using a quartz crystal microbalance. The optimization methodology increased the analytical signal
from three to five times. The simplex method showed the highest efficiency in the search for the maximum sensor
response. However, the response surface allows ranking the variables according to their effects and highlights the
existence of a plateau in the optimal region. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Simplex; Response surface; Optimization; Quartz crystal microbalance

1. Introduction

Sulfur compounds are widespread in the envi-
ronment, and, mainly due to their notorious odor,
may cause adverse effects in air quality mainly in
the vicinity of landfills, pulp and paper mills, and
sewage treatment plants. Due to increasing con-
cern about the quality of the environment, there is
a great need for methods easily applied to the
monitoring of such compounds. Gas chromatog-
raphy with flame photometric detection has been
one of the methods used for determination of
these compounds [1–4]. Abdallahi et al. [5] used a

Raney nickel wet chemical method for the deter-
mination of trace amounts of sulfur in naphthas,
and Von Wandruszka et al. [6] used cathodic
square wave stripping voltammetry for monitor-
ing sulfur species.

In this work the analytical method proposed to
detect and quantify sulfur compounds present in
gaseous samples, is based on an oxidative com-
bustion process, followed by detection of SO2

with a piezoelectric quartz crystal [7]. In order to
obtain high sensitivity to levels in the microgram
range existing in some emissions, an optimization
of the analytical conditions was performed with
two different approaches: experimental design and
simplex method.* Corresponding author.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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Fig. 1. Experimental apparatus: B, bath; C, column with desiccant (MgClO4); G, gas proportioner; F, frequency meter; I, injection
cell; O, oscillator; P, power supply; R, reaction cell.

2. Experimental

The experimental apparatus is shown in Fig. 1.
A 100.00 cm3 volume of working mercury solu-
tion was prepared from two stock solutions:
HNO3 0.1 mol dm3 and HgNO3 H2O 0.01 mol
dm3 (in HNO3 0.01 mol dm3). An aliquot of 10.00
cm3 was taken from the working mercury solution
and introduced into the reaction cell. Due to the
disproportionation of mercury, the Hg(0) amalga-
mates onto the gold electrodes of the piezoelectric
sensor, and a frequency decrease is observed. As
soon as the frequency stabilized, 1.0×10−6 dm3

of ethanethiol (43.35×10−5 g sulfur) was injected
into the injection cell and was then carried by a
mixture of nitrogen and oxygen (controlled with a
gas proportioner) flowing into the quartz coil
placed inside the furnace. After the oxidative
combustion, the resulting SO2 flows into the reac-
tion cell and reacts with the Hg(I) solution. The
SO2 promotes mercury disproportionation, more
Hg(0) is produced, and a new frequency decrease
is observed, which is proportional to the mass of
SO2 generated and to the amount of sulfur com-
pound injected. For safety reasons, there are two
traps: one with sodium hypochloride and another

with potassium permanganate, for the sulfur com-
pounds and Hg(0), respectively.

Among the possible parameters that control the
combustion process, the main ones are the oxygen
and nitrogen flows, and furnace temperature.
Temperature in the reaction cell, nitric acid and
mercury(I) nitrate concentration are another three
parameters that should be taken into account.
The optimisation methodology based on response
surface analysis of data obtained from experimen-
tal design was closely followed according to the
software Unscrambler by Camo A/S [8]. The sim-
plex method was performed according to the soft-
ware designed and developed by Multisimplex [9].

3. Results and discussion

Since there are six design variables in the ana-
lytical process a full factorial design would require
a total of 64 experiments. In order to save on the
number of experiments without risking the opti-
mization objective, a fractional factorial design
26–2 (resolution IV) with two center samples was
performed. The design variables Tfurnace (tem-
perature of furnace), OxygFlow (oxygen flow),
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Table 1
Results obtained for the full set of experiments following experimental design procedures

Dfreq (Hz)TotalFlowHgVolumeExperiment OxygFlowAcidVolume Tbath (°C) Tfurnace (°C)
number (cm3) (cm3 min−1)(cm3) (cm3 min−1)

25.0 21 0.10 1.0 20.0 700 10.0
142525.020.02 7001.0 1.0 20.0

20.0 55.03 0.10 5.0 20.0 700 34
10.0 55.04 1.0 5.0 20.0 700 2

55.020.0 13595 7000.10 1.0 35.0
55.0 105816 1.0 1.0 35.0 700 10.0

63825.010.07 7000.10 5.0 35.0
20.0 25.08 1.0 5.0 35.0 700 1400
10.0 55.09 0.10 1.0 20.0 1000 293

87220.0 55.010 10001.0 1.0 20.0
1000 20.0 25.0 11411 0.10 5.0 20.0

320525.010.012 10001.0 5.0 20.0
20.0 25.013 0.10 1.0 35.0 1000 1066
10.0 25.014 1.0 1.0 35.0 1000 473

37210.0 55.015 10000.10 5.0 35.0
55.0 1248716 1.0 5.0 35.0 1000 20.0

83440.015.017 8500.55 3.0 27.5
15.0 40.018 0.55 3.0 27.5 850 833
15.0 40.019 0.00 5.0 27.5 1000 0

1344915.0 40.020 10001.10 5.0 27.5
1000 15.0 40.0 129921 0.55 5.0 18.3

1274140.015.022 10000.55 5.0 36.7
8.85 40.023 0.55 5.0 27.5 1000 10576
21.2 40.024 0.55 5.0 27.5 1000 11759

21.615.0 606525 10000.55 5.0 27.5
1000 15.0 58.5 498126 0.55 5.0 27.5

1208940.015.027 10000.55 5.0 27.5
15.0 40.028 0.55 5.0 27.5 1000 12110
15.0 40.029 0.55 5.0 27.5 1000 12050

1203515.0 40.030 10000.55 5.0 27.5
1000 15.0 40.0 1200831 0.55 5.0 27.5

AcidVolume (volume of nitric acid used in the
preparation of the working mercury solution),
HgVolume (volume of mercury(I) solution used in
the preparation of the working mercury solution),
Tbath (temperature of bath) and TotalFlow (sum
of oxygen and nitrogen flows) defined an initial
set of 18 experiments. Table 1 shows these results
obtained for the 18 experiments. The analysis of
effects [8] showed that all six design variables and
respective second order interactions have a signifi-
cant influence (P-valueB0.005) on the response
variable (frequency decrease). Fig. 2 shows the
normal probability plot of effects, where it can be
observed that Tfurnace, OxygFlow and AcidVol-
ume are likely to have similar main effects, but

not very significant. Only the variables HgVol-
ume, Tbath and TotalFlow have significant main
effects and/or interactions. Since those interac-
tions are confounded, the design was extended in
order to see which interactions are really signifi-
cant. Some doubt may remain regarding the inter-
action effects AB and CE, which are confounded
in this particular design. Since the effect of Acid-
Volume (variable B) is easier to predict (the more
nitric acid added the higher the response), the
OxygFlow (variable E) is kept for the new set of
experiments. AcidVolume variable was fixed at
5.00 cm3 and Tfurnace at 1000°C (since the quartz
coil temperature cannot be higher than 1050°C).
The new design was obtained by deleting variables
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Fig. 2. Normal probability plot of the effects for the initial set of 18 experiments.

AcidVolume and Tfurnace, and extending the re-
maining part to a central composite design with
new seven center samples. Table 1 also contain
the results of these additional 13 experiments, and
Fig. 3 shows the normal probability plot of the
effects for the full set of 31 experiments. Assum-
ing a full quadratic centered model, the response
surface allows the estimation of the optimum for
HgVolume of 0.88 cm3, Tbath of 32.9°C,
OxygFlow of 12.3 cm3 min−1 and TotalFlow of
46.2 cm3 min−1. The predicted value for the
response at the optimum value is 11 070 Hz. Fig.
4 shows the response in terms of Tbath (new
variable B) and HgVolume (new variable A) and
it highlights the featureless aspect of the response
surface without a well-defined peak in the opti-
mum region. In fact, the region of the optimum is
rather flat which complicates the search for opti-
mum of the optimization procedure.

The simplex method was applied to the same
variables, and the values of the initial simplex
were generated from the ones reported by Sulei-
man and Guilbault [7]. Fig. 5 shows the evolution
of the response (frequency decrease) and the vari-
ables along trials defined by the simplex method.
The evolution of the variables confirms the exis-

tence of a response domain without important
features: small increasing trend in response for a
relatively large combination of variables. A very
well stabilized response was reached at experiment
30, which includes four re-evaluations. The last
two responses of the simplex evolution (experi-
ments 29 and 30) were averaged, and optimum
values were obtained for HgVolume of 0.54 cm3,
Tbath of 34.3°C, OxygFlow of 20.2 cm3 min−1,
TotalFlow of 50.5 cm3 min−1, AcidVolume of
3.64 cm3 and Tfurnace of 992°C with a predicted
response value of 16 500 Hz.

The differences between the two optimal sets of
conditions found by two different optimization
procedures, can be attributed to the response
domain which, besides showing a rather complex
six-dimensional variable space, may also be a
hypersurface without a well-defined maximum,
and only with a plateau where different combina-
tions of variables give similar values for the
response.

Fig. 6 shows the results of experiments per-
formed with another sensor for the conditions
before and after optimization. Before optimiza-
tion, the frequency decrease obtained for an injec-
tion of 1.00×10−6 dm3 of ethanethiol
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Fig. 3. Normal probability plot of the effects for the full set of 31 experiments.

Fig. 4. Surface response in terms of Hg volume (new variable A) and bath temperature (new variable B).

(43.55×10−5 g of sulfur) was 3700 Hz for the
following conditions [7]: HgVolume of 0.40 cm3,
Tbath of 27.0°C, OxygFlow of 20.0 cm3 and
TotalFlow of 55.0 cm3 min−1, AcidVolume of 2.5

cm3 min−1 and Tfurnace of 950°C. Frequency
decrease for the same injection was 17 050 and
12 052 Hz for simplex optimization and experi-
mental design optimization, respectively.
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Fig. 5. Evolution of the response and variables with the trials defined by the simplex method.

After the optimization the analytical signal was
increased from three to five times which allows

the monitoring of sulfur compounds at the micro-
gram level.
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Fig. 6. Response of a QCM for conditions before and after both optimisation methods.
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Abstract

Flow injection dialysis (FID) coupling with ion chromatography (IC) is proposed for simultaneous determination
of some anions (bromide, chloride, fluoride, nitrate, nitrite, phosphate and sulfate). A standard or sample containing
the anions is injected into a donor stream of a mixture (0.022 M Na2CO3 and 0.028 M NaHCO3) flowing into a
dialysis cell. The bolus of the dialysate containing the anions, in the acceptor stream of water, flows to the IC
injection valve where a portion of the bolus is injected into the IC and analysed under normal IC conditions, with
a conductivity detector. FID provides on-line separation and dilution of the analytes from matrix especially from
some species such as proteins, surfactant, particulates which may cause damage to the IC columns. Prolongation of
life-time of the IC columns is an additional advantage to others which will be discussed. On-line dialysis–IC was also
investigated. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Flow injection dialysis; On-line dialysis; Ion chromatography; Anion analysis

1. Introduction

Flow injection analysis (FIA) originated as a
method for rapid assays [1,2] and later also served
to introduce the sample into a detector. FIA
could be used for and to enhance pretreatment
steps [3]. FIA systems with on-line sample pre-
treatment are very beneficial [4–6]. These include,

for example, column [7,8], gas diffusion [9,10] and
solvent extraction [11]. On-line dialysis could be
incorporated with an FIA system to separate ana-
lytes from complicate matrices and provide dilu-
tion of analytes prior to the determination step
[3,12] such as the determination of phosphate and
chloride in blood serum [12] or chloride in milk
samples [13]. Recently on-line dialysis has been
applied to capillary electrophoresis [14].

FIA is now a tool to perform chemistry more
efficiently. Various detection systems have been
applied to FIA, although most are spectrophoto-
metric, some use FIA for efficient sample intro-
duction (such as AAS, ICP-AES, ICP-MS, ISE).

� Presented at the Ninth International Conference on Flow
Injection Analysis, Seattle, WA, USA, August 23–27, 1998.
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FIA systems with detection techniques such as
electrochemical [12,15], fluorometric [16], chemilu-
minescence and bioluminescence [17], radiometric
[18] and even visual [19] have been reported. FIA
has been applied to chromatography e.g. post-
column derivative techniques such as a recent
report on the determination of condensed phos-
phates [20].

In the present work, attempts have been made
to couple flow injection dialysis (FID) with ion
chromatography (IC), for sample cleaning or pre-
treatment, for on-line separation and on-line dilu-
tion of some anions prior to their determination
using an IC. An additional advantage of prolong-
ing the life-time of the IC column would also be
gained.

2. Experimental

2.1. Chemicals, solutions and samples

All chemicals were of analytical grade. Deion-
ized water was used throughout. Inorganic anion
stock solutions of 1000 mg l−1 were prepared
from corresponding sodium salts except for phos-
phate and sulfate where potassium dihydrogen
phosphate and potassium sulfate, respectively
were used.

Standard solutions of each anion were prepared
by appropriate dilution of the stock solutions. A
mixed standard solution was obtained by mixing

the standard of each component with appropriate
concentration.

The eluent for IC was prepared by mixing
sodium hydrogen carbonate (0.44 M, 5 ml) with
sodium carbonate (0.14 M, 20 ml) and diluting to
a volume of 1 l. Stock solution of the former was
prepared by dissolving 36.96 g NaHCO3 (Merck)
in water then making up to 1 l while for the latter
by dissolving 14.84 g Na2CO3 (Merck) in 1 l. The
eluent was degassed using an ultrasonic bath be-
fore use.

2.2. Dialysis cell

The dialysis cell used is depicted in Fig. 1. Two
symmetric acrylic blocks, engraved for groove-
path of solution, sandwich a sheet of dialysis
membrane, commercially available as a wrapping
foil (Somchai, Thailand).

2.3. Ion chromatograph

A Lachat Ion Chromatograph (Quik Chem
8000) was used including anion guard column
(P/N 28085), anion separation column (Lachat
EPA 300 A (P/N 28084)), suppressor column
(Lachat P/N 28097), and conductivity detector
(Lachat P/N A28982).

Recommended conditions (Quik Chem Method
10-510-00-1-A) were followed [21]. Lachat Om-
nion IC software was also used. A sample (200 ml)
was loaded and injected via a six-port injection
valve (ICV1). With the eluent (a mixture of 0.0022
M NaHCO3 and 0.0028 M Na2CO3), it passed
through the guard and separation columns and
entered a suppressor column, sitting in a 10-port
valve (ICV2), then to the conductivity detector.
The suppressor was automatically regenerated (by
0.25 M H2SO4 regenerant) via a switching valve
(ICV2) while loading the sample at the injection
valve (ICV1).

2.4. On-line dialysis–IC

The on-line dialysis–IC manifold is depicted in
Fig. 2. A standard/sample is merged with a
modifier stream passing through a mixing coil
before entering into the dialysis unit. DialysateFig. 1. Acrylic dialysis unit (membrane not shown).
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Fig. 2. Manifold for on-line dialysis–ion chromatography (see text).

Fig. 3. Manifold for flow injection dialysis–ion chromatography (FID-IC) (see text).

permeates into the acceptor stream which then
flows into an injection valve and is analysed by
the IC (Fig. 2).

2.5. Flow injection dialysis (FID)–IC

Fig. 3 depicts the FID–IC manifold. FID is
operated manually while the IC is manipulated
via the Omnion software. Standard/sample (185
ml) is injected via an injection valve (FIV1,
FIAlab-2000, Alitea) into a stream of donor/
modifier, flowing through a mixing coil and the
dialysis unit. The species of interest permeates to
the acceptor stream. The dialysate bolus then
flows to the IC injection valve (ICV1) where it is
injected into the IC to be analysed. The two
valves are operated under a timer control as indi-
cated in Fig. 4. A standard/sample is injected into
the FID by the valve, FIV1; 115 s after the
injection at the valve, FIV1, the bolus of the
dialysate containing the species of interest will
reach the valve, ICV1 and at this moment the

valve, ICV1 is switched on; the dialysate flows
into the sample loop, at this position for 70 s (200
ml loop); then further automatically operated via
the Omnion software, i.e. starting by switching
the valve ICV1 into injection position and the
valve, ICV2 to start the suppression process. Re-
generating the suppressor takes place at the same
time as sample loading. The IC data acquisition is
made by the Omnion software and can be evalu-
ated either by the software or manually.

Fig. 4. Schematic diagram timer control for operation of
valves in the FID–IC system.
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Table 1
Effect of analyte concentration on % dialysis in on-line dialysis–IC (Fig. 2)

% dialysis @ analyte concentration (mg l−1)Analyte

Mean % RSD5 10 15 20 25

(a) Modifier: H2O
4.1 3.3 3.8 10.2F− 3.4 3.9 4.1

22.35.94.3Cl− 5.37.8 6.3 5.6
6.2 15.0NO2

− 4.9 5.9 7.0 7.1 5.9
17.95.55.4NO3

− 6.54.0 5.4 6.3
1.8 1.4 1.6PO4

3− 20.41.1 1.8 1.8
48.31.2SO4

2− 1.73.0 1.01.7 1.4

(b) Modifier: 0.01 M NaCl
11.69.48.5F− 8.911.0 8.5 9.9

10.5 10.8 10.6 3.8Cl− 10.1 10.3 11.1
9.7 11.111.0NO2

− 9.68.1 9.5 10.1
10.1 11.2 10.2NO3

− 9.2 7.410.1 10.6
4.0 3.6PO4

3− 3.1 3.8 4.0 3.3 10.8
21.63.22.6SO4

2− 4.3 2.83.3 3.0

(c) Modifier: 20× eluent (0.044 M NaHCO3+0.056 M Na2CO3)
8.98.49.1F− –7.6 – 8.5

– 12.4 12.6 6.5Cl− 13.5 – 11.9
5.715.416.1NO2

− –14.4 – 15.7
14.9 14.0NO3

− 12.8 – 14.4 7.8–
6.45.65.8PO4

3− –5.2 – 5.8
– 6.4 7.0 13.3SO4

2− 8.1 – 6.6

2.6. Separation of species which possibly causes
damage to IC columns

Using on-line dialysis–IC under optimum con-
ditions, separation of species which may damage
the IC column was investigated.

Surfactant sodium dodecyl sulfate (SDS, Fluka)
(100 mg l−1) was on-line dialysed. Fractions of
the dialysate were collected and were analysed
off-line using the standard methylene blue single
extraction method [22]. The % dialysis was then
estimated.

For proteins, fresh milk was tested, available
from the local market and labelled as having
0.34% protein content. Fractions of the dialysate
obtained from the on-line manifold were
analysed, off-line by the biuret method [23]. Simi-
larly albumin bovine (Sigma, St Louis, MO) (20
mg l−1) was tried. The % dialysis in both cases
was evaluated.

Particle slurry of silica gel (particle sizes B10
mm) was present in the sample line (Fig. 2). Con-

tinuous monitoring was made for turbidity by
setting the spectrophotometric detector at 520 nm.

3. Results and discussion

3.1. On-line dialysis–IC

Using the flow system described in Fig. 2, water
was first used for both the modifier and acceptor
streams. A mixture of seven anion standards re-
sulted in a chromatogram with retention times the
same as those directly (normal) injected into the
IC: fluoride, chloride, nitrite, bromide, nitrate,
phosphate and sulfate; 2.35, 3.25, 3.90, 5.27, 6.17,
8.58, and 10.43 min which agree with those re-
ported previously [21]. Table 1 indicates the effect
of analyte concentrations on % dialysis (defined as
the percentage of the ratio of the concentration
(mg l−1) found to the analytical concentration).
In general, % dialysis could not be well controlled
when using water compared to 0.01 M NaCl and
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Table 2
Effect of ionic strength, adjusted by sodium chloride of various concentrations, on % dialysis

Analytea % dialysis @ [NaCl] in modifier stream (M)

0.04 % RSDMean0.050b 0.005 0.01 0.02 0.03

8.1 7.8 7.5F− 6.6 7.4 7.6 7.8 6.97.0
15.89.88.4Cl− 8.3 8.912.1 11.6 10.2 9.0

8.5 7.4 9.3NO2
− 13.010.2 10.5 10.3 9.7 8.3

6.511.411.6Br− 10.6 12.111.6 11.8 11.9 10.1
2.0 1.9 1.9NO3

− 1.8 1.9 2.0 4.72.0 1.8
15.53.64.1PO4

3− 2.6 4.33.3 3.5 3.7 3.7
3.8 3.7 3.1SO4

2− 2.1 2.7 19.42.9 3.4 3.0

a A mixture (concentration 50 mg l−1 each of F−, Cl−, Br−, PO4
3− and SO4

2−; 25 mg l−1 each of NO2
− and NO3

−).
b Water.

the solution of the 20 times concentrations of the
eluent mixture, (the highest % RSD in Table 1(a)
compared to Table 1(b)Table 1(c) respectively).

This could be due to the effect of ionic strength
on the dialysis mechanism. The mixture of 0.044
M NaHCO3 and 0.056 M Na2CO3 having the

Table 3
Calibration graphs

Anion Detection limita (mg l−1)Linear equation (y=ax+b) r2 Range (mg l−1)

a b n

(a) Con6entional IC
1.08×107 5 0.999 0.05–5 0.12F− −5.39×105

0.999 0.5–50 0.595Cl− −1.49×1067.29×106

0.999 0.05–5 0.09NO2
− 1.51×107 −8.48×105 5

0.999 0.05–5 0.0552.24×106 −5.30×104Br−

51.38×107 0.999 0.05–5 0.12−6.79×105NO3
−

PO4
3− 0.9999.09×105 0.05–5 0.08−1.42×104 5

0.997 1–100 4.55−2.84×106SO4
2− 5.20×106

(b) On-line dialysis–IC
0.999F− 5–259.79×104 2.59−1.82×105 3
0.999 5–25 2.7731.02×106 −1.27×106Cl−

32.26×106 0.999 5–25 2.19−2.56×106NO2
−

–– – – ––Br−

0.999 5–25 1.493NO3
− −4.24×1054.17×105

0.999 5–25PO4
3− 0.975.59×104 −3.45×104 3

0.999 5–25 −3SO4
2− 6.74×105 −4.41×105

(c) FID–IC
−1.32×105 5 0.999 1–50 1.003.08×105F−

−1.93×105 5 0.999 1–50 1.082.87×105Cl−

0.999 1–50 0.915NO2
− −3.15×1056.44×105

Br− 0.9991.19×105 1–50 1.59−1.59×105 5
0.999 1–50 2.2351.41×105 −1.99×105NO3

−

51.01×104 0.999 1–50 0.37−1.02×104PO4
3−

6.64×104 5 0.999 1–50 0.91SO4
2− 3.46×104

a 3× standard deviation of the blank signals, estimated from the y-intercept [24].
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Fig. 5. Chromatograms of anions obtained by (a) conventional IC, (b) on-line dialysis–IC and (c) FID–IC.

highest ionic strength was found to be best, al-
though ionic strength could be adjusted by using
NaCl of various concentrations (Table 2) but
chloride could not be analysed and the large
chloride peak would also affect the neighboring
peaks. Table 3 shows calibration graphs for the
analytes when using the mixture of 0.044 M
NaHCO3 and 0.056 M Na2CO3.

3.2. Flow injection dialysis (FID)–IC

As found in the on-line dialysis–IC system, a
mixture of 0.022 M NaHCO3 and 0.028 M
Na2CO3 (resulting from a stream of 0.044 M
NaHCO3 and 0.056 M Na2CO3 merging with
equal flow rate of sample line becoming the donor
of the dialysis unit) was satisfactory. This mixture
was used as the donor stream (Fig. 3), although
both sets of concentrations yielded the same sets
of slopes of calibration graphs. Fig. 5 represents

chromatograms obtained by FID–IC together
with those obtained by on-line dialysis–IC and
those by conventional IC. Linear equations for
calibration graphs of the anions are described in
Table 3. FID–IC offers at least 10 times dilution
which can be operated on-line with very good
reproducibility (r2 becoming unity). Analysis of
the anions can be performed in a wider range of
concentrations.

3.3. Separation of species which possibly causes
damage to IC columns

Under optimum conditions for on-line dialysis–
IC, with SDS (100 mg l−1) chosen as a represen-
tative surfactant, only 0.8% dialysis was found;
less than 0.5% dialysis of proteins was obtained
from both the test species (fresh milk of 0.34%
protein content and the albumin bovine (20 mg
l−1)). For the silica gel as test species for particu-
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lates (sizes of B1 mm), no signal different from
the baseline was observed in the continuous tur-
bidity monitoring.

It could also be concluded that under the condi-
tions for the proposed FID–IC system, the anions
of interest can be separated from the test surfac-
tant, proteins and particulates which will not en-
ter into the IC system. The life-time of IC
columns which are usually expensive will be pro-
longed. This will be beneficial when analysing
dirty samples such as natural water or waste
water.

3.4. Analysis of real samples

Application of the proposed FID method was
demonstrated by analysing natural water samples.
Results (Table 4) obtained agree with those ob-
tained by standard methods.

4. Conclusion

This work proposes flow injection dialysis for a
simple on-line sample pretreatment for analysis of
some anions (bromide, chloride, fluoride, nitrate,
nitrite, phosphate and sulfate) by using ion chro-
matography (IC). FID offers simple on-line sepa-
ration and on-line dilution of a sample for
simultaneous analysis and determination. Under
the proposed conditions, FID separates the an-
ions of interest from the test proteins, surfactant
and particulates leading preventing possible dam-
age to the IC columns. The life-time of the
column is then prolonged, especially when
analysing dirty samples such as natural or waste
water. Possible clogging effects on IC or on-line
dialysis–IC procedures will be eliminated by ap-
plying FID. A wider range of concentrations can
be obtained and with high reproducibility. Com-
pared to on-line dialysis–IC, FID–IC needs a

Fig. 5. (Continued)
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Fig. 5. (Continued)

Table 4
Analysis of natural water samplesa

Concentration found (mg l−1) forMethodSample

SO4
2−PO4

3−Br− NO3
−F− Cl− NO2

−

ND 0.4 ND 981. Wanpen FID–IC 12.0 15.3 ND
100–NDREF –11.0 17.0 ND

ND ND ND2. Saha NDFID–IC 0.8 7.1 ND
ND–NDREF –0.8 7.6 ND

ND ND ND3. Maekeun FID–IC 1.4 9.3 25.7ND
20.5–0.1REF –1.3 8.8 ND

ND ND ND4. Pipat 4.4FID–IC 0.5 15.7 ND
– 3.00.1REF –0.5 14.8 ND

0.3 ND5. MaeJam FID–IC 1.9 7.3 0.7 944ND
1157––REF –– – –

0.4 ND6. MaeLai FID–IC 1.8 8.3 0.7 1005ND
– –REF – – – 1371–

a REF, reference methods [22]; ND, not detected; –, not determined.
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much smaller sample volume (only ml order for
FID–IC). The time for changing over from one
sample to another in FID–IC is very short but
would be more than 5 min for on-line dialysis–
IC. For the former, total analysis time including
separation and dilution is equal to the time for IC
operation, but not for the latter which is much
longer.

Investigations of FID–IC for the analysis of
some cations and some other anions for samples
with complicated matrices or high ionic strength
such as waste water are now in progress.
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Book Review

Multilingual Dictionary of Analytical Terms by
R.A. Chalmers, Blackwell, Oxford, 1994. Ix+275
pp. £42.50. ISBN 0-86542-859-X

Earlier attempts to produce a multi-lingual dic-
tionary of chemistry have not been particularly
successful, and the reason lies in the need to
understand completely the context before an indi-
vidual word can be translated correctly. A big
step forward was taken in the production of an
EC sponsored multi-lingual dictionary of the
North Sea oil industry, in which drawings were
accompanied by short textual passages to give the
correct meaning and the context in which words
could be used.

This remarkable book, which deals only with
the area of analytical chemistry, strives to achieve
accuracy first by referring back to the two edi-
tions of the IUPAC ‘Orange Book’ a Compendium
of Analytical Nomenclature, in which terms are
defined, sometimes with additional commentary,
so that context is always clear, and secondly, by
giving a very full collection of terms—root words
followed by phrases, such as precision followed by
precision of a weighing. The reader will learn to
think analytically in using this listing, because

internal standard is listed as such and not under
standard. Further, standard itself is too general
and is not listed, but instead we have collection of
specific terms—standard deviation, standard so-
lution, standard substance and so on.

The cross-referencing between the languages by
way of a 2619×7 matrix of numbers seems at
first a little unfriendly, but it does work, and
anyway, could you think of a better way? Bed-
time reading it is not, but a significant improve-
ment over earlier attempts at a multilingual
dictionary it most certainly is. Bob Chalmers, who
has painstakingly assembled the endless pages of
columns of words with corresponding columns of
figures and managed not to get them all mixed up,
must surely be congratulated on his work. The
book is unique and will probably remain so—but
buy your copy while it is available.

I. Marr
Chemistry Department,

Aberdeen Uni6ersity,
Meston Walk,

Aberdeen,
AB24 3UE,

Scotland, UK

.
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Book Review

Trends in Analytical Chemistry, Reference Edition,
Volume 15, 1996. Elsevier, Amsterdam, 1996, x+
677+S190pp. ISSN 0167-2940.

Once again I count myself lucky to be the
recipient of a review copy of this volume. The
reference editions are a mine of information about
recent instrument developments, new techniques
and applications. As usual the articles are written
by experts in their fields who have been given the
remit to make them easy to read, accessible and
broad based. For subscribers to TrAC the refer-
ence edition comes ready bound at the end of the
year as part of the annual fee, but it can be
purchased separately (although this seems an un-
likely scenario at US$623.75!). This price repre-
sents a 12% increase on the previous year, but for
this money you get an extra 338 pages; a good
deal by any standards.

This volume contains the archival material
from TrAC 1996 and is lifted directly from the
journal. Now that the reference edition is getting
so large it may be time to consider sorting the
articles out into separate sections based on instru-
mentation, application area etc. I think that this

would be a useful idea for future issues. If this
proved to be over complicated then I would sug-
gest that putting all the ‘trends’, ‘regional trends’,
‘internet column’, ‘computer corner’ and ‘quality
assurance’ articles together, would be a reason-
able compromise.

The volume finishes with TrAC supplement
number 3, which is the Directory of Capillary
Electrophoresis. This 190 page section is a world-
wide guide to leading scientists and manufacturers
with an interest in CE. This supplement would
make a useful place to begin a literature search on
latest developments in CE instrumentation and in
diverse application areas. In short, TrAC contin-
ues to deliver a high quality product which is a
must for every analytical laboratory.

B.A. McGaw
School of Applied Sciences,

The Robert Gordon Uni6ersity,
St. Andrews Street,

Aberdeen,
AB25 1HG,

Scotland, UK

.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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Book Review

Current Practice of Liquid Chromatography–Mass
Spectrometry by W.M.A Niessen and R.D. Voyk-
sner (editors), Elsevier, Amsterdam, 1998, ix+
438pp., US$215.50. ISBN: 0-444-82938-5.

The editors of this book have invited contribu-
tions from a number of distinguished LC-mass
spectrometrists with interests in instrument devel-
opment and in diverse applications. The book is a
special issue of the Journal of Chromatography A
(volume 794) and is divided into five sections,
namely: pharmaceutical and biomedical applica-
tions of LC-products, electromigration techniques
and, finally, fundamentals and instrumentation.
All papers were subjected to peer review and the
book has an author, but not a subject index.

As the editors state in the preface, ‘LC-MS has
a long history of promises and break-throughs’,
but this is timely contribution to the literature;
coming at a time when LC-MS is, at last, fulfilling
the expectations we had of the technique. The key
to this has been the development of atmospheric
pressure ionisation (APCI, ESI, SSI etc) and the
interfacing of this to LC and to MS analysers. As
a result of these developments LC-MS instru-

ments are robust, affordable and relatively easy to
operate. The development of bench-top instru-
ments has, in particular, signaled the beginning of
a period of massive growth in application in
biology, medicine and environmental science.

This book will be a great asset to the researcher
and to those to those of us that teach about mass
spectrometry. The editors have done a thorough
job in the selection of papers, covering all aspects
of LC-MS development and applications (includ-
ing: LC-ICP/MS, LC-MS-MS, LC-ion trap-/
reflectron TOF-MS and CE-MS). My final
comments relate to the lack of a subject index (an
oversight), to the price of this book (too high) and
the quality of printing (at least four pages in the
copy I have were smudged to the point where they
are unreadable).

B.A. McGaw
School of Applied Sciences,

The Robert Gordon Uni6ersity,
St. Andrews Street,

Aberdeen,
AB25 1HG,

Scotland, UK

.
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Book Review

An Introduction to Analytical Atomic Spectrometry
L. Ebdon, A. Fisher and S.J. Hill with E.H. Evans
(editor), Wiley, Chichester, 1998, x+193 pp.,
£18.99. ISBN 0-471-97418-8 (paperback).

A well-presented, well-written, well-illustrated,
concise, easy to understand, readable, textbook
which encompasses both the older, e.g. flame
atomic absorption spectrometry (FAAS) and elec-
trothermal atomization, and the newer, e.g.
plasma atomic emission spectrometry (PAES) and
inductively coupled plasma mass spectrometry
techniques. Chapter 1 presents a brief general
overview of the basic analytical requirements of
atomic spectrometry—here under instrumenta-
tion it would have been appropriate to have in-
cluded the basics on monochromators and
detectors rather than in the later chapter on
PAES. Chapters 2–7 cover the theory, instrumen-
tation, practice, sources of error and range of
applications for all the currently used atomic
emission and atomic absorption techniques.

There are several aids to self-study: heavy type
is used to highlight keywords throughout the

text—this allows rapid assimilation of the impor-
tant facts; short revision questions are used
throughout individual chapters and, in an ap-
pendix, a further set of longer revision questions;
in an appendix, an extensive, relevant bibliogra-
phy which lists journals and general and specific
texts which can be consulted for further informa-
tion. A further appendix gives examples of labora-
tory practicals for all the major techniques. This
appendix will represent best value for those who
have or can get access to a well equipped
laboratory.

This value-for-money text will be particularly
relevant to students of analytical chemistry and
others who wish to acquire knowledge of the
techniques in this field through self-study.

R.R. Moody
School of Pharmacy,

The Robert Gordon Uni6ersity,
Schoolhill,
Aberdeen,

AB10 1FR,
Scotland, UK

.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.

PII: S0039 -9140 (98 )00326 -9



Talanta 49 (1999) 233

Book Review

Enzyme and Microbial Biosensors: Techniques and
Protocols by Ashok Mulchandani and Kim R.
Rogers (editors) Humana Press, Totowa, NJ, 1998,
xii+264 pp., Us$69.50, ISBN 0-896-03410-0.
Affinity Biosensors: Techniques and Protocols by
Ashock Mulchandani and Kim R. Rogers (editors),
Humana Press, Totowa, NJ, 1998, xii=249 pp.,
US$69.50, ISBN 0-896-03539-5.

As implied by the title, both these books are
about techniques and protocols. The first chapter
of each is an overview of sensor principles. The
remaining chapters are all written in a prescribed
format by practising scientists in the field. The
first section is an introduction that describes the
principles involved in the particular sensing ap-
proach that is described in that chapter and cites
key references. The second section lists materials
used in biosensor construction and evaluation and
where they were obtained. Some of these sources
are local to the authors and might not be the
preferred source for scientists in other parts of the
world. The third section is on methods. This
includes reagent immobilization, sensor assembly
and sensor calibration and evaluation. The infor-
mation is presented in a manner so that the reader
should be able to reproduce the procedure. The
fourth section is entitled ‘Notes’ and includes a
variety of comments on the experimental proce-
dures. The content of this section varies from
chapter to chapter. In some cases it contains very
useful information about critical steps and possi-
ble failure modes. In other cases, it contains infor-
mation about how the procedures may be
extended to other analytes. The intent of the
editors was to provide information that goes be-

yond what would be expected in the experimental
section of a manuscript. In many cases, the Notes
do this.

The chapter authors were chosen to provide
complete coverage of the topic. In the case of
enzyme and microbial sensors, this means several
chapters on electrodes involving oxidase enzymes
with different types of mediators as well as three
chapters on potentiometric detection. In the case
of affinity biosensors, this means chapters on
immunosensors with a large number of different
types of readouts from thermistors to various
types of optical detection. The enzyme and micro-
bial sensors can be used to sequentially analyze
many samples or to monitor and change in con-
centration of analyte in a single solution. In con-
trast most of the affinity biosensors require
regeneration after each measurement. Continuous
affinity biosensors are included but are subject to
serious kinetic limitations.

These books are appropriate for technicians
who wish to make and apply a certain type of
biosensor. They might be a convenience for re-
searchers who wish to reproduce the work of
others. However, these books do not provide
comprehensive literature reviews or critical com-
parisons of different sensing approaches.

W.R. Seitz
Department of Chemistry,

Uni6ersity of New Hampshire,
Parsons Hall,

23 College Road,
Durham,

New Hampshire 03824-3598,
USA

.
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Book Review

Good Clinical Practice—standard operating proce-
dures for clinical researchers by J. Kolman, P. Meng
and G. Scott (editors), Wiley, Chichester, 1998.
xi+177 pp., £29.95. ISBN 0-471-96936-2.

The title of this text is rather misleading in that
it gives the reader the impression that the material
will be relevant to all fields of clinical research and
the increasing range of healthcare professionals
potentially involved in that research. On reading
the first few pages of introduction, it however
becomes obvious that the authors have focused on
clinical trials, and have aimed for an audience of
medical staff.

Standard operating procedures (SOPs) are
defined as ‘detailed, written instructions to achieve
uniformity of the performance of a specific func-
tion’. While SOPs are widely used in drug industry
sponsored clinical trials, this text aims to encourage
their use in non-industry sponsored studies by
producing a bank of SOPs. Clinical researchers are
then encouraged to select and modify those for a
particular study, thereby potentially increasing the
quality of the study and data produced.

A brief introduction provides background mate-
rial of clinical trial phases and trial design. Good
clinical practice is covered in greater detail, describ-
ing the content of the chapters of the European
Good Clinical Practice Guidelines, which can easily
be confused with the structure of the present text.
The remainder of the text is organised into 27
standard operating procedures, covering most as-
pects of clinical trials including: general study
organisation, e.g. SOP 1 Study Organisation and
Planning; pre-study, e.g. SOP 4 Local Management
Requirements; during study, e.g. SOP 15 Obtaining
Personal Written Informed Consent; end of study,

e.g. SOP 25 Trial Report. All SOPs are produced
in a consistent format that outlines the background
to each SOP, purpose of each SOP and procedure
to be followed. In addition, many SOPs have
detailed checklists. This presentation does, at first
glance appear confusing and cumbersome, but
generally provides the necessary detail. The major-
ity of the SOPs are of high quality but some provide
insufficient background information, e.g. estima-
tion of patient numbers, SOP 7 relating to case
report form review does not define a case report
form. This is covered much later in SOP 19 dealing
with case report form completion. In addition, no
SOP covers development of the case report form.

SOP 5 deals with review and validation of the
protocol. For those inexperienced in clinical trials,
this may be one of the most important areas which
could be more easily be presented in a series of
SOPs covering the many sections contained within
this SOP.

Following all 27 SOPs, there is a section sum-
marising the FDA regulations concerning clinical
trials. The relevance of this section is not entirely
clear and indeed there is no mention of ABPI
guidelines. While this text does encourage re-
searchers to adopt the use of SOPs into their
practice, thereby improving research, the general
layout and the lack of detail provided relating to
the development of the study protocol may reduce
its general appeal.

D. Stewart,
School of Pharmacy,

The Robert Gordon Uni6ersity,
Schoolhill,
Aberdeen,

AB10 1FR,
Scotland, UK
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Abstract

A new sampling protocol was developed to determine methanol and ethanol in the gas phase, at low concentration
levels, in urban atmospheres. The procedure involves collection of air samples (20.0–30.0 l) with three florisil
cartridges connected in series, at a flow rate ranging from 1.0 to 2.0 l min−1 and subsequent elution of the alcohols
with water. Separation and quantification were done by gas chromatography (GC) coupled with a flame ionization
detector, ‘SPI’ injector and column DB WAX (30 m×0.53 mm×1 mm). The minimum mass detected by the method,
based on two times the average background mass on the blank cartridges, was 0.3 mg for both alcohols which, for
a sampled volume of 30 l, resulted in detection limits of 7.6 and 5.3 ppbV for methanol and ethanol, respectively. The
determined alcohol concentrations, in 42 different samples from the three largest cities in Brazil—São Paulo, Rio de
Janeiro and Salvador—ranged from 72 ppbV to below the detection limit for methanol and from 355 to 12 ppbV for
ethanol. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Atmospheric methanol; Atmospheric ethanol; Sampling

1. Introduction

In the last two decades, the use of oxygenated
fuels, like methanol and ethanol, pure or mixed
with gasoline, has been growing due to the
benefits of improved air quality and also for

economic reasons. In Brazil, the number of light
duty vehicles powered by pure hydrated ethanol is
estimated at about 4 million [1–3], while the
remaining vehicles actually utilize a mixture
(22:78 v/v) of ethanol:gasoline. This results in an
increase of alcohol emissions to the atmosphere in
at least two ways: evaporation and as unburned
fuel. Therefore, there is a need for the develop-
ment of analytical procedures to determine these

* Corresponding author. Fax: +55-71-2375524.
E-mail address: jailsong@ufba.br (J.B. de Andrade)
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compounds in the atmosphere, at low concentra-
tion levels, in order to permit an evaluation of
possible impacts from their emissions on forma-
tion of chemical species in the atmosphere, such
as ozone, aldehydes, carboxylic acids and other
photochemical oxidants [4,5]. Unfortunately,
there is very little information in the literature
regarding analytical protocols for alcohol sam-
pling at low concentration levels. Due to these
low concentrations, the air volumes required to
determine, in a quantitative way, the atmospheric
levels of methanol and ethanol, are frequently in
the range of several liters. Classical sample collec-
tion into glass impingers containing water is
difficult and troublesome for handling during field
campaigns, while the commonly used solid sor-
bents present very low breakthrough volumes for
both compounds [6]. In fact, most of the analyti-
cal methods reported were developed for alcohol
determination in vehicle exhaust [7–10] or alco-
holic beverages [11–18]. In both cases the deter-
minations involve high concentration levels.

The present work compares the use of water
and three solid sorbents (silica, basic alumina and
florisil) in terms of efficiency of collection for
atmospheric methanol and ethanol, taking into
account the breakthrough volumes for each.
Florisil cartridges showed, among the collection
media evaluated, the best mean results for
methanol and ethanol sampling. Thus, this system
was tested in real sites, by means of atmospheric
determination of ethanol and methanol in urban
places in Rio de Janeiro, São Paulo and Salvador.
The first results of alcohol concentrations in these
cities are reported here

2. Experimental

2.1. Material

The following were used: Tedlar and Teflon
bags (80 l; BGI); Teflon chamber, transparent to
sunlight, (3.5 m3); flowmeters; SEP-PAK (Mil-
lipore) solid sorbent cartridges: silica (80 mm×
690 mg×30 mm×9 mm i.d.), alumina (175
mm×1850 mg×27 mm×9 mm i.d.) and florisil
(125 mm×900 mg×24 mm×9 mm i.d.)); glass

impinger; Teflon and silicone tubes; ethanol,
methanol and acetonitrile, analytical grade
(Merck); water, distilled and further purified in an
E-Pure (Altech) system; and ‘zero’ gases (nitro-
gen, air, helium).

2.2. Equipment

The following were used: gas chromatograph
(Varian 3400), equipped with flame ionization
detector and ‘SPI’ injector; DB WAX column (30

Fig. 1. Chromatograms for methanol and ethanol determina-
tions from: (a) a standard dilution; and (b) a sample collected
on florisil cartridge.
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Table 1
Calibration curves for GC determination of methanol and
ethanol [H=aC+b ]a

b r2Alcohol a (l mg−1)

3.952666Methanol 0.9992
1938 3.5 0.9998Ethanol

a a, slope (l mg−1); b, intercept; C, concentration (mg l−1);
H, peak height; r2=correlation coefficient.

limits of 7.6 and 5.3 ppbV for methanol and
ethanol, respectively.

All cartridges, prior sampling, were pre-condi-
tioned by elution with water (5 ml) and acetoni-
trile (MeCN) (5 ml), followed by partial dryness
passing helium or nitrogen throughout. Methanol
(MeOH) and ethanol (EtOH) standard atmo-
spheres were obtained by injection, with a mi-
crosyringe, into the bags, of known amounts (1 or
10 ml) of the respective alcohol using a ‘zero’ air
flux as carrier gas (2.0–3.0 l min−1), which, in
turn, was used to fill the bag with specific air
volumes (�70 l for small bags and 1000–2000 l
for Teflon chamber). The exact concentration of
methanol or ethanol, in each experiment, was
determined taking into account the mass of alco-
hol put into the bag and the air volume used in
dilution.

2.4. Breakthrough tests

For breakthrough tests, a known amount (6.8
mg) of MeOH or EtOH was collected on columns
or impingers containing purified water, by means
of a fixed volume (0.60 l) of standard atmosphere
withdrawn from the Tedlar bag. Then, the
columns or impingers were exposed to a ‘zero’ air
flow, at 1 l min−1, for variable periods, ranging
from 0 to 75 min, one column or impinger for
each time period. The air flow rate was controlled
by a mass flowmeter, which was previously cali-
brated against a standard. After this time passing
‘zero’ air throughout, the column was eluted with
5 ml of water to a volumetric flask (10 ml) and the
volume taken up. A 1.0-ml aliquot of this solution
was injected and analyzed by GC. When using
water as collection medium, an aliquot (1 ml) of
the total volume (10 ml) was directly injected into
the chromatograph immediately after each period
passing ‘zero’ air. The scheme for alcohol sam-
pling from the bag is shown in Fig. 2.

2.5. Samplings from bags, indoor, outdoor and
urban atmospheric air

Samples were collected from Teflon bags (80 l)
and Teflon chamber (3.5 m3), with concentrations
ranging from 15 to 74 ppbV for methanol and

m×0.53 mm×1 mm); Zero air supplier model
111 (Thermo Environmental); and vacuum pump.

Analysis were carried out according to the fol-
lowing conditions:

column oven: 45°C (1 min.)�75°C (5°C
min−1)�120°C (15°C min−1)�120°C (1 min)
injector: 150°C
FID detector: 200°C; sensib.: 10−12 AFS;
atenn.: 2
carrier gas: helium (:5 ml min−1).
The GC analysis was completed in about 12

min. Typical chromatograms, for standard and
sample, are shown in Fig. 1.

2.3. Procedure

Analytical curves for methanol and ethanol
were done using external standards, ranging from
0 to 5.0 mg l−1, prepared by dilution of a stock
solution in purified water. Injections of 1.0 ml
were made in the chromatographic system and the
peak heights of methanol and ethanol determined.
The analytical curves presented good linearity and
correlation coefficients (r2) in the order of 0.998,
as shown in Table 1. The minimum mass detected
by the method, based on two times the average
background mass of alcohol on the blank car-
tridges, was 0.3 mg for both alcohols which, for a
sampled volume of 30 l, resulted in detection

Fig. 2. Scheme for alcohol sampling from bag.
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Fig. 3. Ethanol fraction still retained, as function of the sampling system and zero air volume through it.

from 10 to 51 ppbV for ethanol, from two sites
inside the laboratory, outside the building of the
Institute of Chemistry, and at urban sites in Sal-
vador, Rio de Janeiro and São Paulo. The flow
rates ranged from 1.0 to 2.0 l min−1 and final
volumes from 30.0 to 60.0 l for samples collected
from bags, inside and outside the laboratory,
while for urban atmospheric samples final vol-
umes were 20.0 or 30.0 l. In all cases, three
cartridges connected in series were used. The air
flow rate was controlled in the same way as
described above. The cartridges were then eluted
with 3 ml of water to a volumetric flask. The
volume of water used for elution was set at this
time at 3 ml in order to exceed the hold-up
volumes of cartridges (between 1.6 and 1.8 ml),
and give a maximum sensitivity to detector re-
sponses. The efficiency of recovery for the com-
pounds was checked by a second elution (3 ml)
over 10% of each sample lot. A 1.0-ml aliquot of
the solution was injected and analyzed by GC.
The interior of the laboratory and urban sites
which were studied, are briefly described below.

2.5.1. Laboratory
The facilities of our research group, a set of

three rooms with a total area of around 120 m2,
consist of an instrumental lab, a sample treatment
lab and a third room for offices and computers.

2.5.2. Garibaldi A6. (Sal6ador)
This avenue, close to a car park of the univer-

sity, has six traffic lanes (three in each direction)
and near the sampling site is heavily occupied by
commercial buildings and medical facilities. The
sea is about 1 km away. Samples were collected
�1.0 m above the ground.

2.5.3. Muniz Barreto St. (Rio de Janeiro)
This is a secondary way that connects Praia de

Botafogo and S. Clemente St. It has two traffic
lanes in a single direction and near the sampling
site has many residential and commercial build-
ings, as well as schools and clinical offices. The
Botafogo beach—inside Guanabara’s bay—is
nearly 200 m away. Samples were collected �1.0
m above the ground.
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2.5.4. Rebouças A6. (São Paulo)
Located at Pinheiros, this avenue has six

traffic lanes (three in each direction) and near
the sampling site has residential, and commercial
buildings and restaurants. The samples were
taken from the 9th floor (:30 m above ground
level) of a residential flat.

3. Results and discussion

For a given compound, the breakthrough vol-
ume is defined as the volume of air or carrier
gas, by unit mass of the sorbent, for which the
compound retained into the sorbent cartridge
begins to migrate away from it. This migration
is a consequence of its partition equilibrium, be-
tween solid and gas phases, and is a function of
sorbent and compound type, the compound con-
centration in the sample, the sampling tempera-
ture, the humidity of air, the air flow rate and
flow velocity and the presence of other contami-
nants that can interfere with sampling. Volatile
compounds, in general, have low breakthrough
volumes [6,10].

The breakthrough tests with water, silica, basic
alumina and florisil short columns were con-
ducted in accordance with the experimental proce-
dures previously described. The choice of the
sorbents was based on their polarity, high activity
grade and basic surface (basic alumina and
florisil), which could enhance the interaction with
alcohol molecules through the H atom in the OH
group. The tests results are shown in Figs. 3 and
4, where a lack of data means that the experiment
was not performed for that sampling media in
that volume. For methanol (Fig. 4), neither of the
three sorbents could retain its total mass for air
volumes near to 15 l. At this volume, the relative
mass of methanol that still remained in the florisil
column (the sorbent showing the best results) was
only 80% of the original. Silica and alumina pre-
sented lower performances than florisil. With 30 l
of air passing through the column, mass still
retained on these sorbents dropped drastically to
a fraction equal to or below 20%. Water, on the
other hand, still retained 52% of the original mass
of methanol for an air volume of 60 l, while for
florisil no methanol was detected at this volume.
For ethanol (Fig. 3), florisil short columns showed

Fig. 4. Methanol fraction still retained, as function of the sampling system and zero air volume through it.
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Fig. 5. Number of experiments as function of methanol migration through the columns (total experiments=10).

the best results, being capable of retaining the
totality of the alcohol for air volumes up to 60 l,
and even 80% for 75 l. Florisil columns were then
selected for the subsequent studies described
below.

In order to evaluate the previously chosen sor-
bent, according to conditions closely related to
real atmosphere samplings, the next test was to
sample methanol or ethanol from larger air vol-
umes (30–60 l) and concentrations near to the
ones expected in the air, collected from Teflon
bags (80 l) or Teflon chamber (3500 l), as de-
scribed in Section 2. During these tests (ten),
ethanol sampled was always observed in the first
column or, at worst, in the second (one case),
while for methanol, a significant number of exper-
iments (five) showed migration up to the third
column. These results are summarized in Figs. 5
and 6. Of the five experiments for which methanol
migrated up to the third column, three were done
with 60-l samplings at 1 l min−1, one with 40 l at
1.4 l min−1 and the other with 30 l at 1.8 l min−1.
In this way, the breakthrough values for methanol
in florisil cartridges seemed to be determined by
the flow velocity, once higher air volumes corre-
spond to lower flow rates and higher flow rates to

lower air volumes. Ethanol, on the other way,
seems to be indifferent to the flow rate and flow
velocity, at least at the range studied, which was
chosen to give shorter sampling periods. In this
way, to address a quantitative sampling for
methanol, it was necessary to collect lower air
volumes at lower flow rates, or to use more than
three columns, although the last alternative would
produce a high backpressure in the vacuum
pump.

Finally, the florisil cartridges were used in real
atmospheric samplings, as a mean to evaluate
possible interference from other air contaminants,
over retention of methanol and ethanol by the
sorbent. Results for concentrations of methanol
and ethanol, measured inside and outside the lab
and at urban sites, are given in Table 2.

In all samples collected, the mass of methanol
determined was predominantly at the third
column, showing a strong migration. As conse-
quence, results reported for this alcohol are only
estimates of concentrations.

For ethanol, although migration had also oc-
curred for 13% of the samples—probably due to
competition for active sites with water and other
organic compounds—the mass of this alcohol at
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the third column, when present, was much lower
than at first and second columns, showing a
profile that makes it possible to predict that a
fourth column should have ethanol at blank levels
(:0.3 mg). From the total of 53 samples, 52—or
98%—presented a quantitative retention for
ethanol in the three cartridges, thus making
florisil a good choice as a sorbent for its sampling
in atmospheric air, especially if one takes it into
account that common solid sorbents have very
low breakthrough volumes for these compounds.

Breakthrough volumes at 20°C, reported for 11
sorbents used to collect organic compounds in
atmospheric air [6,10,19] are in the range of
0.013–3.30 l g−1 for ethanol and 0.006–0.950 l
g−1 for methanol. A unique exception was a
carbon based sorbent, named Carbosieve SIII®,
with reported values of 7.50 and 55.0 l g−1 at
20°C for methanol and ethanol, respectively [6].
Nevertheless, no information was available about
water coadsorption interferences, a type of prob-
lem commonly associated with carbon based sor-
bents, as well as the efficiency of recovery of
alcohols by elution with water. At present, our
group have ordered this product and, as soon as
we get it, these tests will be carried out.

4. Conclusions

Among the collection media evaluated, florisil
showed, when sampling atmospheric methanol
and ethanol, the best results besides presenting
advantages including easy handling and field
transportation. The breakthrough volumes pre-
sented, mainly for ethanol, are at least one order
of magnitude higher than those for other common
sorbents used for atmospheric air sampling. This
is specially important if one considers the low
atmospheric concentrations of methanol and
ethanol.

The collection system chosen was then used for
sampling indoor and outdoor sites at the Institute
of Chemistry and urban sites in the three largest
cities of Brazil: Rio de Janeiro, São Paulo and
Salvador. At these urban sites, methanol and
ethanol concentrations ranged, respectively, from
72 ppbV to below the detection limit, and from
355 to 12 ppbV. The largest mean concentration
was detected for ethanol in Rio de Janeiro,
namely 66.4 ppbV.

Samplings with florisil cartridges, followed by
quantitation with GC-FID, were quantitative for
ethanol in 52 of 53 collected samples. Meanwhile,

Fig. 6. Number of experiments as function of ethanol migration through the columns (total experiments=10).
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Table 2
Concentration of methanol and ethanol at the indoor, outdoor and urban sites

Locale EtOH (ppbV)MeOH (ppbV)Number of
collected sam-
ples

Mean valueMaximum MinimumMinimumMaximum Mean value
valuevalue valuevalue

10.6768.6 271.2Inside the lab- 41.38.906 99.2
oratory

B7.6 B7.6 35.5 B5.3Outside the 17.905 B7.6
laboratory

21.3354.6 65.4Garibaldi Av. 9.8B7.621 25.4
(Salvador)

66.4154.2Muniz Barreto 12.512 25.4 B7.6 14.0
St. (Rio)

36.216.063.8Rebouças Av. B7.6 19.609 72.5
(SP)

for methanol, the results are only an estimation of
the real concentrations. For this alcohol, quanti-
tative measurements should involve short volumes
and lower flow rates to avoid its strong migration
up to the third column.
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Abstract

Determination of omethoate by modified PQC (piezoelectric quartz crystal) sensor is described. Several modified
films were studied and compared. Omethoate of 0.1–10 ppm can be determined directly and sensitively with
PVC-dioctyl sebacate film modified PQC. The modified crystal has good reversibility and reproductivity. The lifetime
is about 1 month. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: PQC; PQC sensor; Organophosphorus compounds; Omethoate

1. Introduction

In the last few decades, much interest has been
directed towards the analytical applications of the
PQC (piezoelectric quartz crystal) sensor. King
was the first who employed PQC in an analytical
apparatus [1]. After Sauerbrey gave the relation-
ship between the mass changes on the electrode
surface of the piezoelectric crystal and the corre-
sponding frequency shifts [2], much attention has
been paid to the PQC sensor [3–5]. The utiliza-
tion of the PQC as a sensor depended, almost
entirely, on the advantage of high sensitivity in
measuring very minute mass changes. The ex-
pending application of the PQC sensor is also due
to its simplicity and portability, its latent commer-
cial benefits, and its ease of operation.

Organophosphorus compounds have become
environmental pollutants because of their wide-
ranging utilization as pesticides or insecticides. In
addition, these compounds have also been devel-
oped for chemical warfare (CW). Therefore, the
detection of organophosphorus compounds is of
great practical importance and has received inten-
sifying interest. A large number of papers have
been published in this field [6–8]; the works of
Guilbault and his co-workers are of great value
[9–11].

Gas chromatography is a very suitable method
for the detection of organophosphorus com-
pounds [12], but it is difficult to make it portable.
Despite the shortcoming in selectivity, PQC is an
ideal method for in situ monitoring of the
organophosphorus compounds. One way to in-
crease the selectivity is to find a selective film
coating on the surface of the electrode, which

* Corresponding author. Fax: +86-27-87882661.
E-mail address: xyzhou@whu.edu.cn (Z. Xingyao)
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means to modify the PQC. In previous studies on
selective films for detection of organophosphorus
compounds, modified PQC has made considerable
headway [13,14]. The modifying materials include
not only transition metal complexes [15], organic
compounds [16], but also enzymes and immunity
agents [17]. Some authors [13] have pointed out
that long-chain oxime complex could selectively
respond to the organophosphorus compounds.
This complex is a kind of imitated enzyme. Instru-
ments have been built to carry out microgravimet-
ric immunoassays, using microbial assays and gas
phase immunosensor [18]. When used for the spe-
cific detection of the organophosphorus com-
pounds, excellent results have been achieved [19].

Sometimes, however, the sensitivity is more im-
portant than the selectivity, either because the
task is to determine the concentration of a known
agent in the absence of interfering substance, or
because the main interference could be discounted
or avoided. Under these conditions, attention may
be focused on how to improve the sensitivity.

In this paper, several common materials were
selected to modify the PQC electrode for the
sensitive detection of organophosphorus com-
pounds. These materials were selected for the
following reasons: (1) they were usually employed
as absorbents or surface active agents; (2) if prac-
tical application is possible, the modified reagent
must be economical and easily-preserved. In order
to form the film, PVC (polyvinyl chloride) was
used as film carrier due to its excellent film form-
ing characteristics. Omethoate was utilized as a
model compound in our investigation for a sensi-
tive, reversible and reproducible PQC sensor for

organophosphorus compounds. There are two
reasons to choose omethoate as a representative
of organophosphorus compounds. First,
omethoate is a type of insecticide that is applied
commonly and extensively. Second, we purpose to
detect organophosphorus compounds in gas
phase; omethoate is volatile enough to obtain very
minute concentration vapor without heating.

2. Experimental

2.1. Apparatus

A home-made TTL oscillator was employed.
The piezoelectric crystals are 10 MHz AT-Cut
quartz crystals with silver electrodes plated on
both sides. The crystal diameter is about 1.0 cm
and each silver electrode diameter is about 0.4 cm.
All crystals were purchased from Wuhan Radio
Component Factory (P. R. China). The frequency
output from oscillator was recorded with a fre-
quency counter (made in Taiwan, GFC-8010G).

The experiment set-up for the evaluation of
PQC sensor is shown schematically in Fig. 1.
Argon is selected as the carrier gas to avoid the
interference of water vapor in air and other sub-
stances. A desiccator is used, which contains P2O5

as drying agent to absorb the water vapor in
argon.

Omethoate was dissolved in acetone. A mi-
crosyringe was used to inject the acetone sample
containing the omethoate insecticide into detector
cell. We selected acetone as solvent not only be-
cause acetone changes into vapor readily, but also

Fig. 1. Experimental apparatus: (1) argon pump; (2) desiccator (containing P2O5); (3) buffering bottle; (4) detector cell (100 ml); (5)
oscillator; (6) frequency counter; (7) power supply; (8) microsyringe; (9) switch; (10) thermostat.
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because acetone interference can be removed
easily.

2.2. Reagents

o-Dimethyl benzene, dioctyl phthalate, dibutyl
phthalate, dioctyl sebacate, butyl acetate, o-ni-
trotoluene, 4-methylpentanone, palmityl
trimethyl ammonium bromide and omethoate
(Hubei Provincial Agriculture Institution) were
all analytical grade. They were used without fur-
ther purification. All solvents used for prepara-
tion of coating solutions were of analytical
reagent grade.

2.3. Crystal modification

PVC (0.10 g) was dissolved with cyclohex-
anone firstly, then diluted with acetone to 0.50%
(m/v). Omethoate of 2.0% (v/v) was prepared
with acetone and preserved at �0°C. All coat-
ing materials of 0.50% (m/v or v/v) were dis-
solved with acetone. The coating solutions were
achieved when 1.0 ml acetone containing 0.50%
coating material was added into1.0 ml PVC so-
lution. The modified crystals were prepared by
dropping 1.0 or 2.0 ml coating solution onto the
central of each electrode with a microsyringe
separately. Then the crystals were placed in an
oven at 60–80°C for 3 h or in a desiccator
overnight. After acetone was evaporated, a thin
film was left on the crystal surface. The thick-
ness of the modified film can be detected
through the frequency shift.

2.4. Procedures

The measurement was conducted in argon.
The volume of detection cell was 100 ml. Hence,
when 5.0 ml acetone sample (2.0%) was injected
into the cell and vaporized, 1.0 ppm omethoate
vapor was obtained. After each measurement,
pure argon was pumped in to purge the
organophosphorus compounds and refresh the
cell. At the same time, the crystal was regener-
ated, as verified from the digital changes in the
frequency counter. Interferences were evaluated

using the same method. The temperature was
maintained at 1090.5°C.

3. Results and discussion

3.1. Calibration cur6es

Calibration curves corresponding to the differ-
ent modified crystals are shown in Figs. 2 and
3. The calibration graphs are similar to those
published previously [13]. In our study, a satura-
tion effect was not observed as the crystal stop-
ping oscillation. From these studies, PVC-dioctyl
sebacate film was chosen as a model modified
film.

Fig. 2. Calibration curves for different modified films with
omethoate. The modifying material is as follows: (1) o-
dimethyl benzene; (2) dioctyl phthalate; (3) dibutyl phthalate;
(4) dioctyl sebacate. All modified crystals were fresh.

Fig. 3. Calibration curves for different modified films with
omethoate. The modifying material is as follows: (1) o-
dimethyl benzene; (2) dioctyl phthalate; (3) dibutyl phthalate;
(4) dioctyl sebacate; (5) butyl acetate; (6) o-nitrotoluene; (7)
4-methylpentanone; (8) palmityl trimethyl ammonium bro-
mide. All modified crystals were fresh.
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Fig. 4. Effect of the thickness of the PVC-dioctyl sebacate
modified film. The coating solutions were: 2.0 ml (a) (Df=
11 216 Hz during modifying) or 1.0 ml (b) (Df=6016 Hz
during modifying). The response is to omethoate. All modified
crystals were fresh.

sitivity as shown in Fig. 4. However, the crystal fails
to oscillate if the modified film is too thick. For
example, crystal no. 4 (c ) (PVC-dioctyl sebacate
film), 5 (c ) (PVC-butyl acetate film), and 6 (c )
(PVC-nitrotoluene film) stop oscillating after the
sixth injection of the sample (about 6.0 ppm) due
to the large frequency shifts of about 40 000 Hz
during the modification, which can be seen from
Table 1.

3.3. Response cur6e

The frequency varied with time after each in-
jection. It takes some time for the frequency to
stabilize, which can be seen in Figs. 5 and 6.
The time required for stabilizing is determined
by the following: (1) the speed that the sample
changed into vapor, as determined by the
volatility and the sample volume; (2) the interac-
tion between the vapor and the film, which can
be influenced not only by the sorption mecha-
nism but also by the thickness of the modified

The exact mechanism of the interaction be-
tween vapor and film is complicated and not
known exactly. From the sorption isotherm, a
linear relationship can be obtained between the
logarithm of concentration and the frequency
shift. Furthermore, saturation phenomenon seems
not to appear. Hence, the sorption belongs more
to the Freundlich type than to the Langmuir type
or Brunauer-Emmett-Teller (BET) type, which
means that the sorption is not monolayer but
multilayer. However, if the mass on the surface of
the electrode is too large, whether this results
from the sorption or the film itself, the crystal will
cease to oscillate. Due to the interference of ace-
tone, a concentration of 0–6 ppm of omethoate
was determined in order to remove the frequency
shift resulting from acetone readily.

3.2. Modified film

The film thickness is important for a good
measurement. A thicker film can increase the sen-

Fig. 5. PVC-dioctyl sebacate modified film responses to 0.20
ppm omethoate. The coating solution is 1.0 ml. The modified
crystal was fresh.

Table 1
The frequency reading during the modifying (Hz)a

321No. of crystal (c ) 5 6 74 8

3030 1766 12312462 3300 3505Before modifying 3155 1453
46 362After modifying 26 96619 237 39 34015 005 35 135 43 985 39 466

38 23516 775 43 062 25 513 35 83511 850 32 105 42 219Df

a No. of the crystal is as the same as in Figs. 2 and 3.
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Fig. 6. PVC-dioctyl sebacate modified film responses to 5.0
ppm omethoate. The coating solution is 2.0 ml. The modified
crystal was fresh.

Sometimes, the frequency reading kept chang-
ing for a long time, as shown in Fig. 6. When
this occured, it was difficult to obtain a constant
reading. In our experiment, if the changing
reading is below 0.5% (frequency drift to fre-
quency shift) per min, we think the sorption on
the crystal has arrived at balance. That is to
say, the standard deviations for frequency shift
is below 0.5%.

3.4. Interference

Several organic vapors were expected as inter-
ferences in our study. These are summarized in
Table 2. From the Table 2, a little interference
was observed for all three kinds of materials,
ether, acetone and ethyl alcohol (about 99%) for
concentrations up to 100 times as that of
omethoate. However, the water vapor disturbs
the sample detection critically; hence each exper-
iment was done in argon. In addition, Neither
CO2 nor N2 has any interference.

Although ether has less interference and faster
response, it is too volatile, which easily leads to
changes of the sample concentration. Further-
more, the purchased omethoate sample is ace-
tone solution. Therefore, we selected acetone as
the solvent.

3.5. Measurement

The determination was carried out using
PVC-dioctyl sebacate film as a model film. Fig.
7 shows the calibration curve. Each point is the

film. So, the more readily the sample vaporizes,
the faster the crystal arrives at a balance. For
instance, it took only 5–10 s for an unchanging
frequency to be achieved after 1.0 ml ether was
injected into the detector cell, much less time
than acetone which took 1–2 min. In addition,
the greater the sample volume and the thicker
the film, the longer time it took before a steady
frequency reading could be obtained. Moreover,
the sorption process can be different (Figs. 5
and 6).

In Fig. 6, a peak is observed. The possible
reason is that vaporization causes a non-uniform
distribution because the crystal was located too
close to the injection position. The peak disap-
peared when the injection location was changed
to a more distant point from the crystal or there
was an agitator during the determination.

Table 2
Responses of the PVC-dioctyl sebacate modified film to acetone, ethyl alcohol and ethera,b

32 8761 5No. of crystal 4

182 726Acetone (500 ppm) 482 424149 595229470
115 113Ethyl alcohol (500 ppm) 159805 289 562 157 531

Ether (500 ppm) 5642 43 7831 26 25 72

a No. of the crystal is as the same as in Figs. 2 and 3.
b The modified crystal was fresh.
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Fig. 7. Calibration curve of PVC-dioctyl sebacate modified
crystal to methoate. The modified crystal was preserved for
half a month with 2.0 ml coating solution.

Fig. 8. The lifetime of the PVC-dioctyl sebacate modified
crystal. (1) fresh; (2) after 3 days; (3) after half a month.

Table 4
The repeating experiment data of the PVC-dioctyl sebacate
modified crystal in the determination of omethoatea

0.80.2Concentration (ppm) 0.4 0.6 1.0

14263Df1 (Hz) 501362250
63 148 249Df2 (Hz) 370 511

a The modified crystal has been preserved for half a month
with 2.0 ml coating solution.

mean value of two measurements obtained by
deducting the interference of acetone of the same
concentration. The determination employs the
‘addition and recovery method’. The background
in the detector cell is air (after desiccating). When
the omethoate sample was added into the detector
cell, a responding reading was obtained, which
could be converted into concentration from the
calibration curve. The determined concentration
is compared with the added concentration. The
results are shown in Table 3.

3.6. Lifetime

Satisfactory reversibility, reproductivity and
lifetime are obtained, as seen in Tables 4, 5 and
Fig. 8. A longer lifetime can be achieved if the
crystal is washed with argon immediately after
each detection and preserved in a desiccator.
During washing the crystal regenerates, which
can be monitored from the frequency shift. The

Table 5
The repeating experiment data of the PVC-dioctyl sebacate
modified crystal in the determination of acetonea

30 40Concentration (ppm) 10 5020

12 29 90Df1 (Hz) 7049
8868492911Df2 (Hz)

a The modified crystal has been preserved for half a month
with 2.0 ml coating solution.

Table 3
The determination data of the addition and recovery methoda

Addition (ppm) Df (Hz) Recovery (%)Detection (ppm)Df (removing acetone) (Hz)

811110.300 98.00.294
1020.5081652250.500

a The modified crystal was preserved for half a month with 2.0 ml coating solution.
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sorption is reversible. The modified crystal has an
excellent reproductivity for omethoate and ace-
tone (Tables 4, 5 and Fig. 8). The crystal lifetime
is about 1 month. However, the sensitivity de-
creases during preservation as indicated in Fig. 8.
The dropping of the sensitivity was notable in the
first few days. The crystal can be re-used after
immersion in acetone overnight.
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Abstract

The 19F nuclear magnetic resonance (NMR) spin-lattice relaxation time (T1) of the trifluoromethyl signal of
triflupromazine (TFZ) was measured in aqueous suspensions of phosphatidylcholine (lecithin) small unilamellar
vesicles (SUV). The observed T1 value depended on the concentration of SUV. Based on a simple two-site rapid
exchange model, the partition coefficient (Kp) of TFZ between lecithin SUV and water was calculated from the
relationship between the T1 value and the lecithin concentration by using a nonlinear least-squares method. The
obtained Kp value (2.190.2×105) agreed well with that measured by a second-derivative spectrophotometric
method. The 19F NMR T1 method will be useful for the determination of partition coefficients of drugs having
fluorine atom(s), especially for the drugs which do not have absorption in the ultraviolet or visible region, or for those
having absorption but do not show any changes according to their incorporation into the lecithin bilayers. The
method does not require any separation procedure that may disturb the equilibrium conditions. © 1999 Elsevier
Science B.V. All rights reserved.

Keywords: Partition coefficient; Triflupromazine; Spin-lattice relaxation time; 19F nuclear magnetic resonance

1. Introduction

Partition coefficients of drugs between phos-
pholipid bilayer vesicles and water have been

studied to investigate the drug interactions with
biomembranes. Also, partition coefficients are im-
portant in the quantitative structure–activity rela-
tionships of drugs.

There are several kinds of important drugs
containing fluorine atom(s) and, for these drugs,
19F nuclear magnetic resonance (NMR) spec-
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trometry is useful to obtain the information on
their interactions with biological substances [1,2].
In this paper, we attempt to determine the parti-
tion coefficient of triflupromazine (TFZ) between
phosphatidylcholine (lecithin) small unilamellar
vesicles (SUV) and water by measuring the 19F
NMR spin-lattice relaxation time (T1) of the trifl-
uoromethyl signal of TFZ. As 19F nuclei have a
large magnetogyric ratio and 100% natural abun-
dance, and are not contained in natural biological
substances, it is comparably easy to measure the
19F NMR T1 values of drugs even in low concen-
trations (below millimolar) without interference
by the background signals. The TFZ concentra-
tion employed in this study is 0.1 mM, which is
sufficiently below the solubility of TFZ at the
physiological pH of 7.4 [3]. The obtained value of
the partition coefficient is confirmed by second-
derivative spectrophotometric determination [4].

2. Theory

The molar partition coefficient (Kp) of TFZ
between lecithin SUV and water is defined as [5]

Kp=
(mol of TFZ in lipid)/(mol of lipid)

(mol of TFZ in water)/(mol of water)

This is equivalent to

Kp=
Dp / [L]
Df/ [W]

(1)

where Dp and Df represent moles of TFZ in the
lecithin bilayer and water, respectively, and [L]
and [W] are molar concentrations of lecithin and
water, respectively. The motion of TFZ incorpo-
rated in the lecithin bilayer is restricted as com-
pared with that of free TFZ in the water phase [6],
so that the T1 value of the trifluoromethyl signal
of the partitioned TFZ will be different from that
of the free TFZ. Then we express the T1 value of
the trifluoromethyl signal of TFZ in the water
phase as T1f and that in the lipid phase as T1p. If
the exchange rate of TFZ between water and lipid
phases is fast enough at the time scale of 19F
NMR, the observed relaxation rate of the trifl-
uoromethyl signal can be expressed as

1
T1o

=
Dp

Df+Dp

·
1
T1p

+
Df

Df+Dp

·
1
T1f

(2)

where T1o denotes the observed T1 value.
From Eqs. (1) and (2), Kp can be expressed as

Kp=
T1oT1p-T1fT1p

T1fT1p-T1oT1f

·
[W]
[L]

(3)

Finally, from Eq. (3), we get

T1o=
T1fT1p([L]Kp+ [W])
T1f[L]Kp+T1p[W]

(4)

The values of Kp, T1p and T1f can be calculated
from the experimental values of [L], and T1o by
applying a nonlinear least-squares method (ac-
companying a Taylor expansion) [7] to Eq. (4).

3. Experimental

3.1. Chemicals, materials and apparatus

Triflupromazine hydrochloride was purchased
from Sigma. The buffer used was 50 mM NaCl–
10 mM 4-(2-hydroxyethyl)-1-piperazine-ethanesul-
fonic acid aqueous solution containing 10%
deuterium oxide (HEPES buffer, pH 7.4). Egg-
yolk lecithin purchased from Sigma was purified
by column chromatography on alumina and silic
acid, and the purity was monitored by thin-layer
chromatography until it gave a single spot. The
purified lecithin was stored as a 5% (w/v) chloro-
form stock solution at −30°C. Sonication for
preparation of lecithin SUV was performed by an
ultrasonicator (Kaijo-Denki TA-4280, maximum
power 200 W). Size distribution of SUV was
measured by a submicron particle size analyzer
(Nicomp Model 370) with a 5-mW He–Ne laser
light source. 19F NMR experiments were per-
formed at 470.36 MHz by using a Varian VXR-
500 spectrometer locked onto the D2O signal. The
absorption spectra were measured by using a dou-
ble-beam spectrophotometer (HITACHI U-3210).
The spectrophotometer was connected to a per-
sonal computer (NEC PC-9801) through an RS-
232C interface and the spectral data were stored
in the PC.
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3.2. Lecithin SUV preparation

An appropriate volume of the lecithin stock
solution was evaporated and the residue was dried
under vacuum for more than 4 h. The dried
residue was suspended in the buffer using a vortex
mixer. The suspension was then sonicated by the
ultrasonicator operated at power level 3.5 (maxi-
mum level, 10) to produce SUV. Three minutes of
sonication with a 3 min interval was repeated 10
times under a nitrogen stream in an ice-water
bath. The sonicated suspension was centrifuged
for 20 min at 2000×g (3500 rpm) to eliminate
sediment from the sonication tip. The concentra-
tion of lecithin in the stock solution and the
lecithin SUV suspensions was determined by
phosphate analysis [4,8].

3.3. Size distribution measurement of SUV

The size distribution of the lecithin SUV was
measured by the submicron particle size analyzer
at an exciting wavelength of 632.8 nm after ap-
propriate dilution of a SUV suspension with the
buffer [9]. The results of size distribution measure-
ment were further confirmed by gel chromatogra-
phy using Sepharose CL-4B (Sigma). Every 4 ml
of eluate was gathered and its lecithin concentra-
tion was determined by phosphate analysis [8].

3.4. Procedure for determining Kp, T1p and T1f

To each of several 2-ml volumetric flasks, 0.5
ml of a TFZ aqueous stock solution (0.4 mM)
was added so that the final drug concentration in
the sample solutions became 100 mM. A suitable
aliquot of the lecithin SUV suspension was then
added to each flask, and the buffer was further
added to volume. Each flask was shaken for a
short time, then ca. 1 ml of the sample solution
was placed in a 5-mm NMR tube and after N2 gas
was passed, the tube was capped tightly. Measure-
ment of T1 was performed by an inversion recov-
ery method [10] within 24 h after the samples were
prepared. The pulse width used for a 180° pulse
was 30.0 ms and a delay time introduced before
repeating the pulse sequence was longer than five
times each expected T1 value. Eight-96 transients

were collected to improve the signal-to-noise ra-
tio. The probe temperature was 2192°C. With
the obtained T1 values, the nonlinear least-squares
calculation of Kp, T1p and T1f were performed by
a basic program.

3.5. UV absorption and second-deri6ati6e spectra

The UV sample solutions containing 100 mM of
TFZ and various amounts of lecithin SUV were
prepared in a similar manner to the NMR sample
preparation. The reference solutions were those
prepared without TFZ. An absorption spectrum
of the sample solution was measured against the
reference solution at 2192°C using 1-mm light-
pass length cuvettes with a slit width of 2 nm and
wavelength interval of 0.1 nm.

The second-derivative spectra were calculated
in the same manner as previously reported [4].

4. Results and discussion

4.1. 19F NMR T1 study

From the results of volume-weighted size distri-
bution measurements and with an assumption
that the number of lecithin molecules forming
each SUV is proportional to its surface area, it
was found that 86.2% of the lecithin molecules in
the SUV suspension are of the SUV with a mean
diameter of 2394 nm, and the remaining 13.8%
are of those with a mean diameter of 80914 nm.
This was further supported by the result of gel
chromatography, i.e. the lecithin contents in the
fractions corresponding to the SUV with mean
diameters of 23 and 80 nm were determined to be
about 80 and 20%, respectively.

The 19F NMR signal of the trifluoromethyl
group of TFZ in this lecithin SUV (2 mM) sus-
pension showed a slightly broadened (as com-
pared with that measured in a buffer solution)
single peak. Thus, the trifluoromethyl signals cor-
responding to the free TFZ and the TFZ bound
to these SUV are sufficiently averaged to show a
single peak. Therefore, the exchange rate of TFZ
between the partitioned and free states in the
sample suspensions can be considered to be fast
enough at the time scale of 19F NMR.
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Fig. 1. Inversion-recovery profile of the 19F NMR trifl-
uoromethyl signal of TFZ in a 2 mM lecithin SUV suspension
as a function of the delay time introduced between 180 and 90°
pulses. Solid line shows the theoretical recovery curve calcu-
lated using the T1 value and the equilibrium vertical magne-
tization obtained by a curve fitting to the experimental values
(�).

Fig. 2. The 19F NMR trifluoromethyl spin-lattice relaxation
time of TFZ in lecithin SUV suspensions as a function of lipid
concentration. The filled circles show observed values and the
solid line represents the theoretical curve calculated from Eq.
(4) using the obtained Kp, T1f and T1p values.

Fig. 1 depicts one of the results of determin-
ing the T1 value of the trifluoromethyl signal in
the presence of the lecithin SUV. The solid line
is a recovery curve calculated theoretically [10]
using the values of equilibrium magnetization
and T1 that were obtained by a least-squares
calculation with the values of magnetization
measured at various delay times (plotted as
open circles). Close fitness of the experimental
values to the theoretical curve shows that the T1

measurements were adequately performed and
the assumption of rapid exchange was satisfied.

4.2. Calculation of Kp

Using the T1o values measured in the presence
of various amounts of lecithin SUV, the Kp, T1f

and T1p values were calculated and are shown in
Table 1. The T1f value measured in a buffer

solution is found to be 1.3090.06 s, which
shows an appropriate agreement with the value
in Table 1. The T1p value is an average of sev-
eral T1 values corresponding to the TFZ
molecules partitioned to some kinds of SUV of
different diameters. As the T1p value for each
TFZ will depend on the size of SUV to which
the TFZ is partitioned, the size distribution af-
fects the obtained T1p value. Therefore, it is re-
quired that the size distribution in the SUV
dispersion is constant throughout the experi-
ment.

The experimental T1o values are plotted as a
function of lecithin SUV concentration in Fig.
2. The plotted data show a good fitness with the
theoretical curve calculated from Eq. (4) using
the obtained Kp, T1f and T1p values.

Table 1
Kp, T1f and T1p values of triflupromazine

T1f (s)Method Kp (×10−5)a T1p (s)

0.7190.04T1 measurement 1.2690.032.1390.22
2.0890.18Second-derivative spectrophotometry

a Mean9standard deviation (n=3).
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4.3. UV absorption and second-deri6ati6e spectra

To confirm the Kp value obtained by the 19F
NMR T1 measurements, the Kp value was also
determined by the second-derivative spectropho-
tometric method [4] using similar sample solutions
as used in the 19F NMR experiment.

The absorption and second-derivative spectra
of TFZ in buffer solutions containing various
amounts of lecithin SUV are depicted in Fig. 3(a)
and (b), respectively. The absorption spectra in
Fig. 3(a) show incomplete background compensa-
tion, whereas the second-derivative spectra in Fig.
3(b) show three derivative isosbestic points indi-
cating entire elimination of the residual back-
ground effects. The derivative intensity change

(DD) induced by the addition of lecithin SUV was
measured at the l (256 nm) and, from the rela-
tionship between the DD value and the lecithin
concentration, the Kp value was calculated as
previously reported [4], and is shown in Table 1.
The Kp values obtained by the 19F NMR and the
second-derivative spectrophotometric methods
show good agreement.

Consequently, the results of the present work
indicate that for the drugs having fluorine
atom(s), the 19F NMR spin-lattice relaxation
method is applicable to determine their Kp values
without disturbing the equilibrium states of sam-
ple solutions by separation procedures. The
method will be especially useful for the drugs
which do not have absorption in the ultraviolet or
visible regions, or for those having absorption but
not showing any spectral changes according to
their partition to lipid bilayers.

Acknowledgements

The authors are indebted to Dr N. Shimizu and
H. Sasaki of Nippon Shinyaku for their courtesy
of using a submicron particle analyzer, Nicomp
370.

References

[1] P. Tang, B. Yan, Y. Xu, Biophys. J. 72 (1997) 1676.
[2] P.N. Venkatasubramanian, Y.J. Shen, A.M. Wyrwicz,

Biochim. Biophys. Acta 1245 (1995) 262.
[3] K. Kitamura, M. Takenaka, S. Yoshida, M. Ito, Y.

Nakamura, K. Hozumi, Anal. Chim. Acta 242 (1991)
131.

[4] K. Kitamura, N. Imayoshi, T. Goto, H. Shiro, T. Mano,
Y. Nakai, Anal. Chim. Acta 304 (1995) 101.

[5] R. Welti, L.J. Mullikin, T. Yoshimura, G.M. Helmkamp
Jr., Biochemistry 23 (1984) 6086.

[6] Y. Kuroda, K. Kitamura, J. Am. Chem. Soc. 106 (1984)
1.

[7] M. Sakoda, K. Hiromi, J. Biochem. 80 (1976) 547.
[8] A.J. Christopher, T.R.F.W. Fennell, Microchem. J. 12

(1967) 593.
[9] L.D. Mayer, M.J. Hope, P.R. Cullis, Biochim. Biophys.

Acta 858 (1986) 161.
[10] T.C. Farrar, E.D. Becker, Pulse and Fourier Transform

NMR, Academic Press, New York, 1971, p. 20.

Fig. 3. Absorption (a) and second-derivative (b) spectra of
TFZ in HEPES buffer solutions (pH 7.4) containing 0–1.0
mM SUV. Second-derivative spectra were calculated from
absorption spectra of (a).



Talanta 49 (1999) 267–270

Inexpensive, in-situ monitoring of borohydride
concentrations

Steven Amendola, Per Onnerud, Michael T. Kelly, Michael Binder *
Millennium Cell Co., 8 Cedar Brook Dri6e, Cranbury, NJ 08512, USA

Received 14 September 1998; received in revised form 23 November 1998; accepted 24 November 1998

Abstract

Non-destructive, in-situ detection of 10−3 to 10−4 M borohydride ions in aqueous alkaline solutions containing
borates can be easily and rapidly accomplished by simply measuring open circuit potentials of selected metals (relative
to a suitable reference) immersed in these solutions. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

Sodium borohydride, NaBH4, (tetrahydridobo-
rate), is extensively used as an effective water-sol-
uble reducing agent in chemical synthesis and
electroless plating of metals. Aqueous borohy-
dride solutions are generally kept strongly alka-
line to prevent hydrolysis that occurs at lower pH.
Borohydride hydrolysis involves a two step pro-
cess to yield hydrogen gas.

BH4
−+H2O � BH3OH−+H2

BH3OH−+H2O � BO2
−+3H2

(1)
BH4

−+2H2O � BO2
−+4H2

In many applications, finding a simple, rapid,
analytical method to monitor borohydride con-
centrations provides something of a challenge.
Quantitative determination of borohydride an-
ions, BH4

−, in aqueous, alkaline solutions can be
obtained by numerous methods including an io-
date volumetric procedure [1]. Mirkin and Bard
[2] used voltammetry to determine low borohy-
dride concentrations in alkaline solutions. Their
method, however, requires three electrodes and a
potentiostat.

The present study was motivated by research
into direct electrochemical synthesis (in aqueous,
alkaline solutions) of borohydride from borate.
This reaction is important for substantially reduc-
ing the cost of borohydride compounds and in the
intriguing possibility of recharging our novel
high-energy borohydride battery system [3]. We
report a rapid, reliable, and non-destructive elec-
trochemical method that can be used to determine
relatively low [BH4

−] ranges in aqueous, alkaline
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solutions containing only borate and borohydride.
This inexpensive, simple method requires only a
reference electrode (such as a saturated calomel
electrode, SCE), a small length of a specific metal
wire, and a voltmeter. Any metal/alloy whose
open circuit potential relative to a suitable refer-
ence is significantly different when immersed in
20% NaOH (no borohydride) or in 0.1 M NaBH4-
20% NaOH may be a candidate electrode for this
method. We report data on three metals that are
surprisingly good indicators of [BH4

−].

2. Experimental

We investigated open circuit (rest) potentials of
platinum, rhodium, and cobalt wire immersed in
various concentrations of NaBH4 in 20% NaOH.
All reported potentials were relative to a saturated
calomel electrode (SCE) and performed at room
temperature. In our experiments, we first mea-
sured rest potentials of these metals in 20%
NaOH and then, using a burette, added increasing
amounts of a freshly prepared NaBH4-20%
NaOH solution of known concentration that had
been saturated with sodium metaborate, NaBO2.
Open circuit potentials for these metals were mon-
itored as a function of added borohydride solu-
tion (similar to a potentiometric titration). Our
solutions were saturated with sodium metaborate
to simulate conditions where borohydride would
be formed in low concentrations during electro-
chemical conversion of borate to borohydride
(where excess borate would initially be present).

3. Results

3.1. Cobalt

Fig. 1 shows measured open circuit potentials
of cobalt rhodium and platinum wire as a func-
tion of NaBH4 concentration in 20% NaOH.
Open circuit potentials for Co were relatively
constant at approximately −0.95 V for [BH4

−]B
1×10−2 M. At [BH4

−]=6×10−3 M, the open
circuit potential for Co changed in a step-function
manner to approximately −1.3 V and remained

relatively constant with time at that potential even
for higher [BH4

−].

3.2. Rhodium

Rh immersed in 20% NaOH, 40% NaOH, or
for [BH4

−]B2×10−3 M had a constant open
circuit potential of approximately −0.2 V relative
to SCE. For [BH4

−]=2×10−3 M, Rh potentials
changed abruptly to approximately −1.1 V and
remained relatively constant with time at that
potential even for higher [BH4

−]. In NaBH4-40%
NaOH solutions the step function change in Rh
open circuit potential occurred at slightly higher
concentrations, i.e. [BH4

−]=2.6×10−3.

3.3. Platinum

The open circuit potential of Pt in 20% NaOH
was approximately −0.15 V. As borohydride
concentrations increased, Pt open circuit poten-
tials gradually became more negative. At
[BH4

−]=3×10−4 M the Pt potential underwent
a step-function change from approximately −
0.28 V to approximately −0.8 V and remained
relatively invariant with time at that level even for
higher [BH4

−].

Fig. 1. Open circuit potentials of Co, Rh, and Pt wire (relative
to a saturated calomel electrode) plotted as a function of
borohydride concentration in 20% NaOH.
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4. Discussion

We will first suggest a process to explain mea-
sured open circuit potentials for Rh and Co in
20% NaOH solution. The −0.2-V open circuit
potential observed for Rh could be due to reduc-
tion of rhodium hydroxide

Rh(OH)3+3e− � Rh+3OH−

whose potential relative to the standard hydro-
gen electrode (SHE) is 0.0 V which translates into
−0.24 V versus SCE.

For Co, the redox potential for the reaction

Co(OH)2+2e− � Co+2OH−

is −0.73 V relative to SHE which translates
into −0.97 V relative to SCE. Thus, our observed
experimental open circuit potentials are in excel-
lent agreement with expected thermodynamic val-
ues. Deviations from thermodynamic values
(usually reported for pH=14) may be due to
slight differences in [OH−].

To explain step function changes in open circuit
potentials of Co, Rh, and Pt as a function of
borohydride concentration, we propose two dis-
tinct operating mechanisms. One mechanism per-
tains to Rh and Pt; the other pertains to Co. It is
known that these transition metals are capable of
catalyzing borohydride hydrolysis even in strongly
alkaline solutions [4]. Catalytic activity towards
borohydride hydrolysis follows the trend: Rh\
Pt\Co.

For Rh and Pt (which are much stronger boro-
hydride hydrolysis catalysts than Co) it is likely
that hydrogen formed by borohydride hydrolysis
is adsorbed on the metal surface. Adsorbed hy-
drogen may be responsible for the more negative
open circuit potential observed on these metals at
high borohydride concentrations. Once the metal
surface is covered with adsorbed hydrogen, open
circuit potentials abruptly change.

To substantiate our hypothesis that adsorbed
hydrogen is responsible for the sharp change in
potential, a glass H-cell was utilized in which the
anode and cathode compartments were separated
by an ion permeable membrane. Both anode and
cathode compartments were filled with 20%
NaOH. A Monel working electrode was immersed

in the cathode compartment and a stainless steel
screen counter electrode was immersed in the
anode compartment. An SCE reference electrode
was placed in the cathode compartment. A PAR
273 potentiostat was used to apply −1.6 V (rela-
tive to the SCE) to the working electrode. This
caused reduction of water on the cathode thus
evolving copious amounts of hydrogen bubbles.
Rh, Pt and Co wires were immersed in the
cathode compartment and their open circuit po-
tential monitored as a function of electrolysis
time. As electrolysis proceeded (and hydrogen gas
evolved), open circuit potentials of Rh and Pt
became increasingly more negative and within a
few minutes reached potentials similar to those
observed when these metals were immersed in
concentrated borohydride solutions. This observa-
tion indicated that the step-potential change of
Rh and Pt at specific borohydride concentrations
were not due to borohydride anions per se, but to
its hydrolysis product, i.e. adsorbed hydrogen.
This is because in our H-cell experiment, where
no species other than hydrogen was formed in the
cathode compartment, we nevertheless observed
dramatic changes in open circuit potentials for Rh
and Pt (similar to the step-function potential
changes for Rh and Pt in borohydride solutions).

In these H-cell experiments, however, open cir-
cuit potentials of Co immersed in the cathode
compartment remained at the same potential as in
20% NaOH even after prolonged electrolysis (and
extensive hydrogen evolution). This indicated that
for Co, hydrogen adsorption does not appear to
be the dominant mechanism for the step-function
potential change. For Co at high borohydride
concentrations, open circuit potentials could be
due to borohydride oxidation on bare metal

BH4
− +8 OH− � BO2

− +6H2O+8e−

whose reduction potential [3] is −1.24 V versus
SHE (−1.48 V relative to SCE). Abrupt changes
in Co open circuit potential as a function of
borohydride concentration may be due to compe-
tition between hydroxide removal from Co, and
borohydride oxidation on bare cobalt.

We also measured open circuit potentials of
these metals as a function of increasing sodium
tetrafluoroborate, NaBF4-20% NaOH, (which
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does not undergo hydrolysis). In this solution,
open circuit potentials of these metals remained
constant with fluoroborate concentration. This
clearly indicated that observed changes in open
circuit potential for these metals in borohydride
solutions were specifically related to either hydrol-
ysis or oxidation of borohydride anion.

5. Conclusions

We have demonstrated proof-of-principle of a
rapid, sensitive method in which aqueous, alkaline
solutions can be qualitatively evaluated for
[BH4

−]. The key point is that large changes in
open circuit potentials of specific metals occur
over relatively narrow [BH4

−] ranges. By simply
inserting a selected metal (or combination of
metals) directly into a solution, borohydride con-
centration ranges can be rapidly determined in-

situ, without solution sampling, by simply
monitoring open circuit potentials.
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Abstract

Electroactive nickel(II) hexacyanoferrate (NiHCF) thin film modified electrodes are effective potentiometric sensors
for the determination of potassium ions. The NiHCF films are deposited onto glassy carbon electrodes by repetitive
potential cycling in K3Fe(CN)6/NaNO3/Ni(NO3)2 solution. The modified electrodes exhibit a linear response to
potassium ions in the concentration range 1×10−3 to 2.0 mol dm−3, with a near-Nernstian slope (45–49 mV per
decade) at 25°C. In the determination of potassium ion in syrups used for treatment of potassium deficiency, the
NiHCF-modified electrode gave comparable results to those obtained using flame emission spectrophotometry.
© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

The chemical modification of electrodes using
inorganic films is an attractive approach in the
development of electrochemical sensors [1]. One
electrode modification scheme that has seen much
interest is the generation of films of transition
metal hexacyanoferrates such as Prussian blue

and its analogues [2]. The principle of the applica-
tion of such modified electrodes as amperometric
sensors has been demonstrated for a range of
analytes including NADH [3], ascorbic acid [4],
thiosulfate [5], dopamine [6] and hydrogen perox-
ide [7]. The voltammetric determination of formal
potentials of composite electrodes made of
graphite, paraffin and metal hexacyanoferrates
has been used in the quantitative analysis of a
range of cations [8,9]. However, few papers [10,11]
report the use of metal hexacyanoferrate-modified
thin film electrodes as potentiometric ion sensors
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and none demonstrate any practical applications.
We describe here a study of a new potassium ion
potentiometric sensor based on a nickel(II) hexa-
cyanoferrate (NiHCF)-modified glassy carbon
electrode. The potassium ion is the most common
intracellular cation and is essential for maintain-
ing osmotic pressure and electrodynamic cellular
properties in organisms [12]. The recommended
daily intake of potassium is 3500 mg, however,
under normal circumstances dietary deficiency
does not occur [13]. The most important cause of
potassium deficiency is excessive losses, usually
through the alimentary tract or the kidneys. The
potentiometric method described here was applied
to the determination of potassium ion in syrup
used in the treatment of body potassium defi-
ciency. The results were compared to those ob-
tained using flame emission spectroscopy, the
official method for determination of calcium,
potassium and sodium ions in electrolyte replen-
ishers [14].

2. Experimental

2.1. Apparatus and chemicals

For the voltammetric experiments a FAC-200A
potentiostat, FAC-201B ramp generator and a
EG&G RE 0091 X-Y recorder were used. A
conventional electrochemical cell was employed,
with a 2 mm diameter glassy carbon disc working
electrode, a 1 cm2 platinum plate auxiliary elec-
trode and a saturated calomel reference electrode
(SCE). The glassy carbon electrode was polished
to a mirror finish with alumina (0.05 mm), then
rinsed thoroughly with water, cleaned in an ultra-
sonic bath with water and, finally, rinsed with
water and ethanol before use. Dry nitrogen was
passed through the solution to remove oxygen
and maintained flowing over the solution during
runs. The potentiometric measurements were car-
ried out using a HP-34702A multimeter.

All chemicals were of analytical reagent grade
and distilled/deionised water was used for prepar-
ing the solutions. KCl (Merck), NaNO3 (Merck),
K3Fe(CN)6 (Carlo Erba) and Ni(NO3)2 (Merck)
were used without further purification.

2.2. Electrode modification

NiHCF films can be prepared by electrochemi-
cal oxidation of nickel electrodes in the presence
of hexacyanoferrate(III) ions [15] or by voltam-
metric cycling of inert substrate electrodes in solu-
tions containing nickel(II) and hexacyano-
ferrate(III) ions [16]. In this study we employed
the latter technique, following the solution com-
position used by Zhou et al. [5]. Thus NiHCF
films were prepared by repetitive potential cycling,
from 0.0 to +0.8 V vs SCE, in an oxygen-free 1.0
mol dm−3 NaNO3 solution containing 1×10−3

mol dm−3 Ni(NO3)2 and 1×10−3 mol dm−3

K3Fe(CN)6. Film thicknesses were estimated by
the method earlier used for cupric hexacyanofer-
rate [17].

2.3. Analytical procedure

Before potentiometry, the NiHCF-modified
electrode was conditioned at +0.7 V vs SCE for
10 min in 1.0 mol dm−3 KCl solution. Electrode
potentials were recorded after 2 min of immersion
of working and reference electrodes in the sample
solution. After each measurement the electrode
was reconditioned in 1.0 mol dm−3 KCl solution
for 2 min.

The commercial syrup samples, used in the
treatment of potassium deficiency, were diluted
with deionised water and introduced directly into
the electrochemical cell. The flame emission spec-
troscopy measurements were carried out at 766.5
nm using a Shimadzu AA-680 spectrophotometer,
equipped with an air/C2H2 burner. Potassium ion
quantification was done using calibration (poten-
tiometry) and standard addition (flame emission
spectroscopy) methods.

3. Results and discussion

3.1. NiHCF film formation

Fig. 1 illustrates the steady current increase on
repetitive potential cycling due to the accumula-
tion of a NiHCF film on the glassy carbon
electrode.
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Transfer of NiHCF-modified electrodes to pure
1.0 mol dm−3 KCl supporting electrolyte revealed
a single redox couple (+0.36 V vs SCE) repre-
sented by the process:
K+Ni2+[FeIII(CN)6]+K+ +e−

� (K+)2Ni2+[FeII(CN)6]
Cyclic voltammetric studies, with variation of

scan rate, gave ipa vs n (r=0.9998), ipa/ipc:1 and
�Epc−Epa�:0, indicative of rapid, reversible
charge transfer to the surface-confined redox spe-
cies. Successive potential scanning in pure sup-
porting electrolyte showed that, after 100 cycles,
there was a decrease of only 20% in the peak
current, indicating good stability of the NiHCF-
modified electrodes.

3.2. Potentiometric response to potassium ions

The potentiometric response of the NiHCF-
modified electrodes to potassium ions was tested
by measurements of the electrode potentials for a
series of standard solutions of KCl (Fig. 2).

Fig. 2. Potentiometric response for potassium ion (as KCl
solution) using a NiHCF-modified electrode. NiHCF film
thickness=38 nm.

The same curve was obtained for different Ni-
HCF film thicknesses that had been prepared
using different formation times (Table 1).

The best slope, detection and linear range were
obtained with a NiHCF thickness of 38 nm (ob-
tained after cycling at 100 mV s−1 for 10 min).
The reproducibility of the electrode response was
evaluated for a 1×10−3 mol dm−3 potassium
ion solution, giving a relative S.D. of 2% (n=10).
The success of making reproducible potentiomet-
ric measurements with simple instrumentation is
attributed to the use of thin films of NiHCF.
Usually, voltammetric measurements are neces-
sary to determine formal potentials of metal hexa-
cyanoferrate systems [8,9], although a drawback
of the potentiometric method described here is the
high response times (Table 2). Square wave or
differential pulse voltammetric measurements
would allow fast measurements of formal poten-
tials, with however, the penalty of the need for
sophisticated instrumentation.

The selectivity of the modified electrode was
tested by the mixed solution method, in which the
potassium ion concentration was kept constant
(1×10−3 mol dm−3) and the interfering ion con-

Fig. 1. Formation of the NiHCF-modified glassy carbon elec-
trode in a 1.0 mol dm−3 NaNO3 solution containing 1×10−3

mol dm−3 Ni(NO3)2 and 1×10−3 mol dm−3 K3Fe(CN)6.
Resulting film thickness=38 nm.
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Table 1
Effect of the NiHCF film thickness on the potentiometric response to potassium ion

Thickness (nm) Slope (mV mol dm−3)Detection limit (mol dm−3)Linear range (mol dm−3)

40–451×10−218 5×10−2–0.3
1×10−3–2.0 3×10−438 45–49
5×10−3–1.0 1×10−349 42–46

Table 2
Comparison of results obtained for potassium ion-selective electrodes based on metal hexacyanoferrate films

CoHCFa CuHCFbNiHCF

Film thickness (nm) 30–4035–4038
120 120Response time (s) 15

Linear range (mol dm−3) 1×10−3–2.0 3×10−5–0.1 1×10−4–1.0
–1×10−5Detection limit (mol dm−3) 3×10−4

Slope (mV per decade) 45–49 42–5048–54
Interfering [Li+] (mol dm−3) 1×10−2 –1×10−1

1×10−2 1×10−2Interfering [Na+] (mol dm−3) 6×10−3

1×10−3Interfering [NH4
+] (mol dm−3) 1×10−43×10−4

a Ref. [10].
b Ref. [11].

centration was varied. A new NiHCF-modified
electrode was prepared for each study and the
concentration of the interfering ions were 1×
10−2, 6×10−3 and 3×10−4 mol dm−3 for Li+,
Na+and NH4

+, respectively (Table 2).
Thus in common with cobalt(II) hexacyanofer-

rate (CoHCF) and cupric hexacyanoferrate
(CuHCF)-modified electrodes, the NiHCF-
modified electrode had a selectivity sequence in
the order NH4

+\K+\Na+\Li+(Table 2).
This is in line with the ease of incorporation of
these cations into the metal hexacyanoferrate lat-
tices due the magnitude of the diameter of zeolitic
channels in the NiHCF film relative to the effec-
tive hydrated diameter of the cations [17]. Com-
pared to CoHCF and CuHCF-modified electrodes
(Table 2), the NiHCF shows a lower sensitivity to
potassium ion, but can be used at higher concen-
trations. The NiHCF-modified electrode has the
further advantage that the NiHCF film is de-
posited in a single stage, whereas both the Co-
HCF and CuHCF films require initial
electrodeposition of cobalt and copper respec-
tively prior to generation of the metal hexacyano-
ferrate.

3.3. Determination of potassium ion in
commercial syrups

The application of the NiHCF-modified elec-
trode in the determination of potassium ion in
two commercial syrups for the treatment of potas-
sium deficiency was examined. Table 3 compares
the results obtained using the potentiometric
method with those using flame emission spec-
trophotometry. The value of t (Student’s t-test)
for both methods was 2.78 for 95% of confidence
interval. Both methods showed good reproducibil-
ity, low standard deviations and good agreement

Table 3
Concentration of potassium ion (mg cm−3 of syrup) obtained
by different analytical methods (five assays (n=5))

SyrupMethod

A B

32.590.7 4.990.5Potentiometry
Flame emission spectrophotometry 29.990.6 4.590.4
Manufacturers’ information 31.5 4.7
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with the manufacturers’ supplied data. However,
the potentiometric method has the significant ad-
vantages of ease of operation and cost.
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Abstract

Various analytical techniques (13C-NMR, FTIR, elemental analysis) have been used to study the structures of
humic compounds present in the sediments of Martignano lake located 50 km from Roma city (Italy). The total
amount of humic compounds present in the upper layer of sediments is practically constant; instead, considering
humic (HA) and fulvic acids (FA) separately, it can be noticed that while HA increase remarkably from A1 to A3,
FA diminish, probably as a result of the continuous transformation of algal debris, present in large amount in A1,
from compounds which are in an early stage of decomposition to more highly degraded organic matter. In deeper
layers the percentage both of HA and FA is constant and slightly lower than that found in the upper layer, except
for two sampling points. In these stations the amount of both HA and FA are very high and the carbohydrate peak
areas of HA and FA increase along with the depth, reflecting the presence of a well localized source of organic carbon
or different environmental conditions. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Lacustrine environment; Humic compounds structures; Sediments; Spectroscopic analysis

1. Introduction

Humic substances are ill-defined and heteroge-
neous mixtures of naturally-occurring molecules
which are present in all soils, waters and sedi-
ments. They cannot be classified as any other
chemical class of compounds and are traditionally
defined according to their solubility: humic acids
(HA) are insoluble at acidic pH values (pHB2)
and soluble at higher pH values, while fulvic acids
(FA) are soluble in water at all pH values.

From an environmental point of view HA
and FA are particularly interesting because in
their molecular structures there are both polar
and nonpolar substituents; therefore, they can
interact both with water-soluble and -insoluble
compounds [1,2].

Humic compounds are produced by abio-
genic chemical reactions, including condensa-
tions, polymerizations, oxidations and reduc-
tions, by which relatively low molecular weight
compounds, such as degradation products
of biopolymers (i.e. proteins and carbohy-
drates) and of lignin, are linked to one another
[3].

* Corresponding author. Tel./fax: +39-6-499-13723.
E-mail address: petroniobm@axrma.uniroma1.it (B.M.

Petronio)
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The composition of the resulting humic com-
pounds molecular structures vary depending on
their source and location, partly as a result of
different availability of low molecular-weight
forms. FA are generally more aliphatic and less
aromatic than HA and are richer in carboxylic,
phenolic and ketonic groups. The abundance of
phenolic moieties, in the structure of humic com-
pounds, might be used as a biomarker of the
terrestrial organic matter: phenolic acids liber-
ated during the lignin degradation, that is unique
to land plants, react with other fragments of
degraded organic matter to form humic com-
pounds.

The study and the characterization of humic
compounds’ structures provides therefore impor-
tant information about the organic carbon
source (aquatic or terrestrial) and the probable
formation mechanisms.

In this work various analytical techniques
(13C-NMR, FTIR, elemental analysis) have been
used to study the structures of humic compounds
present in the sediments of Martignano lake
(Italy). Martignano lake is a little volcanic lake
located 50 km from Roma city (Italy), having an
elliptic form and steep shores. The lake area is
neither populated nor industrialized; conse-
quently the environment is practically uncontam-
inated. Besides, a high production of algae,
belonging to the caracee family, can be observed
on the bottom of the lake, along the 10–15 m
batimetric lines; caracee are present in all
oligomesotrophos lakes and can be considered
good indicators of the lacustrine atrophy and the
environmental pollution.

2. Materials and methods

2.1. Materials

Sediment cores were collected in 12 points
along the transept shown in Fig. 1. Samples were
taken during different seasons and hydrological
phases (six times in the year) along with the
temperature values along the water column; fur-
thermore, the oxygen content of the water in
contact with sediments was determined. All sedi-

ment cores were subdivided into three sub-sam-
ples (0–10, 11–20 and 21–30 cm) and frozen at
−30°C immediately after collection, except for
samples A0 and B0 (cores of 10 cm collected on
lake shores).

Spectra/Por Cellulose Ester membranes with a
molecular weight cut off of 1000 Da were used;
they are tubes with a diameter of 10 mm and a
rate vol/length of 0.79 ml/cm.

Spectra/Por Cellulose Ester hydrophilic mem-
brane discs with a molecular weight cut off of
500 Da (diameter 76 mm) were used.

2.2. Apparatus

A Philips mod. FTIR PU 9800 spectrophoto-
meter working in diffuse reflectance conditions
was employed. Results are given in Kubelka
Munk units, a mathematical formula applied to
diffuse reflectance spectra. For the analysis oven-
dried samples (1.0 mg) were mixed with 100 mg
of anhydrous potassium bromide.

An NMR Varian spectrometer mod. XL300
was employed. Samples were prepared in an
NMR tube (5 mm) by dissolving 10 mg of
lyophilized FA or HA in 1.0 ml of 0.5 N NaOD
solution. Operating conditions were as follows:
75 MHz pulse 45°, acquisition time 0.1 s, delay
0.5 s. From 500 000 to 800 000 scans were accu-
mulated.

Thermogravimetric analyses were carried out
by a Perkin Elmer TGA thermogravimetric
analyser in N2 atmosphere, between 50 and
1200°C, using a scanning rate of 20°C min−1, on
1.5 mg of sample.

Elemental analyses were performed by a Carlo
Erba 240-B model CHN-analyzer.

An Amicon stirred ultrafiltration cell, model
8400, capacity 400 ml, equipped at the bottom
with a 500 Da membrane disc (diameter 76 mm)
was used for FA purification. The cell was con-
nected to a reservoir (5 l) containing the diafil-
trate solution (deionized water), which was
nitrogen pressurized (4 atm). Varying the opera-
tional conditions, the cell can be used under ni-
trogen pressure (3.5 atm) without being
interfaced with the reservoir. In this way, precon-
centration conditions are settled.
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Fig. 1. Martignano lake: sampling point along the transept.

2.3. Reco6ery of HA and FA

Sediment samples were defrozen; HA and FA
were then extracted with the King’s procedure [4].
HA solutions were put in dialysis tubes (molecu-
lar size 1000 Da) and dialyzed against distilled
water until chloride free. The solution was
lyophilized.

The concentration and purification of FA from
organic compounds with low molecular weight
were carried out according to the procedure pro-
posed by Thurman [5] for the recovery of humic

compounds from water. Briefly, acidic solutions
containing FA extracted and separated from HA
were passed through an Amberlite XAD-8 resin
column (500 ml), then FA were recovered from
resins by elution with 500 ml of 0.1 M NaOH.
Basic eluates were neutralized and FA purified
from inorganic salts by the ultrafiltration tech-
nique [6]. The ultrafiltration cell containing the
FA solution was not connected to the reservoir.
The solution was concentrated under nitrogen
pressure up to 100 ml; the cell was then connected
to the reservoir. Inorganic salts were removed
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from the retentate with the pressurized diafiltrate
solution (deionized water), crossing through the
cell. At the end of the purification procedure
(washings chloride free) the solution was
lyophilized.

HA and FA were characterized by FTIR and
13C-NMR spectroscopy, thermogravimetry and
elemental analysis.

3. Results and discussion

Water temperature values show that, from
spring to summer, a thermal stratification occurs
along with the oxygen depletion taking place dur-
ing late summer. In any other periods of the year
oxygen reaches bottom sediments. In these condi-
tions the organic matter decomposition is due
both to aerobic processes, occurring at the sedi-
ment–water interface, and to anaerobic processes
below.

Trends of percentage yields of HA and FA
reported in Fig. 2 (July 1996) show that the total
amount of humic compounds present in the upper
layer of sediments is practically constant (Fig. 2,
C); little difference between Ax and Bx samples
may be due to higher amount of algae present in
the A zone. Considering HA and FA separately
(Fig. 2A, B), it can be noticed that while HA
increase remarkably from A1 to A3, FA diminish.
Data of the B zone show a similar trend even
though less evident. This behaviour is probably
due to the continuous transformation of algal
debris, present in large amounts in A1, from com-
pounds which are in an early stage of decomposi-
tion to more highly degraded organic matter. The
FAs’ FTIR spectra (Fig. 3) support the interpre-
tation: the A1 spectrum is composed primarily of
adsorptions which could be due to carbohydrate
carbons (1050 cm−1) whereas a decrease of this
peak from A1 to A5 and an increase of the region
of 1750–1500 cm−1 are observed. This suggest
that FA of Ax are more highly degraded than
those of A1. In fact, carbohydrates are the major
constituents of algae and their content in humic
compounds can be considered as a clue to the
diagenesis state of sedimentary organic matter of
algae origin; carbohydrate-rich HA indicate that

organic matter is in a very early stage of diagene-
sis [7]. No structural differences are shown by
HAs’ FTIR spectra of superficial samples, in
which adsorptions due to CH bending of unsatu-
rated structures (1600–1450 cm−1), to OH defor-
mation and CO stretching of alcohols and phenols
(1400–1100 cm−1), to CO adsorption and NH2

deformation (amide I and II, 1650–1550 cm−1)
are observed (Fig. 4, A). Besides, in 13C-NMR
spectra (Fig. 5, A) no prominent peaks due to
methoxyl groups [8] (58 and 150 ppm) are present.
The 0–50 ppm region, assigned to paraffinic car-
bons or carbons that are chemically bonded only
to other carbons, is intense in all the spectra,
indicating that paraffinic structures are major
contributors. The major peak in this region is
centred at 28 ppm, indicating aliphatic side
chains. The aromatic carbon portion is small
compared to terrestrial HA [9]. This reflects the
lack of abundant aromatic precursors and the
aquatic origin of the studied humic compounds
[10–12]. Aromatic carbons present in humic
structures probably derive from algae.

In deeper layers the percentage both of HA and
FA is constant and slightly lower than that found
in the upper layer, except for B3 and B4 sampling
points. In these stations the amount of both HA
and FA are very high (Fig. 2).

Elemental analysis percentage of HA obtained
from all samples is reported in Table 1. Elemental
composition is constant, except for HA obtained
from deeper layers of B3 and B4 stations, where
oxygen percentage, obtained as difference, is
higher. A higher content of oxygen, even if less in
comparison with B3 and B4 is also observed in the
upper layer of the A1 station, characterized by a
high presence of algae.

FTIR and 13C-NMR spectra referring to both
HA and FA of different horizons are in agree-
ment with elemental analysis data. In correspon-
dence with B3 and B4 sampling points the
carbohydrate peak areas of HA and FA increase
along with the depth (Fig. 4A, B; Fig. 5), whereas
carbohydrate content in HA and FA from deeper
sediment samples shows generally less composi-
tional differences when compared to that of near
surface sediment samples.
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Fig. 2. Trends of percentage yields of fulvic acids (A), humic acids (B) and total humic compounds (C) in the three different layers
of sediments.

Remarkable seasonal variations of the
structural composition have not been observed
both in HA and FA even though carbohy-
drate content in superficial FA of A1 and B1

is higher in summer, when the algae pro-
duction is greater. Also FA concentration in
this season is greater (0.70 and 0.27%, respec-
tively).
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In conclusion, regarding the general features of
humic substances extracted by Martignano sedi-
ments, the ones extracted in the deeper layer of B3

and B4 stations show anomalous characteristics
like the high amount of HA and FA in sediments,
the higher oxygen percentage, the compositional
differences (high carbohydrate content). These
characteristics are also present by FA of A1 and
B1 upper layer and are more evident in summer. It
can hypothesized that in correspondence with B3

and B4 stations it is a well localized source of
organic carbon that concerns principally the
deeper layers of lake sediments. Indeed, during
some dives, a wooden structure has been found in
this area. This structure consist of a set of

Fig. 4. FTIR spectra of humic acids in B4 sampling point and
of fulvic acids in B3 sampling point.

Fig. 3. FTIR spectra of superficial fulvic acids along the
transept.

branches, each one put on top of another one and
of stakes without their barks; some of them are
vertically thrust into the bottom of the lake, while
others are horizontally placed. The set of
branches is about 30 m long and 20 cm high and
is placed on the edges of a highly sloping wall,
which might have been the ancient shore.

Therefore, humic compounds characterized by
different structural features are able to ‘indicate’
some anomalies in the environment that are being
studied, such as the presence of carbon’s punctual
sources.
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Fig. 5. 13C-NMR spectra of humic acids in B3 sampling point; (A) 0–10 cm layer; (B) 11–20 cm layer; (C) 21–30 cm layer.
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Table 1
Elemental analysis of humic acids

O (%)N (%) H (%)C (%)Samples

4.4 43.9A0 0 10 4.4 47.3
47.63.545.33.6A1 0 10

51.5 5.511 20 5.3 37.7
50.7 5.4A2 0 10 4.5 39.4

5.451.5 38.24.911 20
6.2 37.8A3 0 10 5.3 50.7
6.0 38.011 20 4.5 51.5

51.1 6.221 30 5.4 37.3
46.6 5.3 43.64.5A4 0

6.1 36.011 20 5.6 52.3
36.66.351.65.521 30

5.5 40.2A5 0 10 5.3 49.0
6.6 34.011 20 5.9 53.5

50.3 5.921 30 5.1 38.7
51.7 37.05.85.5B5 0 10
46.0 5.911 20 42.85.3

6.1 41.921 30 4.9 47.1
53.0 6.0B4 0 10 5.6 35.4
48.6 6.0 40.35.111 20
38.3 4.621 30 3.9 53.2

41.15.648.44.9B3 0 10
37.3 4.311 20 3.8 54.6
32.9 3.821 30 3.2 60.0

6.251.9 36.85.1B2 0 10
53.1 6.211 20 35.35.4

5.5 34.521 30 5.0 55.0
54.7 5.9B1 0 10 5.8 33.6
54.3 6.1 34.55.111 20

5.3 41.3B0 0 10 4.5 48.9
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Abstract

A comparison between the performance of three derivatizing reagents (4-chloro-o-phenylendiamine, 4-nitro-o-
phenylendiamine and 2,3-diaminonaphthalene) for the analysis of selenite in environmental samples using gas
chromatography-mass spectrometry (GC-MS) has been evaluated. The effects of different parameters (pH, tempera-
ture and time of derivatization, type and volume of organic solvent and time and number of extractions) on the
derivatization reaction and extraction of the derivatives have been evaluated. Derivatization using 2,3-diaminonaph-
thalene took a longer time compared to those obtained using the other reagents. The highest sensitivity was obtained
using 4-chloro-o-phenylendiamine. No matrix interferences were observed in tap, river and seawater using the three
reagents. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: GC-MS; Selenium; Speciation; Piazselenol

1. Introduction

Selenium, being one of the biologically essential
elements for man, is found in aquatic systems at
concentrations ranging from less than 2 ng l−1 to
thousands of mg l−1 [1]. The human nutritional
requirement for selenium has been determined to
be in the range 0.1–0.3 mg kg−1. However, from

2 to 10 mg kg−1, selenium produces chronic
toxicity symptoms as liver carcinoma, cirrhosis,
teeth, hair and nail losses, irritation of the eyes
and paralysis [2].

A variety of analytical techniques for the deter-
mination of selenium has been developed [3–9].
Selenium species must be transformed to more
volatile forms to be analysed by gas chromatogra-
phy (GC). Both hydride generation [10] and alky-
lation [11] have been used for this purpose. The
volatile compounds are usually trapped at low
temperatures prior to the introduction into the

* Corresponding author. Tel.: +34-959-530246; fax: +34-
959-350311.
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chromatographic device. Frequently, electron cap-
ture detection (ECD) has been used for selenite
(Se(IV)) determination in natural matrices using
o-phenylenediamines to form the corresponding
volatile piazselenol derivative. The highest sensi-
tivity is obtained using 5-nitropiazselenol as a
derivative to be determined by GC-ECD with an
absolute detection limit of 1 pg [12]. However,
ECD is not specific for selenium and spurious
chromatographic peaks are usually observed close
to the piazselenol signal [13]. Therefore, other
selenium-specific detectors have been proposed in
selenium speciation such as microwave-induced
plasma (MIP)-AES, flame photometric detector
(FPD) and mass spectrometry (MS) [14]. The use
of MS presents the added value of the possibility
of combining it with isotope dilution (ID) [15].
Dissolved selenium species have been determined
using MS after ID and formation of ions by
thermal ionization. A precise determination at the
parts per trillion level was achieved [16]. In that
study, the mass spectrometric measurements were
carried out with a high resolution (and costly)
magnetic sector field instrument. Inorganic sele-
nium species have been also determined using an
ID-GC-ICP-MS system after piazselenol forma-
tion, the accuracy was demonstrated and an abso-
lute detection limit of about 3 pg was reached
[17]. However, this approach is far from being a
common technique for routine analysis available
to environmental laboratories. Finally, quantita-
tive determination of selenium in several environ-
mental matrices was achieved by ID-GC-MS
using a benchtop instrument and 4-nitro-o-
phenylendiamine as reagent for the formation of
the piazselenol derivative [13].

Most of the analytical methods for the selenium
determination based on the GC approach take
advantage of the formation of piazselenols and
several reagents have been described in the litera-
ture [13,18]. Optimization of the different steps of
the reaction is necessary and kinetic models may
be derived from data resulting from these studies
as demonstrated by Johansson et al. using 4,7-di-
bromo-5,6-benzopiazselenol synthesized by the
same authors [19,20]. In their work, a great influ-
ence of both temperature and acid concentration
as well as a little effect of the ligand concentration

on the rate of formation of piazselenol was stated.
Aggarwal et al. investigated the gas chromato-
graphic behaviour of three derivatizing reagents
for the determination of selenium in urine using
ID-GC-MS and the performance of the reagents
including memory effects and accuracy of isotope
ratio measurements followed the order: 4-trifl-
uoromethyl-o-phenylendiamine\3,5-dibromo-o-
phenylendiamine \ 4 - nitro - o - phenylendiamine
[15].

The aim of this work is to establish an optimal
derivatization reaction for Se(IV) determination
by GC based on the use of three commercial
o-phenylenediamines to form piazselenols. The
method has been performed for inorganic sele-
nium species determination in natural waters from
the southwest of Spain using GC-MS.

2. Experimental

2.1. Reagents, standards and apparatus

The analytical grade reagents and pesticide
grade solvents (whose purity for organic com-
pounds is checked by GC and HPLC) used in the
experiments were obtained from Merck (Darm-
stadt, Germany) and Sigma (St. Louis, MO).
Strong anionic exchange cartridges (SAX), 600
mg of sorbent, were obtained from Alltech
(Deerfield, IL). Stock solutions of Se(IV) and
selenate (Se(VI)) (1000 mg l−1 of Se) were pre-
pared from analytical-reagent grade selenium
dioxide and anhydrous sodium selenate (Sigma),
respectively. Intermediate solutions of 1 mg l−1 of
Se(IV) and Se(VI) were prepared by dissolving
appropriate volumes of stock solutions and bring-
ing the volume to 50 ml with water. Working
solutions were prepared daily by appropriate dilu-
tions of the intermediate solutions with water.
Water used in the experiments was double-dis-
tilled and deionized (Milli-Q gradient, Millipore,
Madrid, Spain). Plastic and glassware used for
experiments were previously soaked in 0.08 mol
l−1 nitric acid for 24 h and rinsed carefully with
double-distilled water.

Selenium species were determined by using an
HP Model 5890 gas chromatograph, an HP
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Table 1
Experimental conditions for piazselenol formation, extraction and determination

4-Chloro-o-phenylendiamine 4-Nitro-o-phenylendiamine 2,3-DiaminonaphthalenePRIVATE

75 75 25Derivatization temperature (oC)
607Derivatization time (min) 7

2×3 ml of toluene 2×3 ml of toluene 2×3 ml of tolueneExtractant
234229m+/z of derivative 218

13.3 16.0Retention time of derivative (min) 10.5
186 186m+/z internal standard 186

9.89.8Retention time of internal standard (min) 9.8

Model 5970 mass detector and a fused silica capil-
lary column, 25 m length, 0.20 mm i.d. and a film
thickness of 0.33 mm HP-1 crosslinked methyl-sili-
cone gum (Palo Alto, CA). Sample aliquots of 1
ml were manually injected using splitless injection
mode (purge time=0.5 min off). Helium was
used as carrier gas at an inlet head pressure of 100
kPa. The interface temperature was operated at
260°C. Electron impact (EI) with an emission
current of 0.4 mA and an electron energy of 70 eV
were used to ionize the compounds eluting from
the chromatographic column and the filament re-
mained off until the solvent was eluted. A scan
time of 1.0 s was used over a mass range of
40–500 m/z. Data were stored as total ion chro-
matogram (TIC) and quantification was per-
formed by using single ion monitoring (SIM)
mode.

2.2. Extraction of inorganic selenium species from
water samples

Selenite was separated from selenate by solid
phase extraction using a strong anion-exchange
resin (SAX cartridge)[21]. The resin was condi-
tioned by passing 10 ml of 3 M HCl followed by
10 ml of distilled water with a flow rate of 5 ml
min−1. The pH of the 500 ml water sample was
adjusted to 7–8 using HCl or NaOH and then the
sample was passed through the cartridge at a flow
rate of 8 ml min−1 with the aid of a vacuum
pump. Selenite and selenate were successively
eluted with 25 ml of 1 M formic acid, which
recovers Se(IV), and 25 ml of 3 M of hydrochloric
acid for Se(VI), using a flow rate of 5 ml min−1.

The hydrogen chloride extract containing Se(VI)
was transferred to a Pyrex tube (50 ml) and
selenate was quantitatively reduced to selenite by
adding 10 ml of 5 M HCl and boiling for 30 min
[22]. This digest was cooled to room temperature,
the pH adjusted to 2 with NaOH and then
derivatized.

2.3. Deri6atization of Se(IV)

Five ml of either 0.1% (w/w) 4-chloro-o-
phenylendiamine, 4-nitro-o-phenylendiamine or
2,3-diaminonaphthalene in 0.1 M HCl was added
to the solution containing Se(IV) whose pH was
previously adjusted to 2 with HCl. Both the
derivatization temperature and the time to form
the corresponding piazselenol are depicted in
Table 1. Once the derivatization was completed
and after allowing the solution to cool to room
temperature, the selenium derivative was ex-
tracted twice with 3 ml of toluene by shaking for
1 min. The organic phase was separated from the
aqueous phase and reduced to just dryness under
a N2 stream. The residue was dissolved in 50 ml of
hexane containing fluoro-di-nitrobenzene (FDNB)
as internal standard (23 mg l−1). Aliquots of 1 ml
were analysed by GC-MS. The chromatographic
analysis of the piazselenols was performed using
the following oven temperature program: 40°C
for 1 min after injection, followed by a 60°C
min−1 ramp to 125°C and maintaining this tem-
perature for 1 min. Then a second heating ramp
of 10°C min−1 up to 250°C and a final isotherm
for 1 min. The injector block was heated to 240°C
and the injection volume was fixed to 1 ml. Reten-
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tion times and m+/z used for quantitative analy-
sis are presented in Table 1.

2.4. Calibration and performance parameters

Selenium concentrations were deduced from
calibration curves derived from calibration solu-
tions in seawater previously passed through SAX
cartridge and using peak heights. The SAX car-
tridge is a styrene-divinylbenzene strong exchange
resin containing 1.0 mEq of a quaternary amine
and it is used in the acetate form. Standard addi-
tion procedures were performed to avoid possible
matrix effects. The repeatability in a day was
evaluated developing five analysis of an aqueous
standard solution containing Se(IV). Other per-
formance parameters of the proposed method
such as reproducibility over a month, detection
limits (evaluated as 3×S.D. of the mean blank+
the value for the mean standard blank, for n=10
standard blank runs), sensitivities (slope of the
calibration curve) and correlation coefficients
were also evaluated.

2.5. Statistical treatment

The data were analysed statistically for differ-
ences using factorial analysis of variance
(ANOVA). Prior to analysis, all the data were
tested for homogeneity of variance using the Bar-
lett and Levene tests. Parametric statistical test
(Student’s t-test) was applied to different hypoth-
esis. An a-value of 0.05 was adopted as the
critical level for all statistical tests giving a 95%
confidence level (CSS: STATISTICA™).

2.6. Application to natural samples

The method was applied to the analysis of
unfiltered and unacidified sea, river and tap water
samples collected from the southwest of Spain
with low suspended matter contents (B1 mg l−1)
and was validated for Se(IV) using the CRM
CASS-3 (NRC, Canada) and 4-chloro-o-
phenylendiamine as reagent for derivatization.
The CRM consisted of a nearshore seawater with
0.5 mg l−1 of total dissolved organic matter,

acidified to pH 1.6 whose Se(IV) concentration is
0.02090.005 mg l−1.

3. Results and discussion

Conditions for the formation of three volatile
and thermally stable piazselenol derivatives based
on the reaction of Se(IV) present in water with
4-chloro-o-phenylendiamine, 4-nitro-o-phenylen-
diamine and 2,3-diaminonaphthalene were stud-
ied. Physico-chemical parameters of the aqueous
medium such as pH, temperature and time of
derivatization, nature and volume of the organic
solvent for piazselenol extraction, number and
time of extractions were optimized. For this pur-
pose, 0.40 mg of Se(IV) were derivatized and
analysed by GC-MS using the derivatization pro-
cedure described under Section 2.

3.1. Formation of piazselenol

Several pH values for the samples ranged from
0.4 and 4 were tested for the derivatization of 0.40
mg of Se(IV) using 4-chloro-o-phenylendiamine,
4-nitro-o-phenylendiamine and 2,3-diaminonaph-
thalene, and the highest selenium derivatization
yield was achieved for pH values between 1.5 and
2.5 (t-test, PB0.028), which confirms previous
studies carried out by other authors [13]. Conse-
quently, the pH of the sample was adjusted to 2
for further experiments. Derivatization tempera-
tures between 25 and 90°C were tested and the
results are presented in Fig. 1. Significantly higher
reaction yields were obtained for both the 5-
chloro- and the 5-nitro-piazselenol using at least a
temperature of 60°C (t-test, PB0.01). However,
optimum temperature for reaction of 2,3-di-
aminonaphthalene and Se(IV) was established at
25°C (t-test, PB0.001). In Fig. 1, the results
obtained from Se(IV) derivatization using differ-
ent reaction times are presented. A reaction time
of at least 3 min was necessary for the formation
of 5-chloro- and the 5-nitro-piazselenol (t-test,
PB0.001) at 75°C and a longer period of time
did not improve the reaction (ANOVA, P\
0.719). However, a reaction longer than 1 h was
necessary to compensate the influence of the lower
reaction temperature necessary for the derivatiza-
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Fig. 1. (a) Effect of the temperature of reaction on the derivatization of 0.40 mg of Se(IV) for analysis by GC-MS; (b) effect of the
time of reaction on the derivatization of 0.40 mg of Se(IV) using 4-chloro-o-phenylendiamine and 4-nitro-o-phenylendiamine for
analysis by GC-MS; (c) effect of the time of reaction on the derivatization of 0.40 mg of Se(IV) using 2,3-diaminonaphthalene for
analysis by GC-MS. Bars represent S.D.

tion with 2,3-diaminonaphthalene (t-test, PB
0.003).

3.2. Extraction of the piazselenol

The piazselenols have to be extracted into an
organic solvent prior to the analysis by GC-MS.
Several organic solvents were studied for the extrac-
tion of each piazselenol using a single extraction
into 1 ml of solvent. The results are presented in
Fig. 2 and show that toluene is the best choice
(t-test, PB0.001). Therefore this solvent was used
in further experiments. Different extraction times,

ranging from 1 to 10 min, were tested but no
significant differences were found (ANOVA, P\
0.37). One minute was adequate to ensure a max-
imum extraction of the piazselenols into toluene
and was used in subsequent experiments. Up to
three successive extractions were performed but no
significant differences were found (ANOVA, P\
0.14) and two extractions were used in further
experiments. Finally, volumes of solvent ranging
from 1 to 10 ml were tested. There were no
significant difference for the extraction yields ob-
tained using different volumes of toluene
(ANOVA, P\0.10).
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Fig. 2. Effect of the organic solvent used for the extraction of
the piazselenol derivative on the analysis of 0.40 mg of Se(IV)
by GC-MS. Bars represent S.D.

ear for selenium amounts from detection limit (1
ng) to less than 75 ng, with correlation coefficients
greater than 0.99. The sensitivities (slope of the
calibration curve) were 4.5690.03, 3.7090.04
and 3.2890.05 mg−1 for 4-chloro-o-phenylendi-
amine, 4-nitro-o-phenylendiamine and 2,3-di-
aminonaphthalene, respectively. The repeatability
and the reproducibility of the derivatization
method using aliquots of 75 ng of Se(IV) are
presented in Table 2 and were lower than 10%.

3.4. Choice of the piazselenol

According to the results obtained in the previ-
ous paragraphs and the data provided in the
literature [13], the optimal conditions for the pi-
azselenol formation were obtained using pH val-
ues lower than 2.5. Moreover, longer
derivatization times were necessary at lower
derivatization temperatures. However, the relative
sensitivities between the three piazselenols change
depending on the use of ECD or MS detector as
can be observed by comparing our results using
MS and data obtained by other authors using
ECD [13]. Comparative sensitivities were obtained
for both 5-nitro-piazselenol and 5,6-benzo-piazse-
lenol using MS detector, which were 1.3 times
lower than that for 5-chloro-piazselenol. This be-
haviour contrasts with those obtained using ECD
which sensitivity for the 5-nitro-piazselenol has
been reported as 7.5 and 28 times higher than that
for 5-chloro-piazselenol and 5,6-benzo-piazse-
lenol, respectively [13]. In addition, the derivatiza-
tion using 2,3-diaminonaphthalene required a
longer period of time than that using the other
derivatization reagents.

3.3. Calibration and detection limits

The quantitative analysis of the selenium
derivatives was carried out in the SIM mode for
the following fragments: m/z=218 (4-chloro-o-
phenylendiamine), m/z=229 (4-nitro-o-phenylen-
diamine), m/z=234 (2,3-diaminonaphthalene)
and m/z=186 (internal standard). The dwell time
of each mass was 100 ms. Five replicates of the
samples were analysed using FDNB as internal
standard. The quantification was carried out us-
ing peak height obtaining relative standard devia-
tions lower than 5%, better than those obtained
using peak area. The calibration curves were lin-

Table 2
Analytical characteristics of the analysis of piazselenols by GC-MS

4-chloro-o-phenylendiaminePRIVATE 4-nitro-o-phenylendiamine 2,3-diaminonaphthalene

Detection limit (ng, as Se) 1 1 1
4.5690.03Sensitivity (mg−1, as Se) 3.2890.043.7090.04

0.999Correlation coefficient 0.999 0.999
Repeatability (% R.S.D.) (75 ng) 5.04.9 5.3

8.2Reproducibility (% R.S.D.) (75 ng) 8.37.1
–Se(IV) in CASS-3 (mg l−1) –0.01790.002
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Table 3
Selenite and selenate concentration (average and S.D. for n=3) in tap, river and seawater samples evaluated by GC-MS after
piazselenol formation

Seawater, mg l−1 River water, ng l−1Tap water, mg l−1

(pH 7.1) (pH 6.8) (pH 4.1)

External calibra-External calibra-External calibra- Standard additionStandard addi- Standard addi-
tiontiontion tiontion

Using 4-chloro-o-phenylendiamine as deri6atizing reagent
35953393Se(IV) 0.9890.09 0.9590.09 5.790.4 6.090.3
29932592Se(VI)* 0.4390.03 0.4390.02 3.490.2 3.690.2

Using 4-nitro-o-phenylendiamine as deri6atizing reagent
3492 37965.890.6Se(IV) 5.790.50.9690.08 1.0990.05

28942692Se(VI)a 0.4390.03 0.4590.06 3.490.3 3.690.3

Using 2,3-diaminonaphthalene as deri6atizing reagent
5.590.6 32933193Se(IV) 5.590.30.9490.07 1.090.1

3.790.3 3.790.4 2692Se(VI)a 0.4290.03 25940.4290.06

a Indicative results.

3.5. Application to natural samples

A value of 0.01790.002 mg l−1 of Se(IV) was
found using 4-chloro-o-phenylendiamine as
derivatizing reagent and GC-MS as the final ana-
lytical determination method for the CRM CASS-
3 (in duplicate) in agreement with the certified
value.

Selenium quantification in water samples col-
lected from the southwest of Spain was carried
out using both external calibration and standard
addition methods. Samples were analysed in trip-
licate when external calibration was performed
and three single additions of standards were car-
ried out using the standard addition method. Re-
sults for the analysis of three types of water
samples are presented in Table 3. No significant
differences were found between the slopes of the
calibration curve using both external calibration
and standard addition methods (t-test, P\0.06),
which indicated the absence of matrix interfer-
ences. Moreover, no significant differences in sele-
nium concentrations were found using the three
derivatizing reagents (ANOVA, P\0.50). How-
ever, the accuracy of the Se(VI) results are not
guaranteed because no efforts were made to com-
pletely remove the organic matter from the sam-

ples. Transformations affecting the Se(VI)
fraction are possible and known due to interfer-
ences from organic matter [23]. However, this was
not the main purpose of this study.

4. Conclusion

The derivatization of Se(IV) to form piazse-
lenols using 4-chloro-o-phenylendiamine, 4-nitro-
o-phenylendiamine and 2,3-diaminonaphthalene
for selenium determination by GC-MS requires
different reaction conditions. High temperature of
reaction was necessary using 4-chloro-o-phenylen-
diamine. However, a shorter reaction time for
4-nitro-o-phenylendiamine was sufficient to ob-
tain higher reaction yields. In addition, 4-chloro-
o-phenylendiamine was judged more useful for
the GC-MS determination of Se(IV) because of
the higher sensitivity achieved using this deriva-
tive. The method can be applied to environmental
waters from which Se(IV) and Se(VI) are quanti-
tatively recovered and matrix interferences are not
observed. However, it is possible to apply this
method to other more complex matrices without
requiring quantitative recovery if it is used in
combination with the ID technique.
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Abstract

Specific reaction conditions for automated continuous flow analysis of phosphate are optimized in regard to
minimizing coating and silicate interference, while maintaining high sensitivity. Use of Sb in the reagent increases
sensitivity and yields absorbances with little temperature dependence. Coating can be minimized by using a final
solution at a pH\0.5. At final pH of 0.78 there is maximum interference from silicate in the sample. We recommend
therefore as an optimal reaction condition with minimal silicate interference, the use of Sb, a final solution pH of 1.00,
room temperature for the reaction and a [H+]/[Mo] ratio of 70. An equation is provided to correct silicate
interference in high precision phosphate determination. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Phosphate determination; Silicate interference; Coating; Continuous flow analysis

1. Introduction

Phosphorus, together with nitrogen, is an essen-
tial nutrient supporting the plant growth in
aquatic environments [1,2]. Due to the solubility
limits of various phosphorus-containing minerals
in earth’s crust, phosphate concentrations are gen-
erally at low micromolar in the natural waters

[3,4]. In surface water, biological uptake through
photosynthesis depletes phosphate concentration
well below micromolar. Consequently, phospho-
rus becomes a nutrient that limits the primary
productivity in many aquatic environments, espe-
cially in freshwater ecosystems [5–8]. To study the
biogeochemical cycle of phosphorus, it is impor-
tant to accurately measure the concentration of
phosphate, which is the major form of phospho-
rus in natural waters. Quantitative analysis of
phosphate in natural waters has relied on the
formation of 12- molybdophosphoric acid and its
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subsequent reduction to yield a blue-colored com-
plex, the absorbance of which is readily measured
by spectrometry [9–20]. Murphy and Riley’s
method [14] using Sb as a catalyst and ascorbic
acid as a reductant has become the most widely
used method for the analysis of phosphate in
natural waters. Over the years numerous improve-
ments on this method have been made. Among
them the most important one has been that the
ratio of [H+]/[Mo] in the final mixture must be
kept at about 70 for rapid and stable color devel-
opment [16–18]. However the coating and inter-
ference of this method have not been thoroughly
investigated, especially the effects of pH and tem-
perature on the coating and interference.

Coating is a well-known drawback of the
molybdenum blue method for phosphate analysis.
It results from the formation of a colloidal
product that is readily adsorbed onto solid sur-
faces such as the cuvettes used in the absorbance
measurement [19]. Additional rinses are often
needed after each sample measurement. In auto-
mated continuous flow analysis the degree of
coating is readily apparent in the shape of the
sample peak on the recorder trace [15]. If there
were no carryover due to coating the peak would
be symmetrical and rectangular. Coating causes
the distortion of this ideal peak to an asymmetric
one with excessive tailing at the end. The tailing
results from blue complex coating formed in the
flowcell and tubing from a high concentration
sample and re-dissolving in the subsequent wash
solution and low concentration sample. The de-
gree of coating is increased with increasing sample
concentration and sample time. Consequently it
takes a longer time, e.g. two to three sample-wash
cycles, for the effect to disappear. The phe-
nomenon is similar to the ‘memory effect’ in gas
chromatography. Since an exact correction al-
gorithm is not available it is desirable to minimize
coating through optimization. A prolonged wash
is often used to minimize coating effects but at the
expense of sample throughput. In severe cases, it
has been necessary to place a blank solution
between samples [15]. The overall effect of coating
is a decline in both precision and sample
throughput.

An independent problem in phosphate analysis
is competitive interference [11,21–24]. The
method is subject to interference if arsenate and
silicate are present in the sample since both can
form similar blue complexes with molybdate
[23,25–28]. Arsenate concentration is often much
lower than phosphate in most natural waters (0.02
mM in open ocean [28]). However, in areas of
arsenic pollution or hydrothermal activity arsen-
ate concentrations can be comparable to phos-
phate concentrations [29,30]. In any case arsenate
interference can be avoided by the addition of
thiosulfate to reduce arsenate to arsenite which is
non-reactive to molybdate reagent [31,32].

Unlike arsenate, silicate is often present in nat-
ural waters at concentrations that are one to three
orders of magnitude higher than phosphate [33].
There is an abundance of silicon-containing min-
erals in the earth’s crust and many are relatively
soluble. It has been reported that at equilibrium
dissolved silicate concentration is about 100 mM
with quartz and about 2.3 mM with amorphous
silica [34]. A high ratio of silicate to phosphate is
often encountered in river, lake and ground water
samples which contain low phosphate but a con-
siderable amount of silicate resulting from the
dissolution of ubiquitous amorphous silica miner-
als [35]. Interference from high silicate concentra-
tions can overwhelm the phosphate signal. This
artifact is evident when both phosphate and total
dissolved phosphorus including dissolved organic
phosphorus are measured in the same sample. The
measured total dissolved phosphorus concentra-
tion can be lower than that of phosphate alone if
the latter is not corrected for silicate interference.
This anomaly results from the fact that the silicate
interference is eliminated during the digestion
procedure through which the dissolved organic
phosphorus is oxidized to inorganic phosphate.
Under the elevated temperature and pressure re-
quired for persulfate digestion silicate is polymer-
ized in acidic solutions and becomes non-reactive
to molybdate reagent when it undergoes subse-
quent phosphate analysis [36].

Murphy and Riley [14] noted an increase in
absorbance of 0.002 due to 357 mM silicate in a
blank solution. This is equivalent to 0.022 mM
phosphate that was insignificant compared to 6.5
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mM phosphate used in their interference study.
Consequently, they concluded that no interference
was caused by silicate at concentrations many
times greater than its concentration in seawater.
When Murphy and Riley’s method was adapted
to automatic continuous flow analysis, however,
the interference increased to an equivalence of
0.06 mM phosphate in the presence of only 143
mM silicate [15]. Again this was considered a
negligible error. Van Schouwenburg and Walinga
[31] also reported no detectable interference from
silicate concentration as high as 2.8 mM on the
analysis of 48 mM phosphate samples. In contrast,
Campbell and Thomas reported severe interfer-
ence from silicate in an automated phosphate
analysis in which interference equivalent to 1 mM
phosphate resulted from a silicate concentration
as low as 33 mM [36]. This severe interference was
partially due to the high temperature (95°C) they
used in the color forming reaction [36]. A linear
correlation was found between silicate concentra-
tions in the sample and resulting apparent phos-
phate concentrations. Instead of modifying the
reaction conditions they made a significant correc-
tion to compensate for the interference [36]. A
smaller degree of interference was reported in a
later automated analysis with B0.016 mM of
apparent phosphate from 357 mM silicate when
analyses were run at room temperature [32]. Cia-
vatta et al. [27] compared three manual methods
of phosphate analysis and concluded the Murphy
and Riley’s method had the least interference
from silicate.

With exception of Campbell and Thomas [36]
and Ciavatta et al. [27] most earlier studies that
concluded the silicate interference was negligible
used a single silicate concentration and measured
absorbance increase relative to a high phosphate
concentration. Their phosphate concentrations
were often much higher than those encountered in
natural waters. As the sensitivity of phosphate
analysis has been improved it is now possible to
precisely quantify the silicate interference signals
relative to the low phosphate concentrations typi-
cal of most surface water samples.

The various degrees of interference from silicate
reported in the literature are not surprising given
the very different experimental conditions used by

the different authors. The pHs used in past study
varied widely, some studies used a pH as low as
0.2 [36–43]. Temperature also varied widely from
1 to 95°C [20,36]. The ratio of [H+]/[Mo] varied
from 37 to 206. A systematic study is needed to
quantify silicate interference with phosphate anal-
ysis as a function of reaction conditions, such as
temperature and pH. Only with such a systematic
study can an optimal reaction condition be
defined for automated gas-segmented continuous
flow phosphate analysis, providing both high sen-
sitivity and minimal coating and silicate interfer-
ence.

2. Experimental

The Alpkem Flow Solution auto-analyzer used
for phosphate analysis consists of an auto-sam-
pler, a peristaltic pump, a detector and a manifold
containing mixing coils and a heater. The model
510 detector is a monochromator capable of mea-
suring absorbance from 0.0005 to 2 Absorbance
Units Full Scale (AUFS) at working wavelength
ranged from 190 to 800 nm. The flow cell in the
detector has a pathlength of 5.5 mm and a volume
of 15 ml. A flow diagram for phosphate analysis is
shown in Fig. 1. Sample times and wash times
were 90 and 30 s, respectively. Alpkem Softpac
Plus software was used in the data processing.

The analytical method we used is essentially
similar to the Murphy and Riley method [14].
Phosphate in the sample reacts with molybdate
and potassium antimony tartrate in an acidic
solution to form antimonylmolybdophosphorus
acid. The antimonylmolybdophosphorus acid is
then reduced by ascorbic acid to a molybdenum
blue complex. The absorbance of the molybde-
num blue complex is measured at 710 nm. For
comparison the effect of Sb in the reagent, a few
measurements were made using reagents without
added Sb. Since the reaction product in the ab-
sence of Sb is molybdophosphorus acid that has a
maximum absorbance at 840 nm [16], the mea-
surements at 710 nm were corrected to 840 nm by
absorbances measured on a Hewlett Packard 8453
spectrophotometer at both wavelength of 710 and
840 nm.
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Fig. 1. Flow diagram and manifold configuration for automated gas segmented continuous flow phosphate analysis.

All reagents used were of analytical grade.
Sodium dihydrogen phosphate was used to pre-
pare the stock solution (2 mM) of phosphate
standards. Sodium hexafluorosilicate was used to
prepare silicate standards (2 mM). To ensure
complete dissolution, a 0.3761 g of sodium hex-
afluorosilicate was stirred in �800 ml of water
for 24 h. The solution was then quantitatively
transferred to a 1 l volumetric flask and diluted to
the mark. Working standards of phosphate (50
nM–2 mM) and silicate (20–100 mM) were pre-
pared daily by dilution. To avoid contamination
from glassware silicate, plastic containers were
used for handling standards, reagents and
samples.

The effect of reaction temperature and final
mixture pH upon the sensitivity, coating and in-
terference from silicate were studied. The reaction
temperature, final mixture pH were varied while
the ratio of hydrogen ion to molybdenum ([H+]/
[Mo]) was held constant. Reaction temperature

was controlled to 90.1°C and was varied from
25 to 70°C. pHs in final solutions ranged from
0.19 to 1.50. Precipitation of Sb precluded the
study from final solution pH higher than 1.50.
Concentrations of molybdate used (ranged from
0.45 to 9.6 mM) were calculated from a desired
final pH such that ratios of [H+]/[Mo] remained
at 7092.

The extent of coating at various reaction condi-
tions was estimated from carryover coefficients
obtained using a high standard followed by two
low standards (HLL scheme) as provided for
within the Softpac Plus [44]. The apparent phos-
phate concentrations due to silicate interference
were calculated from absorbances measured in the
samples containing silicate alone using a calibra-
tion curve generated from phosphate standards.
The concentrations of phosphate standards (0.05–
1 mM) used in each experiment were varied ac-
cording to the magnitudes of silicate interference
signals at given temperature and pH conditions.
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Fig. 2. Absorbances of 1 mM phosphate as a function of temperature and final solution pH at a [H+]/[Mo] ratio of about 70 with
a 0.05 mM potassium antimony tartrate.

3. Results and discussion

3.1. Sensiti6ity

Since high sensitivity is essential given the low
concentrations of phosphate typical of natural
waters, the effect of reagent concentration, tem-
perature and pH on overall method sensitivity
was examined before considering the problems of
coating and interference.

Effect of reaction temperature and pH of final
solution on the absorbance was studied at a con-
stant [H+]/[Mo] ratio of 70 in the presence of
0.05 mM of potassium antimony tartrate. Ab-
sorbances of phosphate normalized to 1 mM con-
centration as a functions of temperature and pH
are shown in Fig. 2. At a given pH absorbances

are relatively constant over a temperature range
of 25–70°C. This is likely due to the relatively fast
reaction rate at a ratio of [H+]/[Mo] about 70 in
the presence of Sb as potassium antimony tar-
trate. The time required for fully color develop-
ment is only 2 min at room temperature [18]. The
retention time in our automated analysis was
about 7 min. This provided sufficient time for
reaction completion even at room temperatures.

Method sensitivity was essentially constant
within a pH range of 0.3–1.5 as shown in Fig. 2.
This is in agreement with a previous study over a
similar pH range of 0.36–1.06 at a [H+]/[Mo]
ratio of 70 [18]. However, at a pH of 0.19 sensitiv-
ity was reduced about 40%. Since high concentra-
tions of molybdate are required to maintain a
constant ratio of [H+]/[Mo] at low pHs, polymer-
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Fig. 3. The effect of Sb on absorbance as a function of temperature. Absorbances were measured from 1 mM phosphate at a final
solution pH of 0.78 and a ratio of H+/Mo of 70.

ization of molybdate at such high concentrations
could hinder the molybdenum blue formation due
to a lack of molybdenum dimmer [46].

In contrast, a positive temperature dependence
was observed in a molybdate reagent with no
added potassium antimony tartrate as shown in

Fig. 4. The effect of Sb on the coating in automated phosphate analysis as a function of temperature at a [H+]/[Mo] ratio about
70 with 0.05 mM potassium antimony tartrate.
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Fig. 5. Carryover coefficients as a function of final solution pH at a [H+]/[Mo] ratio about 70 with 0.05 mM of potassium antimony
tartrate.

Fig. 3. At a temperature of 30°C absorbances of
the same concentration of phosphate were about
half of those measured in the presence of Sb due
primarily to the slow reduction of molybdophos-

phorus acid. It has been reported that 24 h are
needed to complete the reaction in the absence of
Sb at room temperature [45]. The absorbances
increase as temperature increases. At 70°C the

Fig. 6. The effect of Sb on apparent phosphate due to the silicate interference as a function of sample silicate concentration at 70°C,
a final solution pH of 0.78 and a [H+]/[Mo] ratio of about 70.
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Fig. 7. Apparent phosphate due to silicate interference as a function of sample silicate concentration at various temperature with
a final solution pH of 0.78 and a [H+]/[Mo] ratio of about 70.

absorbance measured from the reagent without Sb
exceeds the value obtained with Sb.

Since the addition of Sb in the reagent increases
sensitivity and reduces temperature dependence its
use is clearly advantageous. We conclude that
optimal conditions in respect to sensitivity are
pH\0.3 with the addition of Sb.

3.2. Coating

The effect of Sb on the coating as a function of
temperature at a final solution pH of 0.78 is
shown in Fig. 4. Carryover decreased with in-
creasing temperature as one may expect since the
solubility of colloidal molybdenum blue may in-
crease with increasing temperature [46]. The car-
ryover coefficients measured from a reagent
mixture without Sb were slightly lower than those
measured from a reagent containing Sb but the
difference was not great.

Coating was almost constant over a pH range
of 0.5 to 1.5 with carryover coefficients of 1–2%
as shown in Fig. 5. They did, however, increase as
pH decreased below 0.50. The carryover coeffi-
cient increased to about 9.5% at pH of 0.19.

Coating seemed to be related to the different
characteristics of the molybdenum blue formed at
different pH. The products formed at low pH
seemed colloidal and tended to coat the flowcell
and tubing. Over a wide range of pH (0.5–1.5)
the products formed were sufficiently soluble and
negligible coating effects were observed. At pH
0.78 and above carryover coefficients of about
1–2% are certainly acceptable since there were
little differences from flow analysis of silicate and
nitrite, which have essentially no coating effect.
So an optimal condition for minimal coating is
pH\0.5.

3.3. Interference of silicate

Early studies found that absorbance due to
silicate increases with time because the color de-
velopment of silicomolybdenum blue is slower
than that of phosphomolybdenum complex [19].
In manual analysis the time interval between
reagent addition and absorbance measurement is
difficult to keep constant from one sample to the
next. A variable duration for color development
will result in different degrees of silicate interfer-
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Fig. 8. Apparent phosphate due to the interference of 100 mM sample silicate as a function of temperature and final solution pH
with a [H+]/[Mo] ratio of about 70.

ence. As a result it is, if not impossible, very
difficult to correct for silicate interference in a
manual method. One advantage of automated
analyses over manual ones is precise timing and
reagent mixing. The shorter interval between
reagent addition and absorbance measurement in
automated analysis also reduces the extent of
interference given the slower formation of silico-
molybdenum blue [19].

The potential interference of silicate on phos-
phate analysis is quantified by measuring ab-
sorbances in samples containing only silicate
resulting from the phosphate analysis reactions.
These absorbances can be translated to apparent
phosphate concentrations using phosphate stan-
dards measured under the same conditions. Sili-
cate concentrations in these samples ranged from
0 to 100 mM, concentrations commonly found in
natural waters. We first tested the effect of Sb on
potential silicate interference. The addition of Sb
to the molybdate reagent not only increased sensi-

tivity as mentioned above but also reduced silicate
interference to about 47% at 70°C as shown in
Fig. 6. The relatively large interference from sili-
cate reported by Campbell and Thomas at high
temperature (95°C) was probably augmented by
the absence of Sb in their reagent mixture [36].
Since addition of Sb to molybdate reagent has the
advantages in sensitivity, color stability over a
wide range of temperature and minimal effect on
the coating as discussed above, Sb was used in all
further experiments on silicate interference study.

Apparent phosphate increased as the silicate
concentration increased in the samples. In con-
trast to a previous study [36], the response is
non-linear, showing a pattern of exponential rise
to maximum (see Fig. 7). The extent of apparent
phosphate resulting from 100 mM in the sample
as a function of temperature (ranged from 25 to
70°C) and pH (ranged from 0.19 to 1.50) is shown
in Fig. 8. Temperature had a pronounced influ-
ence on apparent phosphate concentration. The



J.-Z. Zhang et al. / Talanta 49 (1999) 293–304302

Table 1
Apparent phosphate concentrations (in mM) measured at various temperatures, pH of final mixture and silicate concentrations

Silicate (mm) Temperature (°C)

30 40 50 60 7025

pH=0.19
0.0000.0000.0000
0.0010.00020 0.000

0.00040 0.000 0.002
0.000 0.0040.00060
0.00080 0.000 0.006
0.000 0.009100 0.000

pH=0.30
0.000 0.0000.000 0.0000.0000

0.000 0.002 0.004 0.011 0.03120
0.0620.0220.0070.0040.00040

0.010 0.031 0.09060 0.000 0.005
0.013 0.040 0.11580 0.000 0.007

0.009 0.016 0.049100 0.000 0.139

pH=0.51
0.000 0.000 0.0000 0.000 0.000 0.000
0.004 0.009 0.02720 0.002 0.002 0.068

0.0510.0180.012 0.1270.00740 0.006
0.015 0.026 0.07460 0.006 0.008 0.184

0.035 0.096 0.23480 0.008 0.011 0.020
0.024 0.043 0.116100 0.010 0.013 0.281

pH=0.78
0.000 0.000 0.0000 0.000 0.000 0.000

0.3020.1550.0740.0290.01120 0.006
0.128 0.286 0.55940 0.013 0.015 0.050
0.174 0.397 0.77160 0.017 0.020 0.068

0.084 0.212 0.49280 0.020 0.025 0.967
0.030 0.245 1.1360.5750.095100 0.029

pH=1.00
0.000 0.000 0.0000 0.000 0.000

0.0640.0300.013 0.1200.00520
0.025 0.055 0.11740 0.011 0.208

0.074 0.159 0.29260 0.015 0.034
0.041 0.091 0.19580 0.018 0.355

0.2230.1030.021 0.4050.046100

pH=1.25
0.000 0.000 0.0000 0.000 0.000 0.000

0.0220.0120.006 0.0400.00520 0.005
0.012 0.022 0.04040 0.007 0.008 0.066

0.029 0.053 0.08560 0.009 0.010 0.016
0.022 0.037 0.06680 0.012 0.015 0.103

0.018 0.043 0.1160.0750.025100 0.014

pH=1.50
0.000 0.0000 0.000

0.0020.002 0.00320
0.004 0.004 0.00440

0.0080.0080.00860
0.009 0.01080 0.010
0.011 0.012100 0.012
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apparent phosphate concentration due to sample
silicate increased with reaction temperature in all
cases. A dramatic increase in silicate interference
is found at temperatures higher than 40°C. Al-
though low temperature (B15°C) can cause an
underestimate of phosphate concentration in sam-
ples with low phosphate content due to slow rate
of the color formation [20], room temperature is
sufficient to bring the reaction to completion un-
der the automated conditions used here. Further-
more, reaction temperatures higher than 30°C
should be avoided so that silicate interference will
be minimal. This is important when analyzing
water samples containing high ratios of silicate to
phosphate (\100).

Unlike the monotonic dependency on tempera-
ture or silicate concentration, apparent phosphate
showed a maximum at pH 0.78 decreasing rapidly
at higher or lower pHs (Fig. 8). Earlier workers
suggested that the lower the pH the less the
silicate interference. Based on this concept they
recommended that the final solution pH should be
lower than 1.0 [19]. Unfortunately there have been
no systematic study on the formation kinetics of
antimolylsilicomolybdate acid. Further study is
needed to elucidate the maximum silicate interfer-
ence observed at pH of 0.78.

Apparent phosphate concentrations (in mM)
measured by Murphy and Riley’s method over a
range of reaction conditions (pH=0.19–1.5, T=
25–70°C) and silicate concentrations (0–100 mM)
are summarized in Table 1. A non-linear multi-
parameter fitting of these experimental data yields
the following equation:

[PO4
3−]a

= (24594×104 [Si]−661951 [Si]2)

((1000/T)−23.6653/0.1587) e− (pH-0.78)2/0.05037

where [PO4
3−]a is apparent phosphate concentra-

tion and [Si] is silicate concentration in a sample,
both in mM, T is the absolute temperature in K
and pH is the value in the final solution. This
equation has a correlation coefficient (r) of 0.992.
It can be used to predict an apparent phosphate
concentration due to the amount of silicate
present in a sample given temperature and pH of
the final solution used in the phosphate analysis.

In summary, lower sensitivity and pronounced
coating effect have ruled out the feasibility using a
final solution pH lower than 0.5. A pH of 0.78, as
previously recommended, resulted in maximum
interference from sample silicate at temperatures
40°C or higher. Precipitation of antimony from
solutions of low acidity precludes reactions at a
pH higher than 1.5. Room temperature for reac-
tion is preferred for sufficient speed of reaction
and minimal interference from sample silicate.
Consequently, for our method of automated con-
tinuous flow phosphate analysis the optimal reac-
tion condition for minimal silicate interference,
maximum sensitivity and minimal coating would
be a pH in final solution of 1.00, room tempera-
ture, a [H+]/[Mo] ratio of 70 and the addition of
Sb. Under these optimal analytical conditions, a
further improvement in the accuracy of phosphate
determination can be achieved by applying the
correction for the silicate interference given in the
above equation.
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Abstract

A porous cellulose tape containing a silica gel that was previously impregnated with a processing solution
containing p-toluenesulfonic acid, sulfanilic acid, N-1-naphthyl ethylene diamine dihydrochloride, ethylene glycol and
methanol has been developed to provide a highly sensitive detection of nitrogen dioxide in air. When the sample
including nitrogen dioxide was passed through the tape, the color of tape changed to red, and the degree of color
change could be recorded by measuring the intensity of reflecting light (555 nm). The calibration graph was linear up
to �0.10 ppm. The detection limit was 0.5 ppb for nitrogen dioxide with a sampling time of 8 min and a flow rate
of 60 ml min−1. No interferences were observed from ammonia (40 ppm), sulfur dioxide (51 ppm), carbon dioxide
(21%), ozone (0.75 ppm), hydrogen sulfide (27 ppm) or nitrogen monoxide (99 ppm). © 1999 Elsevier Science B.V.
All rights reserved.

Keywords: Nitrogen dioxide gas detection; Tape monitor; Sensitive tape for nitrogen dioxide gas; Saltzman’s reagent

1. Introduction

The permitted level of nitrogen dioxide (NO2)
in atmospheric air in Japan is less than 40 ppb.
There has been an increasing need for a NO2

monitor that is inexpensive, small in size and
sensitive to such low concentrations. Several gas
sensors have been shown for the detection of
NO2, such as galvanic sensor using Ag+ conduc-
tor [1] and amperometric detection using sodium
superionic conductor (NASICON) [2]. But these

gas sensors have a short lifetime due to the de-
crease in sensitivity because the surface of sensor
is degraded by the exposure to sample gas. A
liquid film/droplet of Saltzman absorbent was
proposed for the detection of NO2 [3]. Conse-
quently, we chose a tape monitor [4] because of its
high sensitivity and selectivity, easy maintenance,
small size and low running cost. A monitoring
tape [5] for Cl2 has already been developed. The
tape also can detect NO2, but it has not been
successful in detecting less than 1 ppm NO2, even
if the sampling time is extended to 10 min. In this
experiment, we examined the tape using Saltz-
man’s reagent [6] which has been recognized as an

* Corresponding author. Fax: +81-426-285647.
E-mail address: bt10450@ns.kogakuin.ac.jp (K. Nagashima)
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excellent reagent for the colorimetric determina-
tion of NO2 in air by the official method [7].

We had studied the tape [8,9] impregnated with
the Saltzman’s reagent in order to permit the
determination of NO2 concentrations less than 10
ppb in air. Glycerin was used as humectant in a
previous report [8,9], but ethylene glycol was used
instead of glycerin as a humectant in this report
because the sensitivity of the tape for NO2 in-
creased two times and reaction rate increased
three times.

2. Experimental

2.1. Reagents and samples

A processing solution was prepared as follows.
In approximately 30 ml of water, 0.5 g of sul-
fanilic acid, 0.015 g of N-(1-naph-
thyl)ethylenediamine dihydrochloride, 0.088 g of
p-toluenesulfonic acid and 20 ml of ethylene gly-
col were dissolved, then 45 ml of methanol was
added to the solution, and the solution was di-
luted to 100 ml with water.

Standard NO2 mixtures (0.01–0.5 ppm) were
prepared by controlling the flow rate of streams
of primary standard 8.9 ppm NO2 (N2 balance,
Takachiho) and N2 from a cylinder.

2.2. Monitoring tape

The porous cellulose tape (Whatman, 20 mm
wide, 0.27 mm thick and 10 cm long) containing a
silica gel was immersed in the processing solution
for 5 min, evaporated to dryness under reduced
pressure for 1 h and stored in a dissector (silica
gel). The reproducibility of the preparation of the
monitoring tape was �4.1% (n=8).

2.3. Apparatus and procedure

The experimental apparatus was similar to that
used previously [8,9]. The end of the tube (�1 cm
in diameter) from the suction unit was attached
tightly to a tape. The sample gas was sucked
through the tape at a constant flow rate (60 ml
min−1) and sampling time (8 min). When the tape

was exposed to sample, Saltzman’s reagent on the
tape reacted with NO2 to change its homogeneous
color. The degree of color development was
recorded by measuring the reflected light (555
nm). The section of the tape was renewed by
moving the tape every 8 min. The response (reflec-
tion absorbance, A) is defined by

A= − log V1/V0

where V0 and V1 are outputs of blank and of
the sample, respectively. After the tape monitor
was switched on, 30 min were required to measure
the responses. All measurements were carried out
at 2592°C.

3. Results and discussion

3.1. Reflectance spectra and effect of
concentration of Saltzman’s reagent

After the tape was exposed to 0.1 ppm NO2 for
a sampling time of 8 min at a flow rate of 60 ml
min−1, the visible reflectance spectrum of exposed
tape was obtained. The wavelength for the maxi-
mum absorbance of reflectance spectra was be-
tween 550 and 570 nm [8,9].

For the detection of NO2, the response for NO2

was investigated with various concentrations of
sulfanilic acid and N-1-naphthyl ethylenediamine
dihydrochloride in the processing solution.

In this experiment, the pH of processing solu-
tion was adjusted to 2.5 with p-toluenesulfonic
acid.

The response for NO2 increased with increase in
concentration of sulfanilic acid in processing solu-
tion and became constant above 0.5 wt.%.

The response was investigated with various
concentrations of N-1-naphthyl ethylenediamine
dihydrochloride in the rage of 0.005–0.l wt.% in
the processing solution. Maximum response was
obtained in the range 0.01–0.025 wt.% of N-1-
naphthyl ethylenediamine dihydrochloride.

The processing solution used was prepared with
0.5 wt.% of sulfanilic acid and 0.015 wt.% of
N-1-naphthyl ethylenediamine dihydrochloride.
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3.2. Concentration of humectant

Effective humectant is essential to obtain a
good response to NO2 in this tape.

Ethylene glycol and glycerin as a humectant
provide moistening of tape for the desired reac-
tion of Saltzman’s reagent.

The effect of humectant concentration of
ethylene glycol and glycerin in the processing
solution on the response is shown in Fig. 1.
Maximum and almost constant responses were
obtained at 15–24 v/v% of ethylene glycol and
25 vol.% of glycerin. The processing solution
used was prepared so that the concentrations of
ethylene glycol and glycerin were 20 and 25 v/
v%, respectively.

3.3. Effects of flow-rate of sample gas on
response

Table 1 shows the effect of sample gas flow-
rate on responses using ethylene glycol and glyc-
erin as humectant. The maximum responses
were obtained at the flow-rates of 60 and 30 ml
min−1. The responses decreased with increasing
sample gas flow-rate above 70 and 50 ml
min−1.

It can be considered that the reasons for de-
creasing response in high flow-rate were that the
tape was dried by sample gas and the reaction
of NO2 with Saltzman’s reagent did not proceed
well.

Table 1
Effect of sampling gas flow-rate on responsea

ResponseGas flow-rate
(ml min−1)

GlycerinEthylene glycol

0.030 0.02610
0.04530 0.030
0.05850 0.028

0.0240.06060
0.05870 0.021

0.01990 0.030
0.027 0.017120

a Concentration of NO2: 0.10 ppm.

3.4. Sampling time

The response for a fixed concentration of
NO2 (0.10 ppm) was plotted against various
sampling times. The linear graphs between re-
sponse and sampling time were obtained in the
range 0–12 min (Fig. 2).

The reaction rate for ethylene glycol tape was
double that of glycerin tape and sampling time,
8 min, was chosen for further experiment.

3.5. Calibration graph

Typical calibration graphs for NO2 are shown
in Fig. 3. The calibration graphs were linear up
to �0.10 ppm.

Fig. 2. Effect of sampling time.
Fig. 1. Effect of humectant concentration in processing solu-
tion on response.
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Fig. 3. Calibration graphs for NO2.

4. Conclusion

The monitoring tape impregnated with Saltz-
man’s reagent is very suitable for the determina-
tion of NO2 5–100 ppb. The detection limit was
0.5 ppb. This tape monitor method is simple,
specific, capable of unattended operation and is
recommended for field operation.
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Abstract

Sorption of phenol, 3-cresol, 2-, 3-, 4-nitrophenols, 2,4-, 2,6-dinitrophenol, 2,4,6-trinitrophenol, and 1-naphthol by
polyether- and polyester-type polyurethane foams (PUF) was investigated. The effects of sorption time, pH, phenol
concentration and the structure of tested phenols and PUF were studied. The mechanism of sorption of tested
compounds on foams is discussed. It is shown that the hydrophobicity (log P, octanol–water distribution constant)
and pKa values of the compounds play an important role in the sorption process. A regression equation connecting
distribution coefficient of phenols by PUF with their hydrophobicity parameter and pKa values were derived. Good
correlation between log D and values log P and pKa was observed. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Phenols; Sorption; Polyurethane foam; Method of correlation ratio

1. Introduction

Polyurethane foams (PUF) are porous sorbents
with hydrophobic polymeric matrices, which have
various polar functional groups (urethane, amid,
ester-, ether, urea-groups, etc.). Due to such a
combination of properties, these sorbents are suc-
cessfully used for effective sorption of both non-
polar and polar molecules [1,2]. The part of a

solid phase in PUF is replaced with a gas, which
exists in the polymer as numerous bubble-cells,
forming the ordered system firm quazispherical
membranes. Sorbed substance is dissolved in PUF
membranes [2].

Considerable progress has been achieved in re-
cent years in the use of PUF for effective sorption
of organic compounds such as polychlorinated
biphenyls [3–5], polycyclic aromatic hydrocar-
bons [6,7], different pesticides and insecticides [8–
10], many organic dyes [11–15], ionogenic
surfactants [16], aromatic acid [17,18] and phenols
[17–21].
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Most of the studies dealing with sorption prop-
erties of PUF were aimed to practical problems of
preconcentrating compounds from air and solu-
tions; much less attention was focused on the
peculiarities of sorption processes and sorption
mechanisms. It was established that many organic
compounds are extracted according to the neutral
solvent extraction mechanism [17,18]. When a
compound contains a group able to form hydro-
gen bonds, such as –OH, an additional factor
appeared to be involved. Probably, this factor is
hydrogen bonding between the polyurethane and
the group of the organic compound [17–19,21]. In
a dozen studies, the important role of nonspecific
interactions in sorbing organic compounds by
PUF was studied [13,15,19,21].

In this work the method of correlation ratios
has been applied to reveal the correlation between
the ability of a substance to be sorbed on PUF
and its hydrophobicity and acid–base properties.
A number of phenols with different values of
correlated parameters—logarithm of the dis-
tribution constant in the octanol–water system
(Hansch parameter, log P) and acid dissociation
constant (pKa) was used as model compounds.
To implement this, the sorption of phenols
on polyether- and polyester-based PUF was stud-
ied.

2. Experimental

2.1. Reagents and materials

Except otherwise specified all the chemicals
used were of analytical-reagent grade. Polyether
(140, 5-30, and M-40 trade marks), polyester
(2200 and 35-08 trade marks) foams and their
copolymers (VP trade mark), produced by
‘Polimersintez’ (Vladimir, Russia) and ‘Radikal’
(Kiev, Ukraine) were used throughout (Table 1).
Foam tablets of approximately 0.06 g were cut
from a commercially available polymer sheet. To
purify the tablets they were treated with a large
quantity of 0.1 M HCl for 30 min, then washed
with water up to pH 5–6 followed with acetone,
and then dried in air and stored in brown-glass
jars.

2.2. Apparatus

The absorbances of solutions were measured
with a KFK-2 photoelectrocolorimeter; pH of
solutions was monitored with a EV-74 poten-
tiometer with H-selective glass electrodes.

2.3. Procedure

The sorption was carried out under batch con-
ditions. The sample solution (25 ml) and the foam
tablet (0.06090.002 g) were placed in a vessel
with a ground stopper. Air bubbles were removed
using a glass rod. The vessels were shaken with an
automatic shaker for 30 min. Next, the tablets
were removed, and the equilibrium concentrations
of phenols were determined with a photometer by
the absorption of the compounds or by azocou-
pling with 4-nitrophenyldiazonium tetrafluorobo-
rate in alkaline solutions [22,23]. The sorption
percentage (E, %) and the distribution coefficient
(D) were calculated as follows:

E, %=
C0−C

C0

·100% (1)

D=
E, %

(100−E, %)
·
V
w

(2)

where C0 is the initial molar concentration of
tested compound in solution before the sorption,
C is the concentration in solution after the sorp-
tion, V is the volume of solution (l), and w is the
mass of foam (kg). The reproducibility of the
determined distribution coefficients is RSDB0.05
(n=5–7).

Sorption isotherms were obtained over a wide
range of equilibrium concentrations (4×10−6–
4×10−2 M) of the compounds at 2091°C. The
initial concentrations of phenols were varied from
2×10−5 up to 4.2×10−2 M, 4-nitrophenol from
4×10−5 up to 8×10−3 M, 2,4-dinitrophenol
from 2×10−5 up to 5×10−3 M, 2,4,6-trinitro-
phenol from 4×10−5 up to 6×10−3 M, and
1-naphthol from 1.5×10−5 up to 2.8×10−3 M.
The lower boundary of concentrations was deter-
mined by the sensitivity of photometric techniques
used for the determination of the equilibrium
concentrations of phenols; the upper boundary
was limited by the solubility of phenols in water.
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3. Results and discussion

Phenols contain both a hydroxygroup and a
hydrophobic aromatic nucleus; thus, they are con-
venient models for studying the regularities of the
sorption of organic compounds by PUF. The
structural variety of phenols makes it possible to
systematically investigate the influence of acid–
base properties of molecules and their hydropho-
bicity and the nature, the number, and the
arrangement of the substitutes on the sorption of
phenols by PUF of different types.

In this study, 1-naphthol, 2-, 3-, and 4-nitro-
phenols, 2,4- and 2,6-dinitrophenols, 2,4,6-trini-
trophenol, and 3-cresol were selected as model
compounds. For these phenols, the constant of
acid dissociation (pKa) changes from 0.7 up to

10.2 thus covering the whole range for this class
of compounds. Moreover, phenols listed in Table
2 differ in their hydrophobicity, which is confi-
rmed by the logarithms of their distribution con-
stants in an octanol–water system.

Now, the distribution constants of compounds
in an octanol–water system (log P) are used as a
standard parameter of hydrophobicity (Hansch
parameter) [24]. Table 2 shows the values of log P
for the non-ionized form (pH�0) of phenols.
Under experiment conditions (0.1 M HCl) all the
tested phenols except for 2,4,6-trinitrophenol exist
in the molecular form; thus, the values of log P at
pH�0 were used for calculations. Hansch
parameter for 2,4,6-trinitrophenol was calculated
from the formula P0=Papp·(1+10pH–pKa), where
P0 and Papp are distribution coefficients in oc-

Table 1
Tested polyurethane foams
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Table 2
Sorption of phenols from 0.1 M HCl by 5-30 polyurethane foama

pKa in water [28] E, %Compound log P (octanol–water) [24] log D

10.00 3192Phenol 2.1990.051.48
1.49

4592 2.5390.063-Cresol 2.01 10.09
9.85 82951-Naphthol 2.98 3.2790.08

2.31
7.21 26932-Nitrophenol 1.73 2.1890.08

1.79
8.39 58923-Nitrophenol 2.00 2.7790.06
7.16 5692 2.7590021.914-Nitrophenol

5493 2.7090.032,4-Dinitrophenol 1.51 4.11
4.15 49932,6-Dinitrophenol 1.18 2.6290.03

1.25
0.71 88952,4,6-Trinitrophenol 3.5390.092.03

a Conditions: 2091°; 25-ml aliquot of 1×10−4 M aqueous solution of phenol, 0.06 g of the foam, sorption time 30 min, n=5,
P=0.95.

tanol–water system for the non-ionized form of
phenol and under given pH, respectively [25]. The
calculated value of log P for 2,4,6-trinitrophenol
in 0.1 M HCl is 1.56.

3.1. Sorption time

Preliminary experiments on the sorption of
tested phenols from 0.1 M aqueous solution of
HCl by 5-30 polyether foam showed that the
sorption is fast, and the equilibrium is attained in
less than 30 min (Fig. 1). The sorption efficiency
among the tested phenols is significantly different
as shown in Table 2. Similar results were obtained
for other tested foams.

3.2. Effect of pH on the sorption

Phenols are weak organic acids. They exist in
solution both as neutral and ionized forms. There-
fore, pH plays an important role in their sorption.
The effect of pH of the aqueous phase on the
sorption of phenol, 3-cresol, 1-naphthol, 3- and
4-nitrophenols, 2,4-dinitrophenol, and 2,4,6-trini-
trophenol by 5-30 polyether foam was investi-
gated over a wide range of pH (pH 1–12). Fig. 2
shows that all the curves have almost the same
sharpness. The maximum values of the sorption
of phenols are reached at pH of the aqueous

solution of pKà−2 or below; with an increase pH
of the aqueous solution up to pKà+2 or higher,
the sorption of phenols decreases down to noth-
ing. A correlation between a decrease in the sorp-
tion and pKà of phenols was observed: the lower
are pKà values, the lower is pH at which the
sorption starts to decrease. Thus, the most pro-
found change in the extraction factor of phenols
is observed at pHs equal to pKà values. For
phenols with similar pKà values—phenol, 3-
cresol, and 1-naphthol—pH ranges, at which
sorption becomes higher are identical. This sug-
gested effect gives evidence of the fact that phe-
nols are sorbed in the molecular form. These
results are in good agreement with the data re-
ported by Chow et al. [17,18].

3.3. Effect of the type PUF on the sorption

The sorption of phenols and 1-naphthol from
0.1 M HCl by polyether (140, 5-30 and M-40),
polyester (2200 and 35-08) foams and their co-
polymers (VP) was studied. Although sorption
profiles have the same shape, the sorption in the
case of polyester foams frequently differs from the
case of polyether foams. As one can see from
Table 3, the distribution coefficients on polyether
foams are often higher than on polyester foams.
The PUF on the basis of copolymers of ethers
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and esters (VP) is in the middle. The sorption of
phenols by polyether foams depends on the struc-
ture of the polymer unit: 5-30 foam containing
both ethylene oxide and propylene oxide are more
efficient than M-40 foam based on propylene
oxide; 140 foam based on ethylene oxide are
characterised by lower parameters of sorption of
phenols. The latter fact seems to be connected
with the competition of HCl in the sorption pro-
cess. The results obtained may be accounted for
by the formation of hydrogen bonds between
phenol hydroxy group and oxygen atoms of ether
groups of the polymer. Ether groups form hydro-
gen bonds more easily than ester groups. Trends
similar to this have been reported by previous
researches [17,18,21].

The comparison of the distribution coefficients
(Fig. 2, Table 2) shows that the sorption of phe-
nols is significantly affected by their acid–base
properties and hydrophobicity. The highest values
of distribution coefficients are achieved for the

Fig. 2. Dependence of the sorption degree of phenol (1),
3-nitrophenol (2), 4-nitrophenol (3), 2,4-dinitrophenol (4),
2,4,6-trinitrophenol (5), 3-cresol (6) and 1-naphthol (7) by 5-30
polyurethane foam on pH. CPh=1×10−4 M, V=25 ml,
mPUF�0.06 g.

Fig. 1. Dependence of the sorption degree of 2-nitrophenol (1),
phenol (2), 3-cresol (3), 2,4-dinitrophenol (4), 4-nitrophenol
(5), 3-nitrophenol (6), 1-naphthol (7), 2,4,6-trinitrophenol (8)
by 5-30 polyurethane foam on the phase contact time. CPh=
1×10−4 M, CHCl=0.1 M, V=25 ml, mPUF�0.06g.

strongest acid, 2,4,6-trinitrophenol, and for the
most hydrophobous compound, 1-naphthol.
Among the pairs of compounds with approxi-
mately identical pKà values, the more hydro-
phobous one is sorbed better.
2,4,6-Trinitrophenol, being the strongest acid
among nitrophenols (pKà=0.71), shows the best
results. However, the values of distribution coeffi-
cients of 3-nitrophenol (pKà=8.39), 4-nitrophe-
nol (pKà=7.16), 2,4-dinitrophenol (pKà=4.11),
and 2,6-dinitrophenol (pKà=4.15) are similar,
though the constants of acid dissociation of nitro-
phenols and dinitrophenols differ by as much as
3–4 order. 2-Nitrophenol, which can form in-
tramolecular hydrogen bonds, is sorbed worse
than 3- or 4-nitrophenol. These facts allowed one
to suppose that the main types of sorbent–sorbate
interactions are hydrophobic and those resulting
in the formation of hydrogen bonds between a
proton of phenol hydroxy group and electron–
donor polar groups of PUF are like amido-,
tertiar amino-, ether, ester etc. Table 3 shows that
the differences in the sorption properties of
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polyether and polyester foams become less appre-
ciable as the hydrophobicity of phenols increases.
This effect may be due to the hydrophobic inter-
actions. It has been shown that PUF tested in this
work do not differ in hydrophobicity [16].

3.4. Sorption isotherms

Sorption isotherms of phenol, 4-nitro-, 2,4-dini-
tro-, and 2,4,6-trinitrophenols and 1-naphthol on
5-30 PUF are shown in Fig. 3. Compounds se-
lected as sorbates differ in size, hydrophobicity,
and the ability to form hydrogen bonds.

The shape of sorption isotherms is similar. All
the dependences have two increasing sections, dif-
fering by the slope (the value for the second
section is lower), and plateaus. Apart from this
the sorption isotherm of phenol has another in-
creasing section with the slope greater than for
two other sections. The arrangement of initial
sections of sorption isotherms and their slopes
(Fig. 3(b)) correlate with distribution coefficients
in Table 2. In the case of 2,4,6-trinitrophenol, the
initial section of sorption isotherm has a large
slope as compared with 4-nitro- and 2,4-dinitro-
phenols, and especially phenol; also the point at
which the isotherm reaches the plateau is shifted
to lower initial concentrations.

An additional increase in the sorption after
plateau is due to a change in the orientation of
the sorbate molecules at the surface [26]. In the
case of sorption of phenols, a change in the
orientation of sorbate molecules after the first

plateau seems quite possible. In fact, the hydroxyl
proton of a phenol molecule can interact simulta-
neously with several donor atoms of the chain of
a polymeric sorbent, e.g. with several oxygen
atoms of the polyester fragments of foam thus
forming hydrogen or dipole–dipole bonds. A sim-
ilar picture is observed when cyclic polyethers
bind proton-donoring molecules [27]. Such a ‘co-
ordination number’ should be determined by the
structure of the polymer and the type and the
arrangement of corresponding polar groups. It is
obvious that an increase in the concentration of
phenol molecules in the sorbent phase would de-
crease the ‘coordination number’ and freed donor
atoms of oxygen cause an additional increase in
sorption. A decrease in the average number and/
or in the interaction between the phenol and PUF
chain must decrease the free energy of the sorp-
tion and the slope of the isotherms, as was ob-
served in the studied case. The third increase on
the sorption isotherm of phenol is apparently
connected with formation of aggregate sorbate
molecules in the solid phase. This mechanism is in
good concordance with the repeatedly described
ability of phenol to associate both in solutions
and in the phase of different sorbents.

3.5. Model of sorption

The following equilibria are established in the
process of sorption of phenols (HA) on PUF
(based on the data received experimentally, anion
A− was not sorbed on PUF):

Table 3
Comparison of the distribution coefficients (log D) of phenols sorbed from 0.1 M HCl by polyether and polyester foamsa

Compound Polyurethane foam

140 5-30 M-40 VP 2200 35-08

1.81 1.67Phenol 1.762.101.962.19
2.25 2.53 2.383-Cresol 2.42 2.32 2.25
3.14 3.27 3.101-Naphthol 3.13 3.16 3.14
2.26 2.75 2.564- Nitrophenol 2.29 2.13 2.26

2,4-Dinitrophenol 2.562.33 2.45 2.512.70 2.64
2,4,6-Trinitrophenol 2.763.05 2.66 2.603.53 3.16

a Conditions: 2091°; 25-ml aliquot of 1×10−4 M aqueous solution of phenol, 0.06 g of the foam, sorption time 30 min, n=5,
P=0.95.



S.G. Dmitrienko et al. / Talanta 49 (1999) 309–318 315

Fig. 3. Sorption isotherm of phenol (1), 4-nitrophenol (2), 2,4-dinitrophenol (3), 2,4,6-trinitrophenol (4) and 1-naphthol (5) by 5-30
polyurethane foam (a) and its initial sections (b). CHCl=0.1 M, V=25 ml, mPUF�0.06 g.

HAcH+ +A− KHA
a =

[H+][A−]
[HA]

(3)

HAcHAf KD,HA=
[HA]f
[HA]

(4)

The distribution coefficient of phenols is equal
to

D=
[HA]f

[HA]+ [A−]
(5)

From Eqs. (3) and (4) the following is obtained

D=
[H+]·KD,HA

[H+]+KHA
a (6)

The Eq. (6) becomes simpler in the case of
sorption of phenols from the solutions at pHB
pKa−2:

D=KD,HA (7)

In order to guide and facilitate the search for
improvements in gut permeability within this fam-
ily of compounds, one hoped to identify a physic-
ochemical marker which could readily be
determined for a large series of compounds, and
which might be used to predict the sorption be-
haviour of a given class of analogs. There is an
extensive literature attempting such correlations

[29]. All the available methods for estimating the
distribution coefficients involve empirical relation-
ships with a certain property of the molecules [29].
These relationships are regression equations ob-
tained from various data sets and are usually
expressed in the log–log form. As the whole
complex of physicochemical and structural
parameters of molecules affects the retention
characteristics, the correlation of retention indices
and characteristics of the molecule may be de-
scribed by the equation:

log D= %
n

i=1

ai log xi+bi

where xi is the physicochemical and structural
parameters of compounds; ai, b are constants. As
a rule, the parameter that has been employed in
such studies is log P, the octanol–water distribu-
tion constant, which is generally considered to be
a measure of hydrophobicity. It is supposed that
for a number of phenols with approximately simi-
lar values of acid–base dissociation constants, the
difference in the sorption would be defined by the
difference in their hydrophobicity. Really, in the
number of phenol—3-cresol—1-naphtol (pKa�
10) the distribution coefficients increase with the
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increase of the molecule hydrophobicity. More-
over, the logarithm of the distribution coefficient
and the parameter of the phenol hydrophobicity
(Fig. 4) correlate linearly. The estimation of the
obtained regression equations was made by the
Fisher criterion. For all the investigated foams,
the values of the coefficients of correlation are no
less than 0.999 (n=3), the correlation equations
are given below:

The correlation equation FexpPUF
1.1×106log D=1.243+0.640 · log P5-30

log D=0.492+0.888 · log P 1.4×104140
log D=0.846+0.757 · log PM-40 3466

VP log D=1.057+0.692 · log P 443
log D=0.418+0.925 · log P 3582200

35-08 1030log D=0.244+0.975 · log P
Ftabl=99.00 (P=0.99)

In a similar way, it is possible to construct a
series of substituted phenols with a gradual
change in their ability to form hydrogen bonds (a
decrease of pKà): phenol-2,4-dinitrophenol-2,4,6-
trinitrophenol. The major tendency is obvious:
with an increase in the acidity of the proton of the
OH-group, the distribution coefficients of phenols
grow (Tables 2 and 3) although a linear correla-
tion is not observed.

In this work, it is attempted to reveal the
correlation dependence between the logarithm of
the distribution coefficients with the values of pKà

and log P (the parameters of hydrophobicity). The
values of log D of phenol, 3-cresol, 1-naphthol,
3-, 4-nitrophenols, 2,4-, 2,6-dinitrophenols and
2,4,6-trinitrophenol (Tables 2 and 3), found ex-
perimentally (sorption from 0.1 M HCl, the con-
centration of phenols was on the linear part of the
sorption isotherms) were used throughout. The
calculations were carried out using the unit of
correlation regression analysis from Statistica for
Windows, version 4.3 (StatSoft, 1993). The values
of octanol–water distribution constants and pKà

of phenols were calculated by log P and pKa

software (©ACD, Toronto, Canada) or found in
the databases included in these software packages.
As a result, the two-parametrical correlation
equations connecting the phenols log D values on
different PUF with the values of pKà and log P
(Table 4) were produced. The derived equations
describe the sorption of phenols with reliability
that makes it possible to predict sorption be-
haviour of the compounds in this row. The coeffi-
cients of correlation of the derived equations are
0.968; 0.963; 0.996; 0.932; 0.939; 0.976 for PUF
5-30, 140, M-40, VP, 2200 and 35-08, respectively.

The compounds of phenol series with various
substituents and several aromatic hydroxycom-
pounds were chosen as a model to check the
accuracy of the calculated equations. The values
of the distribution coefficients of model com-
pounds on polyether foams calculated from the
equation and obtained experimentally are given in
Table 5. The values of calculated distribution
coefficients and obtained experimentally values
for resorcinol, pyrocatechol, hydroquinone, 4-
iodophenol, 3,4-dimethylphenol, 8-hydroxyquino-
line, and 4-(2-pyridylazo)-resorcinol are in good
concordance. A worse picture for experimental
and calculated values for pyrogallol, 3-methyl-4-
chlorophenol, nitrosonaphthol, and 1-(2-pyridy-
lazo)-2-naphthol results from fact that the
sorption of the above compounds involves not
only hydrophobic interactions and hydrogen bond
but also other interactions, which are not taken-
considered the obtained two-parametrical equa-
tion.

Fig. 4. Dependence of distribution coefficients of phenol,
3-cresol and 1-naphthol on the parameter of hydrophobicity
by 5-30 (1) VP (2), M-40 (3), 140 (4), 2200 (5) and 35-08 (6)
polyurethane foams. CPh=1×10−4 M, CHCl=0.1 M, V=25
ml, mPUF�0.06g.
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Table 4
Calculate equations of dependence of distribution coefficient of phenols (log D) on Hansch parameter (log P) and constants of acid
dissociation (pKa)a

Polyurethane foam FexpCorrelation equilibrium r n Fcrit sr

0.124log D=2.130+0.867 · log P−0.131 · pKa5-30 5.7937.7180.968
log D=1.423+1.010 · log P−0.122 · pKa 0.963 6140 19.25 9.55 0.179
log D=1.903+0.835 · log P−0.121 · pKaM-40 0.996 6 166.73 9.55 0.055

0.171log D=1.634+0.741 · log P−0.070 · pKa 9.559.950.932VP 6
9.55log D=1.229+0.977 · log P−0.093 · pKa 0.2120.939 6 11.172200

30.74 9.55 0.134logD=1.124+1.029 · log P−0.096 · pKa35-08 0.976 6

a r, coefficient of correlation; n, number of points; Fexp, Fcrit, experimental and critical values of Fisher’s test, respectively
(P=0.95); sr, relative standard derivation.

Table 5
Experimental and calculated values of distribution coefficients for phenols and aromatic hydroxy compounds on polyurethane
foamsa

log PCompound pKa log D

PUF M-40PUF 140PUF 5-30

Calc.Exp.Calc.Exp.Calc.Exp.

3.990.43.063.890.411.002.741-(2-Pyridylazo)-2-naphthol 2.863.990.42.85
11.91 2.290.1 1.99 1.690.14-(2- Pyridylazo)- resorcinol 1.631.64 1.890.1 1.83
9.85 2.390.2 2.10 2.290.28-Hydroxyquinoline 1.691.45 2.290.2 1.92

2.352.202.541.96
9.30 1.990.1 1.67 1.990.1Resorcinol 1.180.88 1.890.2 1.51

1.01 9.5 2.090.1 1.76Pyrocatechol 1.590.1 1.28 1.790.1 1.6
1.171.290.10.770.8790.041.31Hydroquinone 1.390.19.820.54

0.50 9.85 1.27 0.73 1.13
8.94 2.790.2 1.21 2.790.2Pyrogallol 0.630.29 2.590.1 1.06

2.91 9.21 3.590.4 3.454-Iodophenol 3.490.4 3.24 3.590.4 3.22
2.89 9.63 2.290.2 3.373-Methyl-4-chloro-phenol 2.590.2 3.17 1.690.1 3.15
2.40 10.43 2.990.4 2.843,4-Dimethyl-phenol 2.790.2 2.57 2.642.990.2

2.890.27.652.421-Nitroso-2-naphthol 3.002.790.22.932.790.23.23

a Conditions: 2091°; 25-ml aliquot of 1×10−4 M aqueous solution of phenol, 0.06 g of the foam, sorption time 30 min, n=5,
P=0.95.

4. Conclusions

The obtained results demonstrate that tested
phenols at pH5pKa−2 are sorbed in their
molecular form. The sorption of different phenols
by tested PUF increases in the row: phenolB4-ni-
trophenol, 3-cresolB2,4-dinitrophenolB2,4,6-
trinitrophenolB1-naphthol. The data obtained
allows one to suggest that two factors should be
consider in studying the sorption of phenols.

Namely they are the hydrophobicity of phenols
and their ability to form hydrogen bond.

It was shown, that in the series of phenols
with similar values of pKa, distribution coeffi-
cients depend linearly on the phenol hydropho-
bicity (Hansch parameter). In the series of
phenols with approximately identical hydropho-
bicity, values of log D increase with a decrease in
pKa. The results of a linear combination of these
two parameters with distribution coefficients of
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phenols are regression equations presented in
Table 4.

The mathematical model of the sorption show-
ing the influence of the hydrophobicity and pKa of
sorbed compounds allowed the prediction of the
sorption behaviour of the compounds, i.e. a priori
the calculation of the distribution coefficients by
PUF with different structures of the polymer unit.
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Abstract

The diazo coupling reaction of diazotized p-aminoacetophenone (DPAAP) with histidine and its metabolites form
the basis of the differential pulse adsorption stripping voltammetry (DPASV) method for determination of histidine
and its metabolites. The adsorption and electrochemical reaction mechanism of the coupling products were studied
in detail by structure analysis, cyclic voltammetry, chronocoulometry, control potential electrolysis, electrocapillary
curves, UV spectroscopy and the effect of temperature and surfactants. The adsorption of azo-histidine was found to
obey Frumkin adsorption isotherm. The calculation results of the maximum surface excess (Gm=3.08×10−11 mol
cm2), diffusion coefficient (D=2.27×10−6 cm2 s−1), adsorption coefficient (b=1.06×107) and interactive factor
(g=0.9900) showed that the azo-histidine conjugation molecules adsorbed on the mercury electrode surface were
attracted each other and the electrode process was adsorption controlled. © 1999 Elsevier Science B.V. All rights
reserved.

Keywords: Histidine and its metabolites; Adsorption; Electrochemistry; Differential pulse stripping voltammetry

1. Introduction

Histidine (His) is one of the necessary basic
amino acids in biological bases, constitutes the
active center of many enzymes and function
protein, and controls the transmission of metal
elements in biological bases. His exists widely in
muscular and nervous tissue, and constitutes the
brain nervous peptide.

Metabolism of His is very important in physiol-
ogy. In the metabolism process of His, histamine
(Hst), imidazole acetic acid (Ima) and methyl
imidazole acetic acid (Mic) are the main intermedi-
ates and products [1],and they are all biologically
important compounds [2–4]. Some studies on the
electrochemistry of His at the solid electrodes and
mercury electrode in aprotic solvent have been
reported [5,6]. As His is electrochemically inactive
in water and is easily adsorbed on the surface of
electrode to inactivate electrode, therefore, com-
paratively little attention has been paid to the
electrochemical studies of His and its metabolites
in water.

* Corresponding author. Fax: +86-591-3713866.
E-mail address: gn.chen@fzu.edu.cn (C. Guo Nan)

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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The coupling reaction between diazonium salts
and proteins in alkaline solution has been widely
studied. It was found that the stable coupling
reaction only occurred with histidyl and tyrosyl
residues of proteins [7]. In view of the fact that
azo compounds usually possess adsorptivity and
an electroactive group (–N�N–), so His and its
metabolites can be derived to be electroactive
compounds for further electrochemical determina-
tion. p-Amino-acetophenone (PAAP) was used as
the diazo coupling reagent for His, Hst, Ima, Mic
and Im in this paper. The electrochemical behav-
ior and mechanism of the azo coupling com-
pounds at a static mercury drop electrode was
studied in detail, and a differential-pulse adsorp-
tive stripping voltammetric method has been de-
veloped for determination of these compounds.

2. Experimental

2.1. Apparatus

A BAS-100 Electrochemical Analyzer (Bioana-
lytical Systems, Purdue, IN, USA) with a PAR
(Princeton Applied Research) Model 303 static
mercury drop electrode system was employed for
all the electrochemical techniques. All potentials
were measured against an Ag/AgCl (3 M KCl)
reference electrode and the auxiliary electrode for
all experiments was platinum electrode.

Controlled potential electrolysis was under-
taken by using a stirred mercury pool (approfxi-
mately 55 mm in diameter) working electrode.
The auxiliary electrode consisted of platinum
mesh immersed in a glass jacket containing 3 M
KCl and separated from the test solution by a
glass sinter. Electrode potentials were measured
with respect to an Ag/AgCl (3 M KCl) reference
electrode. A thermostatic cell was used to examine
the effect of temperature.

A Perkin-Elmer Lambda 9 Spectrophotometer
was used for UV measurement.

2.2. Chemicals

Histidine (GC grade, Shanghai Chemical), his-
tamine (biological reagent, Shanghai Biological

Chemistry Institute), 1-methyl-4-imidazoleacetic
acid (Sigma), imidazole-acetic acid (Sigma), and
imidazole (AR, Guang Yao Chemical, Jiangsu,
China) were used. Other reagents were of analyti-
cal grade or better and used without further
purification. All water used was doubly distilled in
a fused-silica apparatus.

2.3. Procedure

2.3.1. Preparation of diazotized
p-amino-acetophenone (DPAAP)

A total of 10 ml 0.02 mol−1 PAAP and 5.0 ml
0.12 mol−1 HCl were added to a 50-ml beaker,
and the mixture was cooled in ice-bath for 10 min.
Then 5 ml 0.04 mol−1 NaNO2 was added in
drops under stirring, and kept in ice-bath for
more than 10 min; 0.01 mol−1 DPAAP was then
obtained.

2.3.2. Coupling of DPAAP with His
A 10-ml 0.01 mol−1 DPAAP solution was

added to the Clark-Lubs buffer solution (pH 9.6)
containing His in a 10-ml volumetric flask, and
diluted with buffer solution to volume. The reac-
tion was permitted to proceed for 30 min at room
temperature. A blank assay was carried out in
parallel with each determination.

The procedure for coupling of DPAAP with
other metabolites of His is basically the same as
that for His.

2.3.3. The procedure for differential-pulse
adsorpti6e stripping 6oltammetry (DPASV)

A total of 10 ml derivative His or its metabo-
lites solution was placed in a quartz voltammetric
cell. The solution was purged with nitrogen for 5
min (subsequently, a 15 s de-oxygenation proce-
dure was carried out between adsorptive stripping
cycles). The derivative compound was then con-
centrated on SMDE at 0 V with stirring of nitro-
gen for 60 s. After standing for 5 s, a scan in
negative direction was performed between 0 and
−1.00 V. The whole experiment was performed
at room temperature (2592°C, controlled by air
conditioning).



C. Guo Nan et al. / Talanta 49 (1999) 319–330 321

3. Results and discussion

3.1. Selection of diazo coupling reagents and
supporting electrolytes

Imidazole ring, which is present in His and its
metabolites, is an electron-rich system and favor-
able for electrophilic substitution [8]. Diazonium
salt itself is not a strong electrophile reagent, but
the azo group is easy to conjugate with benzene
ring to give a stable product, and the ortho or
para electron attractive substituent on benzene
ring can improve both reactivity and selectivity.

Diazotized sulphanilic acid (DSA) has been
used to couple with His, and a DPASV method
has been developed for determination of this cou-
pling product [9]. Therefore, DSA was first se-
lected as the coupling reagent. Unfortunately,
except His the coupling products of Hst, Ima and
Mic were found very unstable. In order to ob-
tained a better result of the diazo coupling reac-
tion, diazotized p-nitroaniline, p-sulphanalic acid,
sulfonamide, p-amino-acetophenone, p-
aminobenzoic acid and b-naphthylamine have
been tried as the coupling reagents. It was found
that high blank value was obtained with p-ni-
troaniline due to the reduction of the diazotized
p-amino-acetophenone, and DPAAP is better
than other compounds in sensitivity, stability and
shape of stripping peak. DPAAP was selected as
the coupling reagent in subsequent experiments.

3.2. Differential-pulse adsorpti6e stripping
6oltammetry beha6ior

DPAAP could be adsorbed at mercury elec-
trode in Clark-Lubs (CL) buffer solution to give a
stable reductive peaks at −0.12, −0.37, −0.54
and −0.89 V. However, except for the first peak,

Fig. 1. Differential pulse adsorption stripping voltammogram
for His coupling system. (A) DPAAP (2.0×10−5 mol−1); (B)
A+His (1×10−5 mol−1). Coupling reaction time: 30 min;
deposition time: 55 s; deposition potential: 0.0 V; pH: 9.6.

the other three peaks were very small, which did
not even appear when the concentration was low;
it was regarded that the first peak occurred due to
a one-electron reduction of the diazonium salt [9],
while it was possible that the other peaks re-
sponded to two-electron reduction of undissoci-
ated hydroxyazo-compound in alkaline solution,
and which were pH dependence. When diazonium
salt was coupled with His, a new reductive peak
was appeared at about −455 mV, the peak was
narrow and sharp, and peak potential and peak
height were stable (Fig. 1). This peak could be
ascribed to the reduction of coupling product at
mercury electrode. The coupling products of other
metabolites could be also reduced at mercury
electrode, and their peak potentials are shown in
Table 1. In general, N substituted imidazole
derivatives are not regarded to occur coupling
reaction [10]. However, it was found that Mic
could be coupled with DPAAP in high concentra-
tion as the electron-repelling group –CH3 was

Table 1
The peak potential of DPASV for His and its metabolites

Ima (2.2×10−5 mol−1)Hst (6×10−6 Mic (1.4×10−3His (1×10−5 Im (4×10−5

mol−1) mol−1)mol−1) mol−1)

−340 −330P1 (mV) −455 −500 −310
– −430P2 (mV) – −440–
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Fig. 2. Differential pulse adsorption stripping voltammogram
for Mic coupling system (A) DPAAP (1.6×10−5 mol−1); (B)
A+Mic (1.4×10−3 mol−1). Coupling reaction time: 20 min;
deposition time: 35 s; deposition potential: 0.0 V; pH: 9.6.

product. In subsequent experiments 2.5×10−5

mol l−1 was used.

3.3.2. Effect of pH
The effect of pH for the coupling reaction on

peak height has been examined, and the results
show that the coupling reaction occurred mainly in
the range of pH 8–11. The peak current was
increased with pH when pH was between 8.0 and
9.4. In the range of pH 9.4–10.0, the coupling
reaction was completed, and the peak current
reached maximum and constant. After pH 10.0,
diazo-cation was transferred to diazoic acid anion
[11] with pH, and coupling reaction would occur by
diazonium salt itself or between diazonium salt and
diazo-phenol, so the coupling reaction rate of His
would be decreased, and peak current would be
decreased too. pH 9.5 was chosen as the optimum
pH for subsequent experiments.

3.3.3. Effect of coupling time
The effect of coupling time on peak current was

determined, and it was found that the azo-com-
pound was formed completely in 25 min, and peak
current was constant for 60 min, after that the peak
current decreased gradually due to dissociation of
coupling product. In subsequent experiments 30
min were selected.

3.3.4. Effect of deposition potential and deposition
time

The effect of deposition potential on the peak
current has been investigated, and the results
showed that the highest peak current is obtained
when the deposition potential is in the range of
0.0– −0.10 V. At more negative deposition poten-
tials, the peak current is decreased, but the peak
potential is unchangeable.

The effect of deposition time on the peak current
has also been examined, and was found that when
the deposition time is less then 40 s, the peak
current is linear with the deposition time, while the
peak current reaches a maximum and constant
value when the deposition time is 50–65 s, which
indicates that the surface of electrode is saturated
by adsorption. In subsequent experiments, 0.0 V
was chosen as the deposition potential and 55 s as
the deposition time.

substituted at N. This coupling product gave a
reductive peak P1 at −340 mV and another weaker
peak P2 at −430 mV (Fig. 2). P2 could be inhibited
by controlling the reaction conditions, P1 was then
used for quantitative determination. Ima was sim-
ilar to Mic in giving two reduction peaks, and their
mechanism for competitive reaction will be dis-
cussed later.

3.3. Optimum conditions for electroanalysis

In differential-pulse adsorption stripping
voltammetry, the chemical reaction conditions and
electrochemical parameters should be optimized to
get the maximum adsorption of analyte at elec-
trode, and then to obtain the maximum peak
current. The coupling product of His and DPAAP
was taken as an example for the selection of the
optimum conditions.

3.3.1. Effect of DPAAP concentration
The effect of DPAAP concentration on the peak

height has been determined, and the results show
that the peak current reaches a maximum and
constant value at �1.5–2.5×10−5 mol l−1

DPAAP and at higher concentration a decrease of
the peak current is observed. This is due to the
competitive adsorption on the electrode surface
between the excess of DPAAP and coupling
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Table 2
The optimum conditions of DPASV for the coupling products of His and its metabolitesa

PPDL (M)IMS [DPAAP] ×10−5 LR (M) PApH RSD (%)CRT (min) DT (s) DP (mV)
M

1.7 20050His 2.5 9.5 30 55 0 1.4×10−7 8×10−7

–1.0×10−5

50 2002.4Hst 1.5 10.5 1×10−610 50 0 1.2×10−7

–1.2×10−5

5×10−6 2001.9Im 504.0 9.6 30 60 0 3.3×10−6

–2.0×10−4

504.8 200Mic 1.5 1×10−49.6 20 35 0 5.0×10−5

–1.4×10−3

3.5 50 200Ima 2.1 9.7 75 30 0 1.1×10−6 5×10−6

–6.0×10−5

a CRT, coupling reaction time; DL, detection limit: DP, deposition potential; DT, deposition time; IMS, His and its metabolites;
LR, linear range; PA, pulse amplitude; PP, pulse period.

3.3.5. The effect of temperature
The effect of temperature on the peak current

of His coupling product has been tested. The
results show that when TB10°C, the electrode
reaction of coupling product was slow, and peak
current (ip) was small. The optimum temperature
for the electrode reaction of coupling product was
shown to be 15–40°C. At temperature higher
than 40°C, the smaller peak currents obtained
were caused by desorption of the coupling
product. The effects of temperature on other
metabolites were similar to that of His. In general,
a room temperature of 2592°C controlled by air
conditioning was used in subsequent experiments.

The optimum conditions for the coupling prod-
ucts of other metabolites and DPAAP were simi-
lar to that of His, and the results are shown in
Table 2.

3.4. Linear response range, detection limit and
precision

Under the above optimum conditions, the lin-
ear response range for the coupling products of
His and metabolites were measured and the re-
sults are shown in Table 2. The detection limit
was defined as three times the concentration cor-
responding to the standard deviation of the blank.
The detection limit and precision for His and
metabolites are also given in Table 2.

3.5. Interference

Of the 20 basic amino acids, glycine, alanine,
valine, leucine, isoleucine, serine, threonine, me-
thionine, glutamate, aspartic acid, asparagine,
arginine, lysine, phenlalanine and proline were
shown not to interfere at the 10-fold of His. It
was found that tyrosine and trypyophan would
react with DPAAP, and their coupling products
would give a peak very close to that of His.
Moreover, cysteine and cystine would adsorb at
the electrode surface giving a peak partially over-
lapped and interfered with by the azo His peaks.

3.6. The coupling reaction mechanism

It was generally considered that a three-step-
course was involved in the coupling reaction be-
tween diazonium salts and aromatics compounds:
p-complex was first formed, p-complex was then
rearranged to a carbonium ion (s-complex) which
would be transformed into a stable aromatic azo-
compound after losing proton by attack of base.
The structure of His and its metabolites are
shown as follows:
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By means of Huckel molecular orbital method,
the charging density distribution of these com-
pounds was obtained and are shown in Table 3,
and the results indicate that the electron density
on C5 was higher than that on C2 for all above
compounds, therefore, C5 was the prior position
being attacked by electrophilic reagent. We infer
that the electrophilic substitution influences the
competition result and two possible s-complexes
in coupling reaction process can be described as
follows:

where E represents diazo ion, R1 represents the
monosubstituted group on the imidazole ring, R2

is –CH3. According to the effect of monosubsti-
tuted group, the electrophilic reaction ability of
His is stronger than Im. However, Mic is special
as it has two substitution group, so its space
resistance is higher, and a electron-repelling group
–CH3 is substituted at N, so its electrophilic
reaction ability is lower than that of Im.

It is found that the coupling products of Mic
and Ima have two reductive peaks at their cyclic
voltammetry curve. We think this is due to the
existence of the competition reaction as follows,

Fig. 3. Cyclic voltammogram of DPAAP-His at pH 9.6; (---),
DPAAP; (—), [DPAAP-His]=2×10−5 mol−1.

B X
k3

k 4
Mic �

k1

k 2
A

�
K1=

k1

k2

�K2 =
k3

k4

�
where A represents C5 coupling products and B

represents C2 coupling products. At the beginning
of reaction, the formation of product A is dynam-
ically controlled, so the main product is A, how-
ever, as the existence of competition reaction K2

(although K2�K1), so few product B would be
occurred when reaction equilibrium is reached,
therefore, the coupling products give two reduc-
tive peaks at mercury electrode.

To sum up, the ability order for His and its
metabolites to react with diazonium salt is Hst\
His\Ima\Im\Mic.

3.7. Adsorption characteristic of coupling products

3.7.1. Cyclic 6oltammetry
The cyclic voltammetry curve of DPAAP in

Clark-Lubs buffer solution is shown in Fig. 3a,
which gives a pair of symmetrical redox adsorp-
tive peaks, and the corresponding redox potentials

Table 3
The charging density distribution of His and its metabolites

Charging density distributionNumber
of C

MicHstHis Ima

C1 −0.1914 −0.1914 −0.1523 −0.1908
0.5726C2 0.5725 0.5502 0.5724

−0.9945 −0.9948C3 −1.0270 −0.9944
0.2415 0.2422 0.3024 0.2529C4

C5 0.04590.0461 0.0331 0.0485
– – 0.1485 –C6

−0.0158−0.2393−0.0595C7 −0.0486
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Fig. 4. The relationship between peak current and square root of scan rate for His system; ipc�V1/2; – : ipa�V1/2.

are −418/410 mV. The cyclic voltammetry curve
for the coupling product of DPAAP and His is
shown in Fig. 3b. From Fig. 3b it can be seen that
the redox peak of coupling product is sharp and
symmetrical, Epa= −498 mV, Epc= −487 mV,
ipa: ipc, which indicates that the electrode process
is reversible.

The cyclic voltammetry data of His coupling
product under different scan rates are shown in
Table 4. The plots of ipc and ipa against square
root of scan rate (V s

1/2) are made and shown in
Fig. 4, which is turn up and departure from
Randles Sevcik Equation [12]. When scan rate

(Vs) is between 100 and 1000 mV s−1, the linear
relationship can be obtained by making the plots
of ipc and ipa against Vs (Table 4), and ipa/ipc:1,
which indicates that both reactant and product
can be adsorbed on electrode to form the ad-
sorbed film. When Vs is lower than 1000 mV s−1,
the differential of cathode and anode potential
(DEp) is not changed much, and ip/V s

1/2 is not Vs

dependent, which illuminates that the electrode
process is a fast and reversible electron transfer
process. When Vs is higher than 1000 mV s−1, as
the electron transfer rate cannot catch up Vs, so
DEp is increased, and the electrode process is
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Table 4
The CV data of His coupling product under different scan ratesa

Vs (mV s−1)

10 50 100 200 350 500 800 1000 2500 5000

−501 −503 −502 −503Epc (mV) −502 −504 −507 −510 −513 −516
−488 −492 −495 −494 −493 −490 −491 −491 −482Epa (mV) −466

13 11 7 9 9Ep (mV) 14 16 19 31 50
ipc (nA) 7.9 17.8 27.7 36.3 50.2 63.4 74.5 82.2 143.2 232.1
ipa (nA) 6.0 19.2 31.0 40.4 58.9 78.1 110.0 139.8 330.5 488.7

0.76 1.08 1.12 1.11 1.18 1.23ipa/ipc 1.48 1.70 2.30 2.11

a [His]=2×10−5 mol−1; [DPAAP]=1×10−5 mol−1; pH=9.6.
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Table 5
The CV data for coupling products of His and its metabolites

Epa/Epc (mV)Products

Im MicHis Hst Ima

−425/−405 −430/−424Main product −498/−487 −540/−530 −405/−403
– −503/−498Competition product – −509/−499–

changed into a semi-reversible process. When Vs

is lower than 50 mV s−1, ipa/ipcB1, and Ep is
shifted positively, the electrode reaction may have
enough time to occur, so some intermediates are
probably present in the process [13].

The cyclic voltammetry curve for the coupling
products of other metabolites have been also in-
vestigated in detail, and their redox peak poten-
tials are shown in Table 5.

3.7.2. Electrocapillary cur6e
The electrocapillary curve of His coupling sys-

tem is shown in Fig. 5. It can be seen from Fig. 5
that DPAAP can be adsorbed on the surface of
mercury electrode in the range of 0�−1.2 V (vs
Ag/AgCl). When DPAAP is coupled with His, the
electrocapillary curve is further lowered, and the
surface tension (s) near the zero charge point (8o)
is decreased more obviously. A turning point in
electrocapillary curve of coupling product can be
observed at reductive potential about −0.40 V.

When the potential is more negative than −0.8 V
the curve is recovered as the coupling product
adsorbed on electrode is replaced by water
molecule. The adsorbate on the surface of mer-
cury electrode would be increased with the con-
centration of His, and the surface tension of
mercury drop would be decreased.

The electrocapillary curves of other coupling
products have been also investigated, and the
results showed that all the coupling products of
other metabolites and DPAAP can be adsorbed
on the surface of mercury electrode to reduce its
surface tension. All the electrocapillary curves of
these coupling products give a small turning point
around −0.4 V, which proves that the appear-
ance of a sharp reductive peak between −0.3 and
−0.5 V in differential pulse adsorption stripping
voltammetry is due to the strong adsorptive re-
duction of coupling products on mercury elec-
trode. As the drop time (t) of mercury is
decreased with the increase of surface adsorbance,
therefore, the order of adsorptivity for the cou-
pling products of His and its metabolites can be
found by comparing their drop time: Ima\His\
Im\Hst\Mic.

3.7.3. Effects of surfactants
The effect of three surfactants, bromo-cetyl-

trimethylamine (CTMAB, cationic surfactant),
Triton X-100 (non-ionic surfactant) and dodecyl
sulfobenzoic acid sodium (SDS, anionic surfac-
tant) on His, Hst and Im coupling system under
the optimum conditions of DPASV has been in-
vestigated in detail, and the results showed that
the addition of surfactants (CTMAB 2–5×10−7

mol l−1, Triton X-100 2–5×10−6 mol l−1, SDS
5×10−5–1×10−4 mol l−1) will significantly re-
duce the peak current of coupling products, which

Fig. 5. The electrocapillary curves for His system. (a) [His]=0;
(b) [His]=2×10−4 mol−1; (c) [His]=6×10−4 mol−1; (d):
[His]=8×10−4 mol−1.
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indicates that the surfactant is in the form of
single molecule in dilute solution, and can interact
with the electroactive substance adsorbed on the
surface of mercury drop to bring about competi-
tive adsorption to reduce the adsorptive peak
current. In view of the inhibitive ability of these
surfactants, we found that CTMAB\Triton X-
100\SDS, which indicates that the electroactive
coupling product is in the form of anion, and the
order of the inhibitive ability is His\Im\Hst,
which corresponds to the order of adsorptive
ability mentioned in electrocapillary effect.

3.7.4. Chronocoulometry
A Q� t curve for coupling product of His and

an Q� t1/2 linear relationship for different con-
centration of His has been determined by using
chronocoulometry. When concentration of reac-
tant is zero, the slope of Q� t1/2 is B0=0, and
intercept I0$Qdlo. When the concentration of His
is lower, intercept Ij is increased quickly, which
indicates that both reactant and product are
strongly adsorbed on the electrode surface. When
[His]\2×10−4 mol l−1, intercept Ij is not
changed much, but slope Bj is increased, which
shows that the adsorption of molecule has been in
the saturate region of isotherm. While Ij is de-
creased the concentration of His is increased to
6×10−4 mol l−1, which is due to the competitive
adsorption of solvent molecule and coupling
product on electrode.

It is also found that DIj, the differential between
the intercept of coupling product Ij and the inter-
cept of blank solution I0 is proportional to the
His concentration CHis, i.e. the charging coulomb
of double layer Qdl was basically unchanged un-
der different CHis, therefore, when the concentra-
tion of DPAAP is adjusted to react with His
completely (the concentration ratio was 1:2), an
equation can be inferred for blank solution,

Q0=B0t1/2+Qdl+Qads(0)$B0
1/2+Qdl (1)

and for coupling product,

Qi=Bjt1/2+Qdl+Qads(i ) (2)

therefore,

DIj=Ij−I0=Qads(i )−Qads(0):dQads(i ) (3)

Fig. 6. The adsorption isothermal curves for His system; �,
reactant; �, product.

i.e.

DIj=Qads(i )=nFAGi (4)

The adsorption isotherm of His coupling
product is shown in Fig. 6. It can be seen from
Fig. 6 that electrode reactant and product have
the same linear relationship for Qads�CHis in the
unsaturated adsorption region, while in the satu-
rated region, which indicates that the reactant and
product are basically equal adsorption. The type
of adsorption on the surface of electrode is
Frumkin adsorption [12], and molecules on the
surface of electrode are intermolecular attractive.
According to Eq. (4), the maximum adsorption
under [His]=1×10−4 mol l−1 can be calculated
as follows:

Gm=
Qads(max)

nAF
=3.08×10−11 mol cm2

(T=16°C, n=2), i.e. the area that each ad-
sorbed coupling molecule occupies is 5.38 nm2,
such large area for a molecule that we can infer
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Table 6
The relationship between Ep and pH for coupling systems in DPASV

[IMS] (mol−1) Relative coefficientEp (mV) � pHCoupling system

0.9994Ep=74.7–55.6 pHazo-His 1×10−5

1×10−5 Ep=95.6–56.6 pHazo-Hst 0.9972
4×10−5 Ep=214.9–56.3 pHazo-Im 0.9739

Ep1=397.9–78.2 pH 0.96075×10−5azo-Ima
Ep2=45.4–52.2 pH 0.9848azo-Mic 1×10−4

the coupling molecule is adsorbed on the mercury
electrode in the form of conjugate plane [14–17].

The diffusion coefficient D can be calculated by
the slope of Q� t1/2,

B=
DQ
Dt1/2 =

2nFACD1/2


p
(5)

A diluted His solution (1×10−8 mol cm3) was
used under the optimum condition to get the
slope B=0.0011 mc ms1/2, and then to obtain
D=2.27×10−6 cm2 s−1.

According to Frumkin adsorption isothermal
equation,

bC=u/(1−u)e(−2gu)g (6)

Where, u=Qbalance/Qsaturated, b is the adsorp-
tion coefficient, C is concentration of reactant
(mol cm3), and g is interaction factor. A series
value of C and u can be calculated and substi-
tuted into Eq. (6) to obtain b=1.06×107, g=
0.9900. Here b is quite large, which illuminates
that the coupling product is strongly adsorbed on
the surface of mercury electrode. Meanwhile, g is
positive, which further verifies that the coupling
molecules adsorbed on the surface of electrode are
intermolecular attractive.

3.8. Electrochemical reaction mechanism

In the investigation of acidic effect, it was
found that the stripping peak potential was lin-
early shifted toward negative direction with pH,
which indicated that H+ transfer was involved in
the electrode reaction. Table 6 gives the relation-
ship between stripping peak potential of coupling
product and pH of solution; the slopes are in the
range of –0.0556– −0.0602 (V pH−1).

According to literature [18], for the reaction in
which H+ transfer is involved, a relationship
exists as follows,

Ep(V)=Ep
0 −0.059

m
n

pH (7)

From the slopes we can obtain that m/n:1,
i.e. the proton transfer number is equal to the
electron transfer number.

In order to obtain the electron transfer number,
a controlled potential electrolysis (CPE) was per-
formed for the His coupling system at room tem-
perature. The potential was controlled at −700
mV (vs SCE), UV absorption spectra and CV

Fig. 7. The UV absorption spectra and cyclic voltammograms
for His coupling system during the controlled potential elec-
trolysis. Sampling time: (1) 0; (2) 1; (3) 2; (4) 3 h.
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curves (Fig. 7) were measured to observe the
situation of electrolysis. During the electrolysis,
the color of solution changed gradually from yel-
low to uncolored, and there was no appearance of
solid in solution or on the surface of electrode.

After completion of CPE, a net charge of
0.051369 coulomb was obtained (three replicates),
according to Faraday law, n=2.1:2 can be
obtained. It has been known that m/n=1, there-
fore, a reversible two-electron and two proton
transfer is involved in the electrode reaction.

To sum up, the electrochemical reaction pro-
cesses for His coupling system can be shown as
follows,

(I) R1−N=N−R2U[R1−N=N−R2]ads

(II)

[R1−N=N−R2]ads+e− +H2O X
k1

k 1%
R1−N

−N�−R2+OH−

(III)

R1−N−N�−R2+e− +H2O X
k2

k 2%
R1−N−N

−R2+OH−

(IV) R1−N−N−R2U[R1−N−N−R2]ads

K2�k1

The electrochemical reaction processes for
other metabolites are similar to that of His.
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Abstract

It is very important to investigate the relationship between analytical precision and concentration for quality
control and assessment of analytical results. A set of analytical data of trace elements in soil and water deposits
(Chinese certified reference materials) was studied for the relationship between the analytical precision of collabora-
tion trials (i.e. reproducibility) and the concentration of the analytes. Iteratively reweighted least-squares (IRLS)
linear regression, a robust method, was employed in this study. The linear relationship between the standard deviation
and concentration was successfully established. On comparison with the conventional least-squares (LS) method , the
results of IRLS linear regression are superior to those of LS. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Standard deviation; Analytical precision; Collaborative trials; Iteratively reweighted least-squares; Linear regression

1. Introduction

In analytical determination, one usually expects
that the results should be as precise as possible.
However, such an expectation will not always be
achieved. It is almost a fact that the analytical
standard deviation increases with the concentra-
tion of the analyte. Investigation on the relation-
ship between the analytical precision and the
concentration is helpful for us to understand the
sources and nature of the analytical error, which

would provide a reference for quality assurance.
Establishing the relationship between the analyti-
cal precision and the concentration with a simple
and reasonable model has been given more and
more attention. Zitter and God [1] presented two
models. One is the linear function that the analyt-
ical standard deviation increases with the concen-
tration linearly. The other is the variance function
that the square of the standard deviation (vari-
ance) is related to the concentration by a linear
function of the square of the concentration.
Thompson and Howarth [2] studied the relation-
ship between the analytical precision and the con-
centration theoretically. They conclude that, as a

* Corresponding author. Fax: +86-22-23502458.
E-mail address: chenczl@sun.nankai.edu.cn (X. He)
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first order of approximation, the standard devia-
tion of analysis for the same analytical system is
related with the concentration by a linear func-
tion. They also used the Monte Carlo simulation
technique to testify the theory [3]. ISO standards
[4] suggested three possible models which are lin-
ear functions (with and without intercept) and
logarithm functions. Horwitz et al. [5] studied the
analytical results of the main and trace amounts
of constituents in foods and medicines in 50 labo-
ratories, and established a general equation in the
form of an exponent function for the relationship
between the standard deviation and the concen-
tration for the collaborative trails, regardless of
the analyte, the matrix and the analytical method.
Hughes and Hurley [6] also studied the relation-
ship between the analytical precision and the con-
centration. Thompson [7] investigated a data set
consisting of the analyses of about 700 geochemi-
cal materials for 25 elements, in respect of the
relationship between the standard deviation of
duplicated within-batch determination and the
concentration of the analytes. He found that the
simple linear model with a positive intercept is a
good fit for nearly all of the analytes with the
weighted regression; the variance model, which
might be more satisfactory for theoretical expla-
nation, is as good as the simple linear model, but
its statistical treatment is much more complex; the
logarithm model is the worst for the fitness of the
data and also gives rise to some theoretical
difficulties.

Linear function, with its simplicity in statistical
treatment and reasonability in theoretical expla-
nation, has been accepted for the relationship
between the analytical standard deviation and the
concentration. The best statistical method to esti-
mate such a relationship is linear regression, from
which the optimal estimates of the parameters are
obtained. Two kinds of methods can be used in
the regression, the conventional least-squares and
the robust techniques. The conventional least-
squares linear regression is based on the assump-
tion of an independent and normal (Gaussian)
error distribution with constant variance. There-
fore, the outliers (caused by objective or subjec-
tive reasons) affect the final results of regression
greatly, or even lead the results to be statistically

meaningless. The robust techniques can solve such
problems [8]. Iteratively reweighted least-squares
(IRLS) is a commonly used technique in robust
statistics [9].

In this paper, IRLS linear regression was used
to study the relationship between the analytical
precision of collaborative trails of different labo-
ratories (i.e. reproducibility) and the concentra-
tion of the trace or micro-amounts of elements in
soil and water deposits. The results indicate that
this relationship can be fitted as a linear function
very well for each element. The simple functions
are expected to be valuable in the quality assess-
ment and quality control of the analytical data.

2. Theoretical

2.1. The relationship between the analytical
precision and the concentration

The analytical precision is usually expressed as
the standard deviation (sc). Many functions have
been studied in order to fit the relationship be-
tween the standard deviation and the concentra-
tion (Table 1).

Since different models would result in different
results for the same set of analytical data, it is
very important to chose the appropriate model in
the regression. An inappropriate model would
cause big errors in the estimates of the parameters
of the function, or even lead the fitted function to
be out of practical significance. As can be seen

Table 1
Relationship between the standard deviation and the concen-
tration of the analytes

FunctionaModel Reference

sc=s0+uc [1,2,4]Linear
[4]sc=ucLinear

Exponent [5]sc=0.02c0.8495

[6]sc=qc0.5Exponent
[4]sc=qcp (pB1)Exponent

log s0= log q+p log cLogarithm [4]
Variance [1]sc

2=s0
2+u2c2

a sc and s0 are the standard deviations at concentrations c
and zero, respectively.u,p,q are constants.
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Fig. 1. Relationship between the standard deviation of the collaborative trials and the concentration of As in soil and water deposits.

from Table 1, the linear function is in the simplest
form. Because of its simplicity in statistical treat-
ment and reasonability in theory, the linear model
with an intercept was employed for the estima-
tion. The linear regression was computed with the
IRLS technique. Conventional LS was also used
as a comparison.

2.2. Robust linear regression IRLS technique [9]

In the practical analysis, the standard deviation
s for a limited number of determinations is calcu-
lated as the optimal estimate of the standard
deviation of the system s for n��.

For an analyte in an analytical system, the
linear relationship of standard deviation (s) and
concentration (c) is in the following form:

sc=uc+s0 (1)

where u is the slope which represents the rate of
the change of the standard deviation with the
concentration, and s0 is the standard deviation of
the blank determinations.

For a set of data (si, ci,i=1, 2, … n), the
traditional LS lacks robustness. It is easily influ-
enced by the outliers. IRLS, on the contrary, is a
robust method [9]. It gives weights (wi)to the
squares of the residuals (ri) and minimizes �r i

2wi.
The parameters of the linear function are esti-
mated by the following equation.

P= (CtWC)−1CtWS (2)

where P is the matrix of the parameters, C is the
matrix of the concentrations, C t is the transposed
matrix of C, S is the matrix of standard devia-
tions and W is the matrix of weights whose ele-
ments (Wi) are commonly given by the Tukey
biweight function

wi= [1− (ri/krs)2]2 �ri �Bkrs

wi=0 �ri �]krs (3)

where, k is a constant which determines how
harshly the residuals are treated. rs is a measure of
scale which is given by the median of the absolute
values of the residuals
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rs=median{�ri �} (4)

The principle algorithm of IRLS is the process
of iteration, so the initial weights are very impor-
tant to the regression. We presented a robust
method for the determination of the initial
weights (called robust initial weights for simplic-
ity) as follows:
1. fitted all of the original data with the conven-

tional LS;
2. calculated the residuals, and the measure of

scale rs;
3. rejected the data point(s) with absolute value(s)

of the residual(s) greater than 2rs;
4. fitted the rest of the original data with the

conventional LS;
5. calculated the residuals, the measure of the

scale rs and the weights for all of the original
data.

After the initial weights were obtained, the
IRLS linear regression was carried out by the
routine procedure [9].

3. Experimental

Fifteen trace or micro-amounts of elements in
32 Chinese Certified Reference Materials (CRMs)

of soil and water deposits were chosen in the
study. Each CRM provides the concentration and
standard deviation for each element. The standard
deviation and the concentration varies with the
CRMs for each element. The standard deviations
represent the precision of collaborative trials. The
CRMs studied are GBW07301-07312 and
GBW07401-07411 (Institute of Physical and
Chemical Exploration, and Institute of Rock and
Mineral Resources Testing, Ministry of Geology
and Mineral Resources) and GBW(E)070003-
070011 (Tianjin Geological Academy, Ministry of
Metallurgical Industry). These CRMs have almost
the same matrix. The regressions were performed
with MS-EXCEL 7.0 and SPSS 6.0 on a Great-Wall
computer. The regressions continued until the rel-
ative change of the parameters of the last two
iterations were less than 5%.

4. Results and discussion

4.1. Illustration of the relationship between the
standard de6iation and the concentration

The analytes Ag, As, Be, Bi, Cd, Co, Cr, Cu,
Li, Mo, Ni, P, Pb, Sb and Zn were investigated.

Table 2
Results of conventional LS linear regression on the relationship between the standard deviation and concentration

Results of the LS linear regressionaElements

se(u) bs0 (mg g−1) se(s0) (mg g−1) u

0.16 0.01Ag −0.004 0.97690.010
0.005 0.96350.0991.09As −0.62

0.13 0.25 0.01Be 0.9799−0.32
0.91690.010.100.14Bi 0.05

0.003 0.9295Cd 0.069 0.018 0.048
0.004 0.9644Co 0.72 0.10 0.087

0.074 0.005Cr 2.3 0.6 0.9411
0.043 0.99200.0010.38Cu 1.69

0.007 0.9042Li −0.74 0.33 0.077
0.091 0.004Mo 0.26 0.10 0.9679

0.0030.075 0.97910.25Ni 1.07
0.007 0.7347P 21 5 0.040

0.97170.0020.0381.0Pb 4.9
0.20 0.01Sb −0.12 0.98920.14
0.078 0.002Zn −0.78 0.99421.13

a se(s0) and se(u) are the standard errors of s0 and u, respectively. b is the correlation coefficient.
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Table 3
Changes of IRLS linear regression parameters with the number of iteration using robust and LS initial weights for the relationship
between the standard deviation and the concentration of As

Parameters Initial weight Number of iterations

0 1 2 43 5

LS −0.62 0.64s0 (mg g−1) 0.74 0.80 0.82 0.83
Robust 0.44 0.50 0.51 0.51

0.0880.089u 0.090LS 0.0920.099 0.088
Robust 0.098 0.099 0.1000.099

As an example, the relationship between the stan-
dard deviation and the concentration for As is
illustrated in Fig. 1. The other elements have a
similar relationship. It is obvious to see that the
standard deviation increases with the concentra-
tion in a general view. Such a relationship is in
coincidence with that of within-batch precision
with concentration [7].

4.2. Results of the con6entional LS linear regres-
sion

The conventional LS linear regression was first
used to estimate the function of the relationship
between the standard deviation and the concen-
tration (Table 2). As can be seen from the table,
the linear function for each element reflects the
general trend of the standard deviation changing
with the concentration to some extent. The slopes
are in the range of 0.03–0.25 with relative small
standard errors. The correlation coefficients are
greater than 0.9 for all elements except P, which
indicates that the standard deviation strongly cor-
relates with the concentration. However, the
intercepts(s0) are not satisfactory. The standard
errors of the intercepts are relatively large, and
40% of the intercepts are negative, which have no
practical meaning. Therefore, some limitations ex-
ist for the conventional LS as a technique for the
linear regression of the relationship between the
standard deviation and concentration. This is
caused by outliers. The robust method should be
used.

4.3. IRLS linear regression

4.3.1. Effect of the initial weights on the results of
the IRLS linear regression

One of the important conditions in the IRLS
linear regression is the initial weights. Phillips and
Eyring [9] found that the weights obtained di-
rectly from the LS linear regression often result in
divergence or incorrect convergence results. Tak-
ing As, for example, we investigated the effect of
initial weights on the IRLS linear regression
(Table 3). Two initial weights are considered. One
is the robust initial weight, the other is the initial
weight calculated from the residuals of LS linear
regression (called LS initial weight for simplicity).
As can be seen from Table 3, the robust initial
weight gives a faster convergence rate.

4.3.2. Effect of the constant k in the Tukey
biweight function on the regression results

The constant k in the Tukey biweight function
determines the degree of harshness with which the
residuals are treated in calculating the weights. It
also determines the fraction of the original data
being rejected (wi=0) in the regression. If k is too
large, the linear regression would be greatly influ-
enced by the outliers for wi:1. If k is too small,
there would be too many points of data being
rejected in the regression. Such results which
would not represent the overall relationship of the
original data. The effect of different values of k
on the regression results of As was investigated as
listed in Table 4. It is obvious to see that s0
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increases, u and E decreases with k. The stan-
dard error of u is relatively small and varies
slightly with k. The standard error of s0 in-
creases with k, which indicates that the regres-
sion results lack robustness for large values of
k. By balancing the robustness and the represen-
tativity, we choose k=6 as the optimum value.

4.3.3. Results of the IRLS linear regression
The estimates of the IRLS linear regression

on the relationship between the standard devia-
tion of collaborative trials and the concentration
are listed in Table 5. This shows that the stan-
dard errors of the slopes and the intercepts are
small, which indicates that the relationship be-
tween the standard deviation and the concentra-
tion complies with a linear function very well.
All the intercepts, except that of Sb, are greater
than zero (the intercept of Sb is not significantly
different from zero by the test of t= �s0/se(s0)�).
Such intercepts(s0) are good estimates of the
practical standard deviations for the blank
analyses. By comparing with the results of LS
(Tables 2 and 5), we find that the slopes of both
methods are similar for all elements except Be,
Cd and Li; and the correlation coefficients of
IRLS are better than those of LS for all ele-
ments except Li. The standard errors of the
parameters by IRLS method are equal to or
smaller than those of LS. So, we can conclude
that the IRLS linear regression produces more

precise estimates than LS. We also find that the
fraction of the original data being rejected is
less than 20% for each element. Therefore, the
linear functions are satisfactory estimates of the
relationship between the standard deviation of
collaborative trials and the concentration. When
such equations are available, we can predict the
standard deviations and make assessment on the
analytical reproducibility of the analytes by the
concentrations.

5. Conclusion

Taking Chinese CRMs of soil and water de-
posits as examples, the relationship between the
analytical precision and concentration of 15
trace or micro-amounts of elements were investi-
gated. The relationship can be fitted as a linear
function very well. The regression should be
treated with a robust method. Both LS and
IRLS techniques were used in this study. By
comparison, the results of IRLS are superior to
those of conventional LS. Thompson [7] once
concluded that the linear function with an inter-
cept is a good estimate for the relationship be-
tween the standard deviation of within-batch
analyses. We conclude from this study that the
linear function with an intercept is also a good
estimate for the relationship between the stan-
dard deviation of collaborative trials (reproduci-

Table 4
The effect of the constant k in the Tukey biweight function to the IRLS linear regression results for the relationship between the
standard deviation and the concentration of As

k Results of IRLS linear regressiona

u se(u) bs0 (mg g−1) se(s0) (mg g−1) E (%)

280.0030.1030.18 0.99373 0.42
0.27 0.100 0.003 0.98606 190.50

90.99060.0020.0890.339 0.84
0.087 0.003 0.985712 0.77 0.40 6
0.080 0.004 0.964018 0.79 0.62 3

a E is the fraction (in percent) of the original data being rejected in the regression. The meanings of the rest of the parameters
are the same as Table 2. .
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Table 5
Results of LS linear regression on the relationship between the standard deviation and concentration

Results of the IRLS linear regressionaElement

se(u)use(s0) (mg g−1)s0 (mg g−1) b

0.1530.0020.002Ag 0.99470.003
As 0.270.50 0.100 0.003 0.9853

0.06 0.03Be 0.151 0.004 0.9884
0.03 0.01Bi 0.117 0.003 0.9911

0.98930.003 0.088 0.003Cd 0.020
0.70 0.09Co 0.086 0.004 0.9720

0.97410.0030.079Cr 0.41.9
1.38 0.20Cu 0.043 0.001 0.9966

0.84650.2 0.042 0.005Li 0.3
0.99880.0010.109Mo 0.020.11
0.98990.17 0.075 0.002Ni 0.99
0.73744 0.038 0.006P 21

3.6 0.4Pb 0.037 0.002 0.9787
0.04 0.9986−0.01 0.002Sb 0.192

0.7 0.5 0.079Zn 0.001 0.9988

a See Table 2.

bility) and the concentration. The functions vary
with the analytes. Such functions would be very
helpful in the quality control and the quality
assessment in analytical determination.
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Abstract

Photoinduced electron transfer (PET) fluoroionophores (1b, 2b) that consist of diazacrown and two 9-anthryl
pendants show fluorescent enhancement with various guest salts. The diaza-12-crown-4 derivative (2b) exhibited Zn2+

selectivity and in the presence of this cation the host fluorescence intensity was increased by a factor of 182. The guest
cation-induced fluorescence enhancement of 2b was larger than the diaza-18-crown-6 derivative (1b). © 1999 Elsevier
Science B.V. All rights reserved.

Keywords: Photoinduced electron transfer; Fluoroionophores; Fluorescence; Diazacrown ether; Anthryl pendants

1. Introduction

PET (photoinduced electron transfer)
fluoroionophores, which give rise to a specific
emission spectral change upon selective complexa-
tion with guest cations, have attracted consider-
able attention as spectrophotometric analytical
reagents for the detection of particular guest
cations [1–6]. Azacrown ethers have been impor-
tant building blocks for constructing host
molecules in supramolecular chemistry [7].

Of particular interest, it was found that the
azacrown ethers act as electron donors in a typical

exciplex-forming system that involves an appro-
priate electron acceptor [8,9]. The addition of
metal salts enhanced the fluorescence emission
intensity of N,N %-bis(1-naphthylmethyl)-diaza-
crown ethers (1a, 2a) by a factor of 43 for 2a-Zn(-
SCN)2 [10] and 41 for 1a-Ba(SCN)2 [11].
However, the crown ether with naphthyl groups
displayed fluorescence with a low quantum yield.
As an effective PET fluoroionophore is designed,
some important factors are that the PET
fluoroionophores have low emission quantum
yield by PET from amine donor to excited chro-
mophore, high emission quantum yield in com-
plexation with guest molecules and high binding
constant. As an approach to the manipulation of
PET fluoroionophore [10–16], we now report the
fluorescence behavior of the diazacrown (1b, 2b)

* Corresponding author. Fax: +81-92-5837810.
E-mail address: kubo-k@cm.kyushu-u.ac.jp (K. Kubo)
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Scheme 1.

N,N %-Bis(9-anthrylmethyl)-1,7-dioxa-4,10-dia-
zacyclododecane (2b): yellow crystals, 172–173°C,
1H-NMR (CDCl3) d=2.82 (8H, t, J=5.0 Hz),
3.33 (8H, t, J=5.0 Hz), 4.54 (4H, s), 7.44 (4H,
ddd, J=1.5, 6.7, 8.6 Hz), 7.48 (4H, ddd, J=1.5,
6.7, 8.2 Hz), 7.96 (4H, d, J=8.2 Hz), 8.37 (2H, s),
8.54 (4H, d, J=8.6 Hz), 13C-NMR d=53.06
(2C), 55.08 (4C), 69.03 (4C), 124.80 (4C), 125.41
(4C), 125.51 (4C), 127.44 (2C), 128.88 (4C),
130.48 (2C), 131.30 (4C), 131.40 (4C). IR (KBr) n
723, 882, 1059, 1119, 1290, 1366, 1446, 1617, 2842
cm−1. Found; C, 82.20; H, 6.92; N, 5.01%, calc.
for C38H38N2O2: C, 82.28; H, 6.90; N, 5.05%.

2.2. Fluorescence spectral measurement of
diazacrown (1b, 2b) and its complexes

Fluorescence intensities of 1b, 2b (5.00×10−6

M, 1 M=1 mol l−1) and 9-methylanthracene
(1.00×10−5 M) excited at 366 nm, were mea-
sured in methanol-chloroform (9:1 6/6) under ni-
trogen at room temperature, as shown in Fig. 1.
The titrations were conducted by adding a crown
ether solution (5.00×10−6 M for 1b and 2b in
methanol-chloroform, 9:1 6/6) progressively con-
taining excess metal salts, using a 0.25 ml syringe,
to a cuvette containing 2.0 ml of the crown ether
solution (5.00×10−6 M for 1b and 2b in
methanol-chloroform, 9:1 6/6). The solutions
were homogenized by ultrasonic waves for 3 min.
The spectrum was recorded after each addition.
The added equivalents of the cation were then
plotted against the emission-intensity change at
413–421 nm (excited at 366 nm). The association
constants (K) for guest cation complexes were
determined at least in duplicate at 2591°C by the
self-written non-linear curve-fitting computer pro-
gram in the previous study [16,17].

3. Result and discussion

The anthracene-functionalized diazacrown
ether (2b) was prepared by the N-alkylation of
1,7-diaza-12-crown-4 with 9-chloromethylan-
thracene in triethylamine-toluene-tetrahydrofuran
solution. The structure and purity of 2b were

with two anthryl pendants in the presence of guest
salts (Scheme 1).

2. Experimental

Elemental analyses were performed by Perkin
Elmer PE2400 series II CHNS/O analyzer. Melt-
ing points were obtained with a Yanagimoto Mi-
cro Melting Point Apparatus and were
uncorrected. NMR spectra were measured on a
JEOL JNM-500 Model spectrometer in CDCl3;
the chemical shifts were expressed by a d unit
using tetramethylsilane as an internal standard.
IR spectra were recorded on a Hitachi Model
270-30 infrared spectrophotometer. Fluorescence
spectra were measured with a Hitachi Model F-
4500 spectrofluorimeter.

2.1. Preparation of N,N %-bis(9-anthryl-
methyl)-1,7-dioxa-4,10-diazacyclododecane (2b)

A tetrahydrofuran-toluene solution (5+5 ml)
of 1,7-diaza-12-crown-4 (44 mg, 0.20 mmol), tri-
ethylamine (0.5 ml, 3.6 mmol), 9-chloromethylan-
thracene (227 mg, 1.00 mmol) was refluxed for 12
h. The mixture was then diluted with 1.0 M NH3

(10 ml), extracted with ethyl acetate (50 ml). The
solvent was evaporated and the residue was
purified by column chromatography over silica gel
(70–230 mesh, Merck) using hexane and ethyl
acetate (1:1 6/6) as the eluent. The analytically
pure sample (94 mg, 85%) showed the following
physical and spectroscopic properties.
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Fig. 1. Fluorescence spectra of (a) 1b (5.00×10−6 M), (b) 2b
(5.00×10−6 M), and (c) 9-methylanthracene (1.00×10−5 M)
in methanol-chloroform (9:1 6/6) at room temperature.

azacrown unit proceeds in a mechanism similar to
that for the classical fluorescent-aliphatic amine sys-
tem [18–21]. The quenching efficiency (I2b/I9−MA:
5.1×10−3) of 2b is similar to that (I1b/I9-MA:
5.6×10−3) [14] of the diaza-18-crown-6 (1b).
This means the PET from the nitrogen atoms in
the crown to excited fluorescent moieties occurs
efficiently.

Fig. 2 illustrates the relative fluorescence spec-
tral behavior of guest cation complexes 2b
(5.00×10−6 M) in methanol-chloroform (9:1 6/6)
at room temperature. A dramatic change in the
emission intensity of 2b (I2b) was observed upon
the addition of various amounts of guest cations
(Li+, Na+, K+, Rb+, Cs+, Ca2+, Ba2+, Zn2+,
Mg2+and NH4

+). When the guest cations were
added, the relative emission intensity (Icomplex/I2b),
being used as a measure of the molecular recogni-
tion sensing, changed from 1 to 182 depending on
the nature of guest cations such as size, valency,
and electronic properties.

Fig. 3 illustrates the relative emission intensity
of 2b against the guest cations concentration.
Clearly, the emission intensity increases with an
increase in the guest cation concentration. Inter-
estingly, the intensity ratio (Icomplex/I2b), (which
was being used as a measure of the molecular

ascertained by NMR spectroscopy and elemental
analysis.

Fluorescence spectral behavior of 1b and 2b
(5.00×10−6 M) gave weak emission band at 414
nm. The emission-band intensities of 2b were re-
duced to approximately one-196th that of stan-
dard substance (9-methylanthracene: 1.00×10−5

M, 9-MA). This indicates that the quenching of
the excited-state anthracene chromophore by the

Fig. 2. Fluorescence spectra of 2b (5.00×10−6 M) with and without various guest cations (2.5×10−4 M) in methanol–chloroform
(9:1 6/6), as excited at 366 nm.
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sensing), was different among bound guest cations
and decreased in the following order: Zn2+

(182)\Ca2+ (4.2)\Mg2+ (3.7)\NH4
+ (3.3)\

Ba2+ (2.2)\Na+, K+ (1.3)\Li+ (1.2)\Cs+

(1.1)\Rb+ (1.0). The order of Icomplex/I2b differs
from that of Icomplex/I1b (K+ (24)\Zn2+ (13)\
Rb+ (11)\Na+ (8.5)\Ca2+ (8.7)\NH4

+

(7.0)\Ba2+ (5.0)\Mg2+ (3.2)\Cs+ (2.7)\
Li+ (1.2)) [14]. The order depends upon the na-
ture of ionophore properties [7]. Complexation of

2b with Zn2+ increased the fluorescence intensity
of the host by a factor of 182. The Zn2+-induced
fluorescence enhancement is due to coordination
from the two nitrogen atoms of the diazacrown to
the zinc ion. The strength of this binding interac-
tion modulates the PET from the amine to
anthracene.

In Table 1 is illustrated the fluorescence inten-
sity ratio (Icomplex/Istandard substance) of guest cation
complexes for the corresponding standard sub-
stance (9-MA, 1-MN: 1-methylnaphthalene), as a
measure of the guest cation-induced fluorescence
recovery and a parameter instead of emission
quantum yield. The fluorescence recovery (I1b-Zn

complex/I1-MN, I2b-Zn complex/I9-MA) of 12-crown-4
derivatives (1b, 2b) for Zn2+ was larger than that
(Icomplex/Istandard substance) of the other complexes.
Interestingly, the fluorescence recovery (I2b-Zn

complex/I9-MA=0.93) of 2b for Zn2+ was larger
than that (I2a-Zn complex/I1-MN=0.73) of the corre-
sponding naphthyl derivative (2a). The fluores-
cence intensity of 2b-Zn(SCN)2 complex was
similar to that of 9-methylanthracene. This means
that the 12-crown-4 derivatives having two an-
thryl pendants (2b) have a high fluorescence
switch-on ability as PET fluoroionophore.

Guest concentration dependence of the fluores-
cence intensity (Fig. 3) allowed us to determine
the association constants (K) by the non-linear
curve-fitting method [16,17] (Table 2). Although
the K values of 12-crown-4 derivatives (2) for
various guest cations were larger than those of the
corresponding 18-crown-6 derivatives (1), the K
values of the anthracene derivative (2b) for vari-
ous guest cations were smaller than those of the
naphthalene derivative (2a). This means the two
large anthracene rings may block the incorpora-
tion of guest cations in host. The diazacrown
derivatives (1, 2) showed the following cation
selectivity (1a: Li+BCa2+BCs+BNa+BZn2+

BRb+BBa2+BNH4
+BK+BMg2+, 1b: Ca2+

BLi+BZn2+BBa2+BNH4
+BCs+BRb+BNa+

BMg2+BK+, 2a: NH4
+BCs+BRb+BK+

BNa+BMg2+BBa2+BLi+BCa2+BZn2+, 2b:
Mg2+BBa2+BNH4

+BCa2+BZn2+). Com-
parison of the selectivity order for 1 and 2 confi-
rms that the size and electronic property of

Fig. 3. Dependence of fluorescence intensities of 2b (2.00×
10−5 M) at 413–417 nm on the concentration of various guest
cations (added as thiocyanate salts) in methanol–chloroform
(9:1 6/6).
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Table 1
The fluorescence intensity ratio (Icomplex/I1 or 2 and Icomplex/Istandard substance) of the guest cation complexes of 1 and 2a

1b 2a 2b1a

MeOH:CHCl3 (9:1 6/6) MeOHMeOH MeOH:CHCl3 (9:1 6/6)

Icomp1ex/I1-MN Icomplex/I2a Icomplex/I9-MAIcomp1ex/I1-MN Icomplex/I1a Icomplex/I2bIcomplex/I9-MA Icomp1ex/I1b

5.1×10−3– –Free 1.7×10−22.3×10−3 – 5.6×10−3 –
1.9×10−2 1.1 6.1×10−3LiSCN 2.7×10−3 1.2 6.7×10−3 1.21.2

1.2 6.6×10−3NaSCN 5.0×10−3 2.2 4.8×10−2 8.5 2.0×10−2 1.3
6.6×10−31.2KSCN 1.36.4×10−3 2.0×10−22.8 0.13 24

1.0 5.1×10−3RbSCN 3.4×10−3 1.5 6.2×10−2 11 1.7×10−2 1.0
1.15.5×10−31.2CsSCN 2.7×10−3 2.0×10−21.2 1.5×10−2 2.7

2.9×10−2 1.7 1.7×10−2NH4SCN 3.31.1×10−2 4.9 3.9×10−2 7.0
0.93 182Zn(SCN)2 431.2×10−2 0.735.4 7.3×10−2 13

1.6 1.9×10−2Mg(SCN)2 8.0×10−3 3.5 1.8×10−2 3.2 2.7×10−3 3.7
4.22.1×10−21.6Ca(SCN)2 3.4×10−2 2.7×10−215 4.9×10−2 8.7

1.1×10−2 2.2Ba(SCN)2 9.3×10−2 41 2.8×10−2 5.0 2.2×10−2 1.3

a Standard substance: 1-MN, 1-methylnaphtalene; 9-MA, 9-methylanthracene.

Table 2
Association constants (log K M−1) of 1 and 2 for guest salts in methanol and methanol-chloroform (9:1 6/6)

Log K (M−1)

1a 2b2a1b

CH3OHCH3OH CH3OH:CHCl3 (9:1 6/6)CH3OH:CHCl3 (9:1 6/6)

1.4390.09LiSCN 0.7890.08 4.1290.13 –
3.9790.032.7090.10 –2.0990.03NaSCN

3.2790.08 3.2990.17KSCN 3.9790.08a –
3.7190.25RbSCN 2.4890.03 –2.6590.05

–3.6990.092.1190.03CsSCN 1.9990.16
3.6790.02NH4SCN 3.1790.05 3.2690.052.0890.04
5.2890.02Zn(SCN)2 2.1090.05 4.4690.090.8590.15

Mg(SCN)2 3.0790.083.5190.03 4.0190.02 3.1390.09
Ca(SCN)2 3.5890.044.3390.021.7990.03 0.4890.18

2.8590.07 4.0590.19 3.2490.05Ba(SCN)2 1.7790.06

a The association constant (log K) of 2a for KSCN in CH3OH:CHCl3 (9:1 6/6) was 3.4590.03.

ionophore attached with aromatic pendants. The
pendants may control the selectivity of the host
toward guest cations in a delicate manner.

In conclusion, the diazacrown (2b) exhibited
Zn2+ selectivity and the emission intensity of this
host was greatly enhanced in the presence of zinc
salts, establishing that 2b has a high fluorescence
switch-on ability for complexation. The diaza-12-
crown-4 having two anthryl pendants may be

utilized as a new PET fluorescent sensor for guest
cations.
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Abstract

Nafion/methyl viologen (MV) has been chemically modified on a gold disk microelectrode (GDME). The
electrochemistry of the Nafion/MV modified GDME is investigated by cyclic voltammetry (CV). Linear sweep
voltammetry (LSV) and differential pulse amperometry (DPA) show that the Nafion/MV modified GDME exhibits
very high electrocatalytic activity toward dioxygen reduction with good reproducibility and high sensitivity. The
electrocatalytic peak current is found to be linear with the dioxygen concentration in the range of 3.44×10−7 to
2.59×10−4 mol l−1 (at 25°C), with a correlation coefficient of 0.9978. The detection limit (signal/noise=3) is
calculated to be 0.19 mmol l−1. The response time of the microsensor for dioxygen measurement is less than 15 s. For
ten parallel measurements for 8.50 mmol l−1 dioxygen, the relative standard deviation (RSD) is found to be 2.7%. The
sensitivity of the microsensor is 0.17 nA mmol−1 l−1. This microsensor has been successfully employed to measure
the concentration of dioxygen in real samples. The quantity of dioxygen, released from the three kinds of chloroplasts
of plant leaves under different illumination, is monitored by the Nafion/MV modified gold microsensor. In order to
survey the dioxygen concentration in vivo, a Nafion/MV modified carbon fiber microelectrode (CFME) is fabricated
by a modification procedure similar to that of the Nafion/MV GDME. As a preliminary test, the dioxygen levels in
the different areas of rat brain are determined by the Nafion/MV modified carbon fiber microsensors. The mechanism
of the catalytic reaction is also addressed. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Chemically modified microelectrode; Methyl viologen; Nafion; Dioxygen; Catalytic reduction

1. Introduction

The electrocatalytic reduction of dioxygen has
received continuous interest regarding its impor-
tance in many biological redox processes [1]. Var-

* Corresponding author. Fax: +86-21-62451876.
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ious redox mediators for accelerating the irre-
versible reduction of dioxygen at conventional
electrodes have been reported, including metal
phthalocyanines [2–6], microparticles [7–10],
metalloporphyrins [11–14], bipyridinium com-
pounds [15,16] and conducting polymers [17].
These mediators, when chemically modified on
electrode surfaces or dissolved in aqueous or or-
ganic solutions, exhibit effective electrocatalytic
activity toward dioxygen reduction. Chemical
modification has been the subject of more investi-
gation [18–26].

A chemically modified microelectrode is favor-
able for dioxygen measurement in vivo if it has
the following characteristics: (i) good selectivity;
(ii) high sensitivity; (iii) fast response and long-
term stability; and (iv) significant ability against
fouling. Zimmerman and Wightman have re-
ported the in vivo detection of dioxygen at a
Nafion coated carbon fiber microelectrode using
fast-scan cyclic voltammetry [27]. In vivo mea-
surement of dioxygen also has been conducted at
a lipid-treated carbon paste electrode by differen-
tial pulse amperometry [28]. On the other hand,
the Nafion/methyl viologen (MV) chemically
modified electrodes have been investigated exten-
sively [21–26]. However, up to now determination
of dioxygen in vivo using the Nafion/MV
modified microelectrode has been little explored.

In this work, a microsensor for dioxygen deter-
mination is fabricated by chemically modifying
Nafion and methyl viologen (MV) onto a gold
disk microelectrode (GDME). Nafion, a cation-
exchange polymer, can form a film on the elec-
trode surface and thus improve the selectivity
during implantation in real samples. Furthermore,
Nafion film can entrap MV easily, which charges
positively in aqueous solution [25,26]. The
Nafion/MV modified microelectrode shows elec-
trocatalytic activity toward dioxygen reduction
with high sensitivity and good reproducibility.
This microsensor has been successfully employed
for the measurement of dioxygen, which is re-
leased from three kinds of chloroplasts of plant
leaves under different illumination. In order to
monitor the dioxygen levels in vivo, the Nafion/
MV modified carbon fiber microelectrodes
(CFMEs) have been prepared according to a sim-

ilar modification procedure. As a preliminary test,
the dioxygen levels in the different areas of rat
brain are monitored by the Nafion/MV modified
carbon fiber microsensors using linear sweep
voltammetry (LSV).

2. Experimental

2.1. Instrumentation

All in vivo and in vitro electrochemical experi-
ments were performed on CHI-832 Electrochemi-
cal Analyzer (CHI, USA) or on Bio-sensing Unit
(BAS, Japan). A conventional electrochemical cell
was employed, which consisted of a Nafion/MV
modified gold disk microelectrode (10 mm i.d., 4
mm o.d.; BAS) as the working electrode, a gold
wire (200 mm) as the counter electrode and a KCl
saturated Ag/AgCl microelectrode (self-made) as
the reference electrode. All potentials were mea-
sured and reported versus the Ag/AgCl reference
microelectrode. The whole electrochemical system
was shielded in a home-made Faraday cage. A
Model 501 Super-thermostat (Shanghai Experi-
mental Instrumental Factory) was employed to
control the temperature. To determine the dioxy-
gen released from the chloroplasts of three plant
leaves under illumination, a conventional Br-W
lamp (24 V, 300 W, illuminating intensity
\50.000 lux) was used as the light source. The
illuminating intensity was surveyed by the ST-III
illuminator (Photoelectrical Instrument Factory
of Peking Normal University, P.R. China). To
monitor the dioxygen levels in vivo, the self-made
Nafion/MV modified carbon fiber microelectrodes
(CFMEs; 7 mm i.d., 30 mm o.d.) were employed as
the working electrodes.

2.2. Chemicals and materials

Methyl viologen (\98%) was purchased from
Fluka. Nafion (5% w/w in ethanol solution) was
obtained from Aldrich. Phosphate buffered saline
(PBS) solution, containing 137.0 mmol l−1 NaCl,
2.7 mmol l−1 KCl, 8.0 mmol l−1 Na2HPO4 and
1.5 mmol l−1 KH2PO4, was prepared and ad-
justed to pH 7.4. Tris–HCl buffer solution (pH
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8.0) was used to extract the chloroplasts from the
plant leaves. Other chemicals were of analytical
grade and were used as received. All solutions
were prepared in doubly distilled water. Unless
otherwise mentioned, all experiments were per-
formed in PBS solutions with the three-electrode
system at 25.090.2°C. Prior to use, the buffer
solutions were thoroughly deoxygenated for at
least 15 min. The electrochemical experiments
were carried out under nitrogen atmosphere.

2.3. Preparation of the Nafion/MV modified gold
disk microelectrode

The bare gold disk microelectrode (GDME)
was mechanically polished to a mirror-finish with
0.05-mm alumina, rinsed with deionized water,
sonicated successively in acetone, 1:1 HNO3, 1.0
mol l−1 NaOH, and doubly distilled deionized
water to remove any trapped alumina. The dried
GDME was dipped into the 0.80% Nafion/methol
solution for several seconds. Then the GDME
was taken out and dried in air. A few minutes
later, the same dip-coating process was repeated
for a second time. After being coated twice with
Nafion, the GDME was cycled in 0.010 mol l−1

MV solution in the potential range of 0.20 to
−1.20 V for 10 min. Then the Nafion/MV
modified GDME was taken out and cycled in the
blank PBS solution between 0 and −0.70 V until
a steady electrode response was obtained. Except
for the measurement of dioxygen in vivo, the
Nafion/MV modified GDMEs were used through-
out the experiment. The Nafion/MV modified
GDMEs were stable when stored in air (vide
infra).

2.4. Calibration of the Nafion/MV modified
microsensor

The calibration of the microsensors is mainly
accomplished by the three-point method [27,28].
However this method is often limited by the tem-
perature and atmospheric pressure. In this work,
classic iodimetry [29], together with differential
pulse amperometry (DPA), is used to calibrate the
Nafion/MV modified microsensor. Classic iodime-
try is based on the following reactions [29]:

Mn2+ + 2OH− � Mn(OH)2

Mn(OH)2+O2 � 2MnO(OH)2

2MnO(OH)2+2I− +4H+�Mn2+ + I2+3H2O

I2+2S2O3
2−�2I− +S4O6

2−

Differential pulse amperometry (DPA), where a
double pulse of fixed potential difference is ap-
plied at constant amplitude, has been used in vivo
for the detection of dioxygen [28]. In order to
define the position of dioxygen reduction at the
Nafion/MV modified microsensor, linear sweep
voltammetry (LSV) was conducted. The potentials
used for the two cathodic pulses were chosen from
the linear sweep voltammograms (see below). The
parameters for the differential pulse amperometry
are given in the following: the first pulse was
applied from the resting potential (−0.10 V) to
−0.20 V; and the second was adopted from −
0.20 to −0.45 V.

The calibration of the microsensor was per-
formed at 37.090.2°C for the measurement of
dioxygen in vivo, and in other tests the calibration
was conducted at 25.090.2°C.

2.5. Extraction of the chloroplasts from the plant
lea6es

Three kinds of chloroplasts were extracted from
the green leaves of the following plants: Chinese
cabbage (A), morning glory (B) and Chinese para-
sol (C). All these plant leaves were collected in the
campus. The extraction was conducted according
to the procedure described in the literature [30].
Each kind of plant leaf (50 g, sheared into pieces
of 2–3 cm2) was added to the solution containing
0.35 mol l−1 NaCl (100 ml) and 0.10 mol l−1

Tris–HCl buffer (10 ml, pH 8.0). Then the mix-
ture was ground for 30 s and filtered with a nylon
net. The filtrate was centrifuged at 2000 rpm for 4
min. The precipitate was diluted by 0.35 mol l−1

NaCl (�40 ml), which was again centrifuged for
4 min at the same rate. Then the precipitate was
diluted with 0.35 mol l−1 NaCl (�2–3 ml). After
its illumination under different light intensities for
10 s, the obtained suspension was suitable for the
determination of dioxygen released from the
chloroplasts. All these procedures were conducted
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at under 4°C. Before its use, the suspension was
shaded and stored in a refrigerator (0°C).

2.6. Fabrication of the Nafion/MV modified
carbon fiber microelectrodes

The commercially available GDME (10 mm i.d.,
4 mm o.d.) is unsuitable for usage in vivo. On the
other hand, the bare gold wire microelectrode (10
mm in diameter) is too flexible to insert into rat
brain. Carbon fiber microelectrodes (CFMEs) and
carbon paste microelectrodes (CPMEs) have been
demonstrated to be the alternative approaches to
solve this problem [27,28,31,32]. CFMEs are ex-
tensively used, mainly because of their small di-
ameter (5–50 mm), easily varied length (0–500
mm) and high sensitivity. Hence in this work the
Nafion/MV modified CFMEs (7 mm i.d., 30 mm
o.d., home-made) were employed to monitor the
dioxygen levels in vivo. Before chemical modifica-
tion, the CFMEs were washed successively with
acetone, 1:1 HNO3, 1.0 mol l−1 NaOH, and
doubly distilled water in an ultrasonic bath. All
these CFMEs were electrochemically pre-acti-
vated by the following sequence: the electrode
potential was first applied at 2.0 V for 30 s and
−1.0 V for 10 s. Then a triangular wave (from
0.0 to 1.0 V) was performed at a scan rate of 100
mV s−1 until a stable current-voltage curve was
obtained. After pre-activation, the CFMEs were
chemically modified by Nafion and MV. The
modification procedure was the same as that of
the Nafion/MV modified GDME. The characteri-
zation and calibration of the modified CFMEs
were also conducted using the same procedures.

2.7. In 6i6o techniques

The in vivo procedures were very similar to
those described previously [27,28]. Adult
Sprague–Dawley rats (male, 280–320 g) were
anesthetized with urethane (ethyl carbamate, 1350
mg kg−1) and positioned in a stereotaxic frame.
Body temperature was maintained at 37°C with a
heating pad. The skull was surgically exposed,
and small holes were drilled for the electrode
implantation. In order to measure the dioxygen
levels in the different areas of the central nervous
system (CNS) in vivo, several Nafion/MV
modified carbon fiber microelectrodes were im-
planted into the rat brain. The Ag/AgCl reference

Fig. 1. Successive cyclic voltammograms of (A) the Nafion
modified GDME in the PBS buffer solution (pH 7.4) contain-
ing 0.010 mol l−1 methyl viologen. Scan rate: 100 mV s−1;
(B) the Nafion/MV modified GDME in the deoxygenated PBS
buffer solution at different scan rates (from inner to outer):
20, 40, 60, 80 and 100 mV s−1.
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microelectrode was fixed in the region (AP 2.0, R
2.5, H 3.0, all dimensions of the coordinates are in
millimeters according to the stereotaxic atlas of the
rat brain [33]). The counter microelectrode (Ag
wire, 200 mm) was placed between the skull and
dura mater. All the electrodes were fixed to the
skull with screws and dental acrylate. The rats were
then allowed to recover from anesthesia. Post-op-
erative analgesia was provided by the injection of
buprenorphine (0.10 mg kg−1), given immediately
after the surgery. The welfare of the animals was
assessed following recovery according to guidelines
[34,35] and all procedures were specially licensed
under the Animals (Scientific Procedures) Act
1986. The electrodes were connected to the Bio-
sensing Unit, on which in vivo measurements of
dioxygen were conducted by linear sweep voltam-
metry (LSV). All data were determined and re-
ported as means9S.E.M. with n=number of the
modified microelectrodes.

3. Results and discussion

3.1. Preparation and electrochemical beha6ior of the
Nafion/MV modified GDME

Uniform coverage of modifiers at the microelec-
trode surface is a requisite factor for in vivo
measurement. It has been reported [36] that dip-
coating twice is suitable to coat a uniform Nafion
film on the microelectrode surface. Therefore both
the bare GDMEs and CFMEs are modified with
Nafion film by dip-coating twice.

Fig. 1A shows the fixation of MV on the Nafion-
coated GDME. The electrode potential is swept
over the range where both MV2+ and MV+ are
reduced with one electron, respectively. It follows
from the increases of the peak currents of MV2+

and MV+ that the Nafion film incorporates MV2+

and MV+ cations from the MV solution via
ion-exchange with the Na+ counter-ion of the
fixed sulfonic acid groups. Both the peak potentials
of the two redox couples (MV2+/MV+ and MV+/
MV0) shift positively with the increase of the scan
cycles (Fig. 1A). In addition, the ion-exchange
selectivity of the Nafion film for MV2+ is appar-
ently much higher than that for MV+.

The Nafion/MV modified GDME exhibits two
pairs of well-defined redox peaks in a deoxy-
genated MV-free PBS solution. In order to sim-
plify the question, the potential sweep range is
restricted to the first pair of peaks (corresponding
to the MV2+/MV+ redox couple). The second
pair of redox peaks at more negative potentials
(corresponding to the MV+/MV0 redox couple) is
not studied further in this research. The typical
cyclic voltammogram of the Nafion/MV modified
GDME is shown in Fig. 1B, which is recorded in
a deoxygenated PBS solution without any soluble
MV present. A pair of redox peaks is obtained,
with Epa and Epc of −0.42 and −0.48 V, respec-
tively (Epa and Epc represents the anodic and
cathodic peak potentials, respectively). The peak
currents are found to be linear with the scan rates
in the range of 20–100 mV s−1, what is exactly as
expected for a non-diffusion-controlled electrode
process.

The total amount of MV2+ incorporated in the
Nafion film can be quantitatively exchanged for
Na+ ions by the immersion of the Nafion/MV
modified GDMEs into a saturated NaCl solution.
In such a case, no redox waves can be detected on
the modified GDMEs in the same potential win-
dow as that shown in Fig. 1B. The redox waves of
the MV2+/MV+ couple reappear in the MV-free
buffer after the modified GDMEs are scanned
under the same conditions as described in Fig.
1A. The conversion of the MV2+ form to the
Na+ form and back again can be repeated many
times (more than five) without an apparent loss of
the exchange capacity of the Nafion film. Similar
results have been reported by others [26]. There-
fore it is a reasonable assumption that the MV2+

cations enter the Nafion film by exchange of Na+

and form an efficient microsensor with a three-di-
mensional structure.

The concentration of the Nafion solution plays
an essential role in the dip-coating procedure. To
survey the relationship between the response of
the Nafion/MV modified GDME and the Nafion
concentration, several GDMEs of the same size
are dip-coated twice with Nafion in different con-
centrations. The result is clearly shown in Fig. 2.
The electrode response increases quickly with the
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Fig. 2. The dependence of the Nafion/MV modified GDME
response on the Nafion concentration. The Nafion/MV
modified GDME is prepared by scanning the Nafion-coated
GDME in the PBS solution containing 0.010 mol l−1 MV in
the potential range of 0.20 to −1.20 V for 10 min. The data
are collected on the modified GDME in air-saturated PBS
solution. Scan rate: 100 mV s−1.

The successive cyclic voltammograms of the
Nafion/MV modified GDMEs in a deaerated PBS
solution show that the peak currents decrease a
little (B5%) in the first ten repetitious cycles and
become steady after continuous potential scan-
ning for 500 cycles. On the other hand, 9194%
of the original electrode responses is obtained for
the Nafion/MV modified GDMEs (n=3) after
those modified GDMEs have been placed in air
for a month. However, the peak currents of the
modified glassy carbon electrode prepared by the
adsorption of MV [19] decrease much faster with
repetitious sweeps. It is found that only 80% of
the original electrode response remains after 50
successive scans. All these results suggest that
MV2+ cations are more strongly immobilized by
potential scanning at the Nafion-coated GDMEs.

3.2. Catalytic reduction of dioxygen at the
Nafion/MV modified GDME

Dioxygen is readily able to permeate into the
Nafion film and reach the electrode surface for
reduction [27,37]. It has been reported
[19,20,27,28,38] that dioxygen reduction is a two-
electron process at the surfaces of most electrodes
(e.g. gold or glassy carbon) and the predominate

increase of the Nafion concentration. When the
range of the Nafion concentration varies from
0.60 to 1.00%, the peak currents of the modified
GDMEs become almost constant. The response
of the Nafion/MV modified GDME declines when
the Nafion concentration is larger than 1.00%.
Hence the 0.80% Nafion/methol solution is se-
lected for the modification of Nafion on the elec-
trode surface.

The voltammetric peak currents, obtained im-
mediately after the Nafion/MV modified GDME
is transferred to the pure supporting electrolyte,
are strongly dependent on both the time it
scanned in the MV solution and the concentration
of the MV solution. As mentioned above, several
GDMEs coated twice with the 0.80% Nafion solu-
tion are tested in the 0.010 mol l−1 MV solution
with different scan times. A typical result is given
in Fig. 3. The dependence of the peak current on
the scan time clearly shows that when the scan
time B8 min (�17 cycles), the electrode re-
sponse increases quickly with the scan time. How-
ever the peak current remains almost constant
when the scan time ]10 min (�22 cycles), indi-
cating that the maximum amount of MV2+ has
been fixed in the Nafion film. Therefore 10 min is
chosen as the fixation time in this work.

Fig. 3. The relationship between the cathodic peak current of
the Nafion/MV modified microsensor and the scan time. The
Nafion/MV modified GDME is fabricated by scanning the
Nafion-coated GDME in the potential range of 0.20 to −1.20
V with different cycles (scan time). Other conditions are the
same as in Fig. 2.
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Fig. 4. Linear sweep voltammograms of the Nafion/MV
modified GDME (a and b) and the bare GDME (c) in PBS
solutions: (a, c) air-saturated; (b) nitrogen-saturated. Scan
rate: 100 mV s−1.

Thus a decrease in the overvoltage (�210 mV)
and an increase in the reduction peak current
(�2.5 times the size of that obtained on the bare
GDME) are obtained on the Nafion/MV modified
GDME. These results clearly demonstrate that
the Nafion/MV modified GDME has an excellent
catalytic activity for the dioxygen reduction. The
MV2+/MV+ redox couple has a high electron
self-exchange rate that facilitates the electron
transfer between the electrode and dioxygen in
PBS solution. The regeneration of MV2+ pro-
duced by the chemical reaction greatly enhances
the peak current and anodically shifts the poten-
tial of dioxygen reduction. However, no changes
are observed on the Nafion/MV modified
GDMEs after hydrogen peroxide is added into
the deoxygenated PBS buffer solution. On the
other hand, the decomposition rate of hydrogen
peroxide is very slow in the neutral or basic
solutions. Therefore the corresponding procedure
of the catalytic reaction can be expressed as
follows:

Scheme 1. The catalytic mechanism of dioxygen reduction on
the Nafion/MV modified GDME.

Fig. 5. Differential pulse amperometric response of dioxygen
at the Nafion/MV modified GDME. The inset shows the
relationship between the electrode response (the peak current)
and the concentration of dioxygen.

product is hydrogen peroxide, which is not oxi-
dized on these electrodes, leading to irreversible
electrochemical behavior. The rate-limiting step
for the reduction of dioxygen involves the initial
one-electron transfer followed by protonation of
the superoxide ion and further reduction [38].

The linear sweep voltammogram of dioxygen is
consistent with its known electrochemical behav-
ior (Fig. 4). Dioxygen is found to be irreversibly
reduced at −0.66 V on the bare GDME (curve c,
Fig. 4). However, dioxygen reduction is easier on
the Nafion/MV modified GDME. The reduction
peak is observed at −0.45 V, which is same as
the cathodic peak potential of the Nafion/MV
modified GDME itself (curves a and b, Fig. 4).
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Table 1
Determination of dioxygen by the Nafion/MV modified GDMEa

Mean RSD (%)9Order 101 2 3 4 5 6 7 8

1.39 1.45 1.45Current (nA) 1.45 1.40 1.48 1.41 1.49 1.46 1.51 2.71.45

a Data are collected from the DPA response of the Nafion/MV modified GDME in the PBS solution (pH 7.4) containing 8.50
mmol l−1 dioxygen.

2[(SO3
−)2MV2+]+2e=2[(SO3

−)2MV+] (1)

2[(SO3
−)2MV+]+O2+2H+

� 2[(SO3
−)2MV2+]+H2O2 (2)

O2+2H+ + 2e � H2O2 (overall)

The catalytic mechanism is shown in Scheme 1.
The potentials used for the two cathodic pulses

of the differential pulse amperometry (DPA) are
also chosen from the linear sweep voltam-
mograms. The first pulse is set from the resting
potential (−0.10 V) to −0.20 V, which corre-
sponds to the root of the reduction wave for
dioxygen. The second pulse is applied from −
0.20 to −0.45 V, which is relevant to the peak of
the reduction wave for dioxygen (Fig. 4).

3.3. Calibration of the Nafion/MV modified
GDME

The electrode response for dioxygen measure-
ment is standardized by classic iodimetry [29]
together with differential pulse amperometry
(DPA), as described in Section 2. A section of the
resultant calibration curve is shown in Fig. 5. The
electrode response is found to be linear with the
dioxygen concentration over the range from
3.44×10−7 to 2.59×10−4 mol l−1 (at 25°C),
with a correlation coefficient of 0.9978. The detec-
tion limit, defined as the analyte (dioxygen) con-
centration yielding a signal equal to three times
the standard deviation of the background current,
is calculated to be 0.1990.05 mmol l−1 (n=4).
To meet the requirements, calibrations of the
modified microelectrodes are conducted at differ-
ent temperatures. The sensitivity of the microsen-
sor is 0.1790.04 nA mmol−1 l−1 (n=5).

3.4. Response time and life

The response time of the microsensor, defined
as the required period when the steady response is
obtained on the modified microsensors for dioxy-
gen measurement, is less than 15 s. For ten paral-
lel measurements of 8.50 mmol l−1 dioxygen, the
relative standard deviation (RSD) is found to be
2.7% (Table 1). No significant changes of the
electrode responses are observed after the
modified microelectrodes have been placed in air
for 1 month, as mentioned above. On the other
hand, the cyclic voltammograms of the Nafion/
MV modified GDMEs show no obvious changes
(B8%, n=3) after the modified microsensors
have been cycled continuously in the PBS solu-

Table 2
In vitro DPA response of the Nafion/MV modified GDMEs
(n=3) for a variety of potential interferents expressed as a
percentage of the dioxygen (100.0 mmol l−1) current in the
PBS solution (pH 7.4)a

Dioxygen (%)Interferent

100 (1794 nA)–
Ca2+ B0.01

B0.01Na+

B0.01K+

B0.01Cl−

B0.01HCO3
−

2.8790.79AA
UA 0.4890.18

0.5490.22DA
1.0390.655-HT

5-HIAA 1.5890.46
DOPAC 0.8590.23

a The concentrations of Ca2+, Na+, K+, Cl−, HCO3
−,

ascorbic acid (AA) and uric acid (UA) are all 10.0 mmol l−1.
The concentrations of dopamine (DA), 5-hydroxytryptamine
(5-HT), 5-hydroxyindole-3-acetic acid (5-HIAA) and 3,4-dihy-
droxyphenylacetic acid (DOPAC) are all 500.0 mmol l−1
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Fig. 6. DPA response of dioxygen released from the three kinds of chloroplasts of plant leaves (A: Chinese cabbage; B: morning
glory; and C: Chinese parasol) under illumination (10 s) with different intensities: (a) 40 klux; (b)34 klux and (c)28 klux. The arrows
indicate the start of illumination (10 s).

tions for 5 days. All these results suggest that the
Nafion/MV modified microelectrodes can meet
the requirements for dioxygen measurements in
vivo.

3.5. Selecti6ity

The selectivity of the microsensor for dioxygen
determination, relative to a variety of potential
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interferents present in real samples, is also char-
acterized in vitro. The interferents tested include
the neurotransmitters (5-hydroxytryptamine, 5-
HT and dopamine, DA), their metabolites (5-hy-
droxyindole-3-acetic acid, 5-HIAA and
3,4-dihydroxyphenylacetic acid, DOPAC) and
other species such as Ca2+, Na+, K+, Cl−,
HCO3

−; ascorbic acid (AA) and uric acid (UA).
The results are summarized in Table 2. From
Table 2, it is clear that the above substances
have no appreciable effects on the responses of
the microsensor for dioxygen detection. There-
fore these in vitro results also suggest that the
Nafion/MV modified microsensors should have
interference-free signals for dioxygen determina-
tion in vivo.

Changes in solution pH may occur in physio-
logical tests, and these could influence the cata-
lytic reduction of dioxygen because of the
involvement of proton in the catalytic reaction.
To test for the dependence of the microsensor
response on the solution pH, the buffer pH val-
ues are varied from 7.1 to 7.8. No obvious
changes are observed in either the catalytic peak
potentials and the peak currents of the reduc-
tion.

3.6. Application

3.6.1. Measurement of dioxygen released from
three kinds of chloroplasts

The Nafion/MV modified GDMEs are em-
ployed to determine the concentration of dioxy-
gen, which is released from the three kinds of
chloroplasts of the plant leaves under illumination
(10 s) with different intensities. The extraction of
the chloroplasts from the green leaves and the
general procedures are conducted as described
above. The results are shown in Figs. 6 and 7. For
all three chloroplasts of these plant leaves, the
amount of released dioxygen increases concomi-
tantly with the increase of the light intensity (Fig.
7). On the other hand, the amount of dioxygen
released from Chinese parasol (C) is less than that
from morning glory (B). However, it is obvious
that the chloroplast in the leaves of Chinese cab-
bage (A) releases the highest amount of dioxygen
under the same conditions (Fig. 7). This microsen-
sor therefore is applicable to evaluate the effi-
ciency of dioxygen released from different plants.

3.6.2. Measurement of dioxygen in 6i6o
For in vivo measurement, the Nafion/MV

modified CFMEs are fabricated and characterized
in the PBS buffer at 37°C, as mentioned above.
Similar electrochemistry and electrocatalytic activ-
ity toward dioxygen reduction are also observed
on these Nafion/MV modified CFMEs. The
Nafion/MV modified CFMEs are implanted in
different areas of the rat brain. In vivo linear
sweep voltammograms are obtained, while the
cardiac rate is monitored with an oscillator and
stored in a computer. It has been reported [39]
that the dioxygen concentration in brain varies
between 5.0 and 50.0 mmol l−1. In this work, it is
found that in the normal state of a rat, the
concentrations of dioxygen in the dorsal
hippocampus and the superior colliculus are
15.993.3 and 36.994.5 mmol l−1, respectively
(n=3 animals). In the visual cortex (at the depth
of H 500 and H 1500), the dioxygen levels are
found to be 2.590.6 and 53.196.8 mmol l−1,
respectively (n=3 animals). The concentration of
dioxygen in the cerebral tissues maintains a dy-
namic balance due to the supply and consumption

Fig. 7. The relationship between the dioxygen concentration
released from the three kinds of chloroplasts of the plant
leaves and the illumination intensity. (A: Chinese cabbage; B:
morning glory; and C: Chinese parasol. Data are collected
from Fig. 6).
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of dioxygen. Dioxygen is supplied via blood flow
in vessel and its consumption is related to the
respiration and metabolism of the cells. Thus the
dioxygen level obtained by in vivo measurement
with the Nafion/MV modified CFMEs should
vary in different regions. These results are very
similar to those reported by the other workers
[27,28].

4. Conclusion

A new type of chemically modified microsensor,
including the Nafion/MV modified GDME and
the Nafion/MV modified CFME, is prepared and
studied for the determination of dioxygen. Several
characteristics of the modified microsensors can
be concluded. Firstly, the Nafion/MV modified
microsensors exhibit efficient catalytic activity to-
ward dioxygen reduction; secondly, these mi-
crosensors are very sensitive and reproducible to
dioxygen determination; finally, it is shown by the
in vitro signals that the determination of dioxygen
is free of direct interference from several endoge-
nous substances present in mammalian brain. All
these results make it possible for in vivo and in
vitro determination of dioxygen using the Nafion/
MV modified microsensors. Preliminary experi-
ments in vivo also suggest that these microsensors
do have reliable response to dioxygen. Further
work on in vivo characterization is currently un-
der investigation in our laboratory and will be
communicated after its completion.
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Abstract

In this paper, several fluoride chemical modifiers have been tested for electrothermal vaporization-inductively
coupled plasma atomic emission spectrometry (ETV-ICP-AES) determination of different volatile elements, such as
refractory element Ti, medium volatile element Ni and easy volatile element Pb. Reagents tested include polyte-
trafluoroethylene (PTFE), NH4F, NaF and CuF2·2H2O. The best overall results are obtained using 6% PTFE added
to sample. Under the compromise operating conditions, the detection limits of analytes are in the range of 0.8–59 ng
ml−1 and the calibration curves are linear for over three orders of magnitude. The direct determination of Ti, Ni and
Pb in GBW 08505 tea leaves reference sample is shown as an example of PTFE chemical modification. © 1999
Elsevier Science B.V. All rights reserved.

Keywords: Fluoride; Chemical modification; Electrothermal vaporization-inductively coupled plasma atomic emission spectrometry

1. Introduction

Electrothermal vaporization (ETV) as a means
of sample introduction for inductively coupled
plasma atomic emission spectrometry (ICP-AES)
has been paid great attention by many researchers
since its first report in 1974 [1]. It can offer many
advantages over conventional pneumatic nebu-
lization method of sample introduction. These
include: high transport efficiency, small amount of
sample required, low absolute detection limit and

the ability to analyse both liquid and solid sam-
ples. Recent developments of this technique have
been reviewed by Carey and Caruso [2], Hu et al.
[3] and Moens et al. [4], the authors summarizing
most of its crucial aspects.

However, this approach inherits the disadvan-
tages of electrothermal atomization with respect
to the formation of refractory carbides by ele-
ments in group IVB to VIB, which leads to a
decrease and sometimes complete suppression of
the analyte signals. Carbide formation also results
in carry-over of analyte from one determination
to the next, thus causing memory effects. Several
methods can be used in order to solve the prob-

* Corresponding author. Fax: +86-27-87882661.
E-mail address: zcjiang@whu.edu.cn (B. Hu)

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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lem of refractory carbide formation. For example,
the use of carbide coated tubes [5], utilization of
metal material vaporizers [6,7], and chemical
modification via the addition of either halocar-
bons [8–17], Cl2 [18] in the plasma gases or
matrix modifiers in the furnace [19,20]. Of these,
chemical modification via the addition of chemi-
cal modifiers has been proven to be one of the
most effective methods.

Chemical modifiers are compounds or mixtures
of compounds, which are used to change the
chemical or physical properties of the sample,
matrix or the vaporizer/atomizer surface (or a
combination of these) in such a way as to improve
analysis. The concept of chemical modification is
not new, it has been used for a number of years in
both graphite furnace atomic absorption spec-
trometry (GFAAS) and in dc arc spectrometry
and the approaches are easily transferable to
ETV-ICP spectrometry. Kirkbright and Snook [8]
used CCl4/argon atmosphere to enhance analyte
volatilization of carbide forming elements. Sub-
stantial improvements in detection limits were
reported for carbide forming elements such as B,
Cr, Mo, W, and Zr. Barnes and Fodor [9] and
Hulmston and Hutton [10] added trifl-
uoromethane to the injector gas and improved the
detection limits of refractory elements. Ren and
Salin [11,12], utilizing Freon-12 as halogenation
reagent, reported near 100% vaporization for the
powdered samples studied, Al2O3, SiO2, ZrO2 and
TaC. The same was true for WC if BaCl2 was
used as a second halogenation reagent. Also, they
have tested Freon-assisted graphite furnace va-
porization ICP-AES for analysis of solid samples
(zeolite) that are difficult to digest or to vaporize
in a conventional furnace [13]. Goltz et al. [16]
investigated the determination of yttrium and
rare-earth elements in ETV-ICP-MS with and
without modifier. They showed that the addition
of Freons in graphite furnace ETV-ICP-MS con-
trols carbide formation and reduces memory ef-
fects in the high-sensitivity high-temperature
determination of yttrium and rare-earth elements.
More recently, Wanner et al. [17] examined the
role of various modifiers in ETV-ICP-MS and
found the best reactivity of NH4F as modifier for
B and of CHF3 for La and U determination.

Matousek et al. [18] converted the refractory car-
bides into volatile chlorides and introduced ana-
lytes into an ICP with the use of Cl2 as chemical
modifier. Ng and Caruso [19] used 7% NH4Cl as
chemical modifier to determine refractory ele-
ments Cr, Ti, U, V and Zr. Nickel et al. [20]
showed that total evaporation of impurity ele-
ments from SiC ceramic powder could be
achieved by mixing the sample with BaO and
CoF2.

The objective of our research is to investigate
the chemical modification of fluoride chemical
modifiers in ETV-ICP-AES for determination of
different volatile elements, such as refractory ele-
ment Ti, medium volatile element Ni and easy
volatile element Pb, and to test the method for the
determination of different volatile elements.

2. Experimental

2.1. Instrumentation

The inductively coupled plasma source system
and the graphite furnace sample introduction
device used in this study were identical with that
reported previously [21]. A commercial 2793-
MHz Ar ICP source (Beijing Broadcast Instru-
ment Factory, Beijing, China) with 2-kW plasma
generator was interfaced to a WDG 500-1A type
monochromator (Beijing Second Optics, Beijing,
China). The output of the photomultiplier (R456,
Hamamatsu, Japan) was amplified and registered
on a strip chart recorder (L23-104, Sichuan Forth
Meters, Sichuan, China).

A WF-1 type heating device with a matching
graphite furnace (Beijing Second Optics, Beijing,
China) was used as the electrothermal vaporiza-
tion device. The instrument operating conditions
and wavelength used are given in Table 1.

2.2. Design of ETV system

For electrothermal vaporization sample intro-
duction, a commercially available WF-4 graphite
furnace atomizer that is similar to an HGA 500 is
modified for use. A pair of the conventional
graphite tube adaptors and electric terminals with
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Table 1
Operating conditions

Element and Ti 334.95 nm; Ni 231.60 nm; Pb 220.35
wavelength nm

1.0 kWIncident power
Observation 12 mm (above working coil)

height
0.6 l min−1Carrier argon

gas
15 l min−1Coolant argon

gas
Auxiliary argon 0.8 l min−1

gas
Drying stage, ramp. 10 s , holds 20 s atHeating cycle

of ETV 100°C
Ashing stage, ramp. 10 s , holds 20 s at
400°C
Vaporization stage, 4 s at 2340°C

Sample intro- 10-ml Micropipette with disposable
polyethylene tipduction

against oxidation during heating. Thus, after the
sample is introduced into the graphite furnace, the
injection hole is sealed with a graphite cone, and
the vaporized analyte vapor is swept into the
plasma by carrier gas, which enters through aper-
ture 4.

2.3. Standard solutions and reagents

Stock titanium solution (1 g l−1) was obtained
by melting 0.1670 g of TiO2 (Specpure grade,
Shanghai Second Reagent Factory, Shanghai,
China) with 10 g of K2S2O7 (Analytical reagent
grade, Shanghai Second Reagent Factory, Shang-
hai, China) in a platinum crucible, dissolving and
transferring the melt with 5% H2SO4 solution into
100-ml calibrated flask.

The stock solution (1 g l−1) of nickel was
prepared from 99.99% pure metal of Ni and the
acidity was adjusted with 0.1 mol l−1 hydrochloric
acid.

A lead stock solution (1 g l−1) was prepared by
dissolving an appropriate quantity of lead nitrate
(Analytical grade reagent, Shanghai Second
Reagent Factory, Shanghai, China) in 1% v/v
nitric acid.

A 60% w/v PTFE slurry (viscosity 7–15×10−3

Pa s) was purchased from Shanghai Institute of
Organic Chemistry. NaF and NH4F were analyti-
cal reagent grade and CuF2·2H2O was synthesized
in our laboratory. Doubly distilled water was used
throughout.

2.4. Sample preparation

The sample containing NH4F was prepared by
adding an appropriate quantity of NH4F into a
liquid sample and mixing.

The samples containing NaF, CuF2·2H2O and
PTFE were prepared by adding an appropriate
quantity of NaF, CuF2·2H2O and PTFE into
liquid samples, respectively, and dispersing with
ultrasonic processor for 15 min.

2.5. Procedure

After plasma stabilizing, 10 ml prepared sample
was pipetted into the graphite furnace with mi-

cooling water jackets are retained, but the original
silica windows at the two ends of the graphite
furnace are replaced with two PTFE cylinders, one
of them connected to the injector tube of the
plasma via a plastic tube (4 mm i.d.×0.5 m). The
other was blocked to prohibit air from entering
the graphite furnace, and there are sealed rings
between the graphite furnace body and the PTFE
cylinders. In Fig. 1, apertures 1 and 2 are used as
inlets for the flow of the outer argon, and aper-
tures 3 and 4 are carrier gas inlets. The graphite
tube is enclosed in the original graphite tube
adaptors filled with argon, which is introduced
through apertures 1 and 2 to protect the tube

Fig. 1. The modified WF-4 commercial graphite furnace as an
ETV assembly.
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Fig. 2. Typical emission signal profiles for 10-ml sample: A, B
and C are 5.0 mg ml−1 Ti, 1.0 mg ml−1 Ni and 1.0 mg ml−1

Pb, respectively; A%, B% and C% are their residual signals of the
empty firing, respectively.

chemical properties of the oxides and carbides of
the corresponding elements (Table 2), it can be
concluded that without chemical modifier, Ti re-
acted with carbon to give refractory TiC during
ETV heating cycle; this is verified in previous
study[22]. For Pb, PbO was reduced into atom Pb
by carbon, thus Pb was vaporized in the form of
atom vapour. During graphite heating cycle, Ni
was vaporized in the form of atom Ni through
reduction reaction or decomposition of carbide.

3.2. Chemical modification of fluorides

The choice of appropriate materials to test as
modifier was guided by the dc arc literature
[23,24]. NaF, NH4F, CuF2·2H2O and polyte-
trafluoroethylene (PTFE) were considered as suit-
able modifiers for the determination of Ti, Ni and
Pb from multielement solution. For application of
chemical modifiers, the concentration of the
chemical modifiers had to be optimized. The con-
centration of the chemical modifier solution or
slurry was varied between 0.1% and 10% w/v for
NH4F, NaF, CuF2·2H2O and PTFE. The effect of
chemical modifier (NH4F, NaF, CuF2·2H2O and
PTFE) concentration (10-ml injections) on the
emission signal intensity of Ti, Ni and Pb was
examined. Fig. 3 is the dependence of emission
signal intensity of Ti, Ni and Pb on the PTFE
concentration. It can be seen that the signal inten-
sity of Ti and Ni was increased with the increase
of concentration of PTFE and this enhancement
effect levels off at a PTFE concentration of about
5%. However, PTFE showed no effect on the
emission signal intensity of Pb in the concentra-
tion range used. Similar results can be obtained
by examining NH4F as chemical modifier, the
only difference is the optimal chemical modifier
concentration is 7% w/v for Ti and Ni. Both NaF
and CuF2·2H2O as chemical modifier showed an
adverse effect on the emission signal intensity of
Pb in the concentration range used, whereas an
obvious emission signal intensity increase for Ti
and Ni can be observed with the increased
modifier concentration of NaF and CuF2·2H2O
up to a maximum of 5% w/v, followed by a
decrease in signal intensity. Therefore, a concen-
tration of 7% w/v solution of NH4F, 5% w/v

crosyringe. The sample inlet hole was sealed with
a graphite rod. After being dried and ashed, the
analyte was vaporized and carried into the plasma
under the selected conditions. A peak height mea-
surement was used for calibration.

3. Results and discussion

3.1. Signal profiles of Ti, Ni and Pb without
chemical modifier

In order to observe the vaporization behaviors
of different volatile elements in ETV-ICP-AES,
analyte emission temporal behavior was recorded.
Typical results for 5 mg ml−1 of Ti, 1 mg ml−1 Ni
and Pb are shown in Fig. 2. A weak and a broad
signal profile with trailing was observed for Ti
(Fig. 2A) and a severe memory effect was ob-
served (Fig. 2A%), indicating slow and incomplete
analyte volatilization. For Pb (Fig. 2C and C%),
the signal observed is an intense and sharp peak
and no memory effect was observed, indicating
fast and complete analyte volatilization. A good
signal profile was recorded for Ni (Fig. 2B), but
the memory effect still existed (Fig. 2B%), indicat-
ing the vaporization behavior of Ni is between
that of Pb and Ti.

During the drying/ashing cycle, an oxo-anion
salt decomposes to form the corresponding oxide.
A further increase in ETV temperature promotes
either a reduction of the corresponding oxide to
metal or carbide formation. Based on the thermo-
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Table 2
Melting and boiling point (°C) of Ti, Ni and Pb and their relative compounds

B.P.M.P.Carbide B.P.aB.P.M.P.OxideB.P.M.P.Element M.P.aFluoride

NiO 1000subNiF2––Ni2C –1455Ni 2730 –1984
–– Pb2C 1290885PbF2–886PbO1740327Pb

TiO23287 284sub\400TiF448201660 3140Ti TiC30001830

a Sub means that this compound is sublimed at this temperature.

slurry of NaF and CuF2·2H2O, and 6% w/v slurry
of PTFE was chosen for all further experiments.

After the optimal chemical modifier concentra-
tion had been found, the vaporization tempera-
ture was optimized. Fig. 4 shows the dependence
of signal intensity for Ti, Ni and Pb on vaporiza-
tion temperature by the use of PTFE as chemical
modifier. There is an increase in signal intensity
with increasing vaporization temperature up to
2340°C for Ti and Ni and 2240°C for Pb, whereas
the signal intensity remains constant at higher
temperatures. Therefore, 2340°C is chosen as va-
porization temperature for determination of Ti,
Ni and Pb from multielement solution.

Under the selected chemical modifier concentra-
tion and vaporization temperature, temporal sig-
nal profiles for Ti, Ni and Pb by use of various
chemical modifiers are recorded. Typical results
for Ti, Ni and Pb with NH4F, NaF, CuF2·2H2O
and PTFE modifiers compared with no chemical
modifier are shown in Fig. 5. In general an en-
hancement of intensity of Ti was observed with
four different fluoride modifiers, but this enhance-

ment was varied with fluoride modifier change.
The greatest signal enhancement is achieved by
the chemical modifier NH4F and especially PTFE.
These results allow the following sequence of in-
vestigated chemical modifiers to be arranged ac-
cording to the increase of signal intensity of
analyte and the decrease of the memory effects:
PTFE\NH4F\CuF2·2H2O\NaF. Similarly,
an enhancement of signal intensity of Ni can be
observed with four fluoride chemical modifiers
and the ability of chemical modification can be
concluded as follows: NH4F\PTFE\
CuF2·2H2O\NaF; whereas no enhancement was
observed for Pb with PTFE and NH4F chemical
modifiers, but an obvious inhibition can be ob-
served for Pb with NaF and CuF2·2H2O
modifiers. The reasons for this are not clear right
now; further examination should be carried out to
investigate the effect mechanisms of the chemical
modifier.

Based on above experimental results, some con-
clusions can be made: (a) the chemical modifica-
tion of fluoride modifier is varied with the

Fig. 3. The effect of PTFE concentration on signal intensity of
0.2 mg ml−1 Ti, 0.2 mg ml−1 Ni and 1.0 mg ml−1 Pb with
10-ml sample.

Fig. 4. The effect of vaporization temperatures on the signal
intensity for 0.2 mg ml−1 Ti (A), 0.2 mg ml−1 Ni (B) and 1.0
mg ml−1 Pb (C) with 6% w/v PTFE as chemical modifier.
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Fig. 5. Typical emission signal profiles of Ti (a), Ni (b) and Pb (c) with 10-ml sample: (a) A: 1.0 mg ml−1 Ti in 5% w/v CuF2·2H2O;
B: 0.2 mg ml−1 Ti in 5% w/v PTFE; C: 0.4 mg ml−1 Ti in 7% w/v NH4F; D: 1.0 mg ml−1 Ti in 5% w/v NaF; E: 5.0 mg ml−1 Ti
without chemical modifier; A%, B%, C%, D% and E% are their residual signals of the empty firing, respectively. (b) A: 0.2 mg ml−1 Ni
in 7% w/v NH4F; B: 0.2 mg ml−1 Ni in 5% w/v PTFE; C: 1.0 mg ml−1 Ni in 5% w/v CuF2·2H2O; D: 1.0 mg ml−1 Ni in 5% w/v
NaF; E: 1.0 mg ml−1 Ni without chemical modifier; A%, B%, C%, D% and E% are their residual signals of the empty firing, respectively.
(c) A: 1.0 mg ml−1 Pb in 5% w/v PTFE; B: 1.0 mg ml−1 Pb in 7% w/v NH4F; C: 1.0 mg ml−1 Pb in 5% w/v CuF2·2H2O; D: 1.0
mg ml−1 Pb in 5% w/v NaF; E: without chemical modifier; A%, B%, C%, D% and E% are their residual signals of the empty firing,
respectively.

volatility of elements determined; (b) PTFE and
NH4F are the most suitable chemical modifiers
for ETV-ICP-AES determination of refractory el-
ement (Ti) and medium volatile element (Ni).
However, a problem emerged with NH4F in that
peak heights of a considerable intensity were ob-
served even for a blank run for elements tested.
These signals are due to impurities found in
NH4F utilized in these experiments. Clearly, mea-
surements at concentration levels near or at the
detection limit are not possible due to the low
purity of the reagents utilized. As a result, PTFE
is obviously the most useful chemical modifier of
those tested.

3.3. Analytical characteristics

The ICP discharge parameters for Ti, Ni and
Pb were established using a mixed standard slurry
of Ti, Ni and Pb containing 6% PTFE, and the
signal-to-background ratios were used to take the
measurements. The compromise ICP discharge
conditions for determination of above analytes
are listed in Table 1.

Experiments were carried out to determine the
best temperature and times for the various drying,
ashing and vaporization steps. Optimum drying
conditions were required to provide a smooth,
even evaporation of the solvent with no splutter-
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Table 3
Detection limits and relative standard deviations (RSD) obtained using ETV-ICP-AES with PTFE chemical modifier under
compromise conditions

No chemical modifier PTFE chemical modifierElement and wavelength

Detection limitRSD RSDDetection limit

(%)ng(%) ng ml−1ng ml−1 ng

0.8 0.008Ti 334.95 nm 280 2.8 – 1.9
7.6 0.076Ni 231.60 nm 55 0.6 3.6 2.2

2.80.593.0Pb 220.35 nm 5959 0.6

ing; a drying temperature of 100°C was used. In
order to optimize the ashing and vaporization
temperatures, ashing and vaporization curves for
Ti, Ni and Pb were constructed, and the compro-
mise ETV operation conditions for the determina-
tion elements mentioned above were obtained
(Table 1).

The calibration graphs for analytes, which were
constructed from multielement solution of Ti, Ni
and Pb with PTFE as a chemical modifier, were
prepared by the recommended procedure. The
relationships between emission intensity and ana-
lyte concentration were linear from 0.01 to 10, 0.3
to 100, and 1.0 to 1000 mg ml−1 for Ti, Ni and
Pb, respectively. Table 3 is the comparison of
detection limits for analytes with and without
PTFE as chemical modifier. These are 3 s limits
with the standard deviation of the blank deter-
mined by running nine blank runs. The most
significant improvement in detection limit was
observed for Ti. For easy volatile element Pb,
there is little change in detection limit when the
modifier is added. The relative standard deviation
(RSD) of this method, obtained for nine replicate
determinations at a concentration of 0.2 mg ml−1

Ti, Ni and 1 mg ml−1 Pb, were 1.9, 2.2 and 2.8%,
respectively. This demonstrates that determina-
tion of Ti, Ni and Pb by ETV-ICP-AES with
PTFE chemical modifier is possible.

3.4. The matrix effect

The effects of matrix elements on the determi-
nation of Ti, Ni and Pb by ETV-ICP-AES with
PTFE as chemical modifier were investigated. The

tolerable amounts of matrix elements, which gave
less than a 10% error for the determination of the
above elements, were evaluated. Table 4 shows
the tolerable amounts of matrix elements in this
method. As can be seen, there is no obvious effect
of the matrix elements on the determination of Ti,
Ni and Pb by this method.

3.5. Sample analysis

The interest in adapting an electrothermal va-
porization device for solid sample introduction
into an ICP has recently increased significantly.
Of all approaches for solid sampling ETV, slurry
sample injection has demonstrated its potential as
a promising method for direct solid analysis.
Here, we reported a slurry sampling and ETV-
ICP-AES method for direct determination of
trace Ti, Ni and Pb in tea leaf sample.

A 1.0000-g sample of GBW 08505 tea leaves
was weighed and carbonized in a quartz crucible
at low temperature until no further smoke ap-
peared and then charred at 450°C in a muffle
furnace for 1 h . The ash was transferred quanti-
tatively into a PTFE bottle and 0.1 ml of 60%
(w/v) PTFE slurry, and 0.9 ml doubly distilled
water was added. The suspension was homoge-
nized with an ultrasonic processor for 30 min. The
sample slurry (A), obtained by above method is
used for determination of Pb. For determination
of Ti and Ni, 0.2 ml of the above sample slurry
(A) was taken and 0.38 ml of 60% (w/v) PTFE
slurry added, then diluted to 4.0 ml. The suspen-
sion was dispersed with an ultrasonic processor
for 30 min, after which the bottles were shaken
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Table 4
The effect of matrix elements on the determination of Ti, Ni and Pb by ETV-ICP-AES with PTFE as chemical modifier

Element and wavelength Concentration (mg ml−1) Tolerable amount of matrix elements (mg ml−1)

Ni ZnK Na Ca Mg Cu CdFe

5.0 2.0Ti 334.95 nm 0.2 5.0 5.0 5.0 5.0 5.0 5.05.0
3.0–Ni 231.60 nm 0.2 1.05.0 5.05.0 5.0 3.0 5.0

1.05.0Pb 220.35 nm 1.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0

Table 5
Analytical results and recovery of Ti, Ni and Pb in GBW 08505 tea leaves sample by slurry sample injection ETV-ICP-AES with
PTFE chemical modifier

Certified valueElement and wavelength RecoveryAdded amount Found amounta

%mg g−1mg mg g−1

0Ti 334.95 nm 35.291.2 – 36
30 64.1 96
0Ni 231.60 nm 8.1090.38 – 7.6190.48

18.410 103
0 0.8890.10Pb 220.35 nm – 1.0690.10
1 1.85 97

a Average value obtained by three replicate determinations.

vigorously prior to sampling. The aqueous stan-
dard solutions containing 6% (w/v) PTFE chemi-
cal modifier, which were dispersed with ultrasonic
processor for 15 min, were used for calibration.
The analyte contents in sample were directly de-
termined using external standards calibration
method. The analytical results and the recovery of
the method obtained by this method are given in
Table 5. The agreement with the certified values
was satisfactory.

4. Conclusions

From the results of the present study, it can be
concluded that PTFE is the most useful chemical
modifier of those tested and the chemical modifi-
cation of fluoride varied with the volatility of
elements tested. In the absence of chemical
modifier, easy volatile element Pb can be
volatilized from graphite furnace into ICP, while
the addition of PTFE modifier has no adverse
effects on the signal intensity of Pb. For evapora-
tion of medium volatile element Ni and refractory

element Ti, the addition of PTFE modifier may be
advantageously used. Compared with other kinds
of halogenating reagents, which were used here or
reported in the literature, PTFE slurry halogenat-
ing reagent presents certain advantages: (a)
fluorine is sufficiently chemically active to com-
bine with refractory materials; (b) PTFE has a
suitable decomposition temperature, and allows a
mild ashing temperature; (c) PTFE has a high
fluorine content; (d) PTFE contains very low in-
organic impurities, and the blank value is very
low; and (e) PTFE slurry is easy to use. These
characteristics may prove necessary for achieving
complete vaporization and good analytical perfor-
mance. The technique described permits determi-
nation of trace elements in solid sample without
the need for labor intensive dissolution as re-
quired for conventional ICP-AES.
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Abstract

A sensitive method capable of detecting Hydrogen cyanide gas in atmosphere at its TLV is being presented. This
method makes use of two silver electrodes kept in two separate compartments which are in contact with a solution
of constant concentration of Silver dicyano complex at a pH 11.5. One of the electrodes used as reference is concealed
and the other used for sensing is exposed to the incoming air. In the absence of Hydrogen cyanide gas the potential
difference between the two electrodes is zero, but when hydrogen cyanide gas is passed into the cell, the activity of
Ag+ ions nearer to the sensing electrode changes, there by generating a potential difference between the two
electrodes. The plot between the potential vs. log of Concentration of Hydrogen cyanide gas is linear, in the
concentration range 0.66–42.3 mg/m3 with a slope nearer to 120mV and regression coefficient around 0.997. The
standard deviation is 6% (n=4). Minimum detectable limit is 0.66 mg/m3. Various concentrations of Silver dicyano
complex used gave similar plots. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Electrochemical sensor; Potentiometric; Hydrogen cyanide

1. Introduction

Hydrogen cyanide gas is a well known toxic gas
[1] which is generated during some organic reac-
tions in laboratories and in electroplating pro-
cesses where cyanide salts are used. Due to its
toxicity persons working in such an atmosphere
are liable to get affected so they should be pro-
vided with a reliable means of detecting hydrogen
cyanide gas in the working environment. Nor-
mally Detector tubes are used for this purpose.

An electronic device capable of giving an alarm at
the TLV of this gas is more useful. Several litera-
ture reports exist for determination of cyanide ion
in solution. These are based on enzymatic [2,3],
fiber-optic [4] potentiometric and amperometric
methods which can be exploited for measurement
of Hydrogen cyanide gas in atmosphere.

The enzymes are known for their ability to
catalyze certain chemical reactions. The efficiency
of catalysis is related to their activity, which in
turn can be monitored with the help of an electro-
chemically regenerable redox species [3]. Some of
the enzymes (Horseradish peroxidase, Tyrosinase)
can be inhibited by cyanide ions reversibly. The

* Corresponding author. Fax: +91-751-341148.
E-mail address: drde@gwr1.dot.net.in (V. Kameswara Rao)

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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decrease in activity was related to the concentra-
tion of cyanide ions. Very low concentrations
(ppb) of cyanide ions can be measured by this
method. The enzymes are known to have a limited
life time. Hence sensors based on them may not
be useful for long term use.

Amperometric method of estimating cyanide in
solution using silver [5,6] and gold [7,8] as anodes
have been described. The principle is based on
oxidation of silver or gold in the presence of
cyanide ion to yield their respective complexes.
Hydrogen cyanide gas in atmospheres can be
found by passing it through a trap containing
Sodium hydroxide solution and measuring the
spontaneous anodic current at silver wire coupled
to a platinum counter electrode [9]. Stetter et al.
used KCl as electrolyte and gold as anode for
testing their Hydrogen cyanide gas generator [10].
An amperometric method for determining Hydro-
gen cyanide in atmosphere using gold coated
PTFE membrane and alkaline electrolyte was re-
ported [11]. Bruckenstein described Pneumato-
amperometric method for determination of
cyanide in solutions [12]. Coulometric determina-
tion of hydrogen cyanide in cigarette smoke was
also reported [13]. An amperometric air-gap
method for estimation of free cyanide in solution
was described [14]. In this method a silver elec-
trode was used as working electrode and calomel
as reference electrode. The anodic current was
found to be proportional to the concentration of
cyanide in the samples.

In potentiometric method of sensing Hydrogen
cyanide gas, the ion-selective electrodes and silver
wire along with a solution of silver dicyano com-
plex were used by air gap electrode method [15–
17]. In this method silver wire or silver ion
selective electrodes detects the changes in the Ag+

ion activity in the electrolyte, when exposed to the
Hydrogen cyanide gas [15]. Fligier et al. in their
paper [16] described the response characteristics
of the Silver and Silver ion selective electrodes
prepared from Silver iodide and silver sulfide,
towards determining hydrogen cyanide gas by an
air-gap method and found that silver metal wire is
best suited for measuring the Hydrogen cyanide.
Even though this method is a very simple, it
requires renewal of the electrolyte for each mea-

surement and thus not amenable for continuous
monitoring. In this paper we present the details of
a method for the continuous detection of hydro-
gen cyanide gas in atmosphere by using silver
electrodes and an electrolyte containing Potas-
sium silver dicyano complex, without the need to
change the electrolyte. An electrochemical cell has
been designed, in which a provision was made to
keep the two silver electrodes separated by a
distance of few millimeters and an electrolyte
containing silver dicyano complex passes continu-
ously over the electrodes with the help of a peri-
staltic pump. The changes in the activity of Ag+

at the sensing electrode in the presence of Hydro-
gencyanide gas results in a change in the develop-
ment of potential difference between the
electrodes, which is proportional to the log of
concentration of Hydrogen cyanide gas.

2. Experimental

2.1. Chemicals

All reagents used were procured from E.
Merck. Triple distilled water was used throughout
this work. Stock solutions of cyanide were stan-
dardized by titration with silver nitrate solution
using potentiometric method.

2.2. Generation of hydrogen cyanide gas

It was prepared by dynamic method by passing
air through an impinger containing 30% Potas-
sium cyanide solution in distilled water [18]. The
concentration of Hydrogen cyanide generated was
found by trapping it in a trap containing 0.1 M
NaOH and analyzing subsequently with cyanide
ion-selective electrode. Various gas concentrations
were obtained by diluting this gas mixture with
air.

2.3. Instrumentation

The ion-selective electrodes supplied along with
model No. 901 ion-analyzer by Orion Research
were used in analysis of cyanide solutions. A
digital pH meter was used for measuring the
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potential difference between the silver electrodes
of the sensor.

2.4. Fabrication of sensor

The arrangement of the silver electrodes for
sensing hydrogen cyanide gas is as shown in the
Fig. 1. The sensor contains mainly an electro-
chemical Cell made of acrylic block of dimensions
3×5×3 cm, in which the sensing and reference
electrodes are located. The sensing electrode is in
the form of a spiral while the reference electrode
is made by folding silver wire several times. The
diameter of silver wire used for both the elec-
trodes is 0.3 mm. The volume of sensing chamber
is 1.5 ml. The electrolyte was kept in a reservoir,
which was passed in to the cell at a constant rate
of 0.56 ml/min with the help of peristaltic pump.
The electrolyte passes initially through a silver
mesh of size 1000 squares per inch, so that any
cyanide ions present in it during previous mea-
surement, will get converted into silver dicyano
complex. Then it passes into the sensing electrode
chamber via the reference electrode, wherein it
comes in contact with the incoming atmospheric
air. As shown in the Fig. 1, the membrane pump
creates a vacuum effect in the reservoir, which in
turn is connected to the sensor chamber. Due to

Fig. 2. Plot between response of the sensor vs. time for 6.66
mg/m3 of HCN, concentration of Silver dicyano complex used
is 0.03 mM.

this vacuum effect the air from atmosphere di-
rectly enters through the inlet situated above the
sensing electrode at rate of 0.8 l/min. The air
bubbles through the solution in sensor chamber.
The electrolyte finally gets collected in the reser-
voir and the air goes out into the atmosphere.

3. Results and discussion

The plot between the response of the sensor
with time is shown in Fig. 2. The response time
for reaching 90% of the response value is around
35 s. The plots between response of the sensor
and Hydrogen cyanide gas concentration, at vari-
ous concentrations of silver dicyano complex in
the electrolyte is shown in the Fig. 3. As described
earlier, the electrochemical cell contains a pair of
silver electrodes over which a silver dicyano com-
plex solution is circulated with the help of a
peristaltic pump. The silver electrodes responds to
the concentration of the silver ions present in the
solution. Since the electrodes are in contact with
the same solution and that both the electrodes are
made of same metal, the potential difference be-
tween them is zero. The potential at each elec-
trode is given by [16,17]

E=E0+s log[Ag+] (1)

Fig. 1. Hydrogen cyanide sensor: SE, sensing electrode; RE,
Reference electrode mV, milli voltmeter; PP, peristaltic pump;
S, scrubber; R, reservoir, MP, membrane pump.
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where s is the nernestian slope. The silver ions
present in the solution are due to the following
equilibrium

Ag(CN)2
−lAg+ +2CN− (2)

and the potential at the electrode in terms of
CN− ion concentration is[VR1]

E=E0%−2s log[CN−] (3)

When the solution surrounding the sensing elec-
trode is effected by passing the hydrogen cyanide
gas, the equilibrium as given in Eq. (2) is dis-
turbed and concentration of the silver ions dimin-
ishes [15]. Hence a potential difference arises
between the electrodes. Fig. 3 shows various plots
between the potential difference between the elec-
trodes and log(HCN) at various concentrations of
silver dicyano complex. The concentrations of
silver dicyano complex used were 0.03, 0.3 and 3.0
mM. The regression coefficients for these plots at
these concentrations of the complex are 0.996,
0.997 and 0.998 respectively and the slope values
are 119.2, 120.2 and 124.6 mV/decade respec-
tively. These slope values are very close to the
expected double nernesteisn slope, i.e. 118.16 mV/
decade.

It may be noted from Fig. 3 that, the response
for a given concentration of hydrogen cyanide gas
is high when a low concentration of silver dicyano
complex is used. This is because the changes
brought in Silver ion concentration are high when
low concentration (0.03 mM) of silver dicyano
complex is used. When experiments were con-
ducted at much lower concentrations of the com-
plex, the reproducibility was found to be poor.

The plot between log(HCN) and response of
the sensor was found to be linear from 0.66 to
42.3 mg/m3. Experiments are limited to this con-
centration range since our interest is to develop a
sensor for detecting at its TLV only. At higher
concentrations (40 mg/m3) the recovery time is
high, like of the order of 10 min. The standard
deviation in the measurement of 6.66 mg/m3 by
using 0.3 mM of the complex used is 6% for four
assays. This is very nearer to the value of 5%
reported for polyaniline based sensor [19].

The continuous monitoring of Hydrogen
cyanide is possible because of the silver mesh
scrubber used. The cyanide ions accumulated in
the sensor chamber initially passes into the reser-
voir. Then it was passed through a silver mesh of
size 1000 squares per inch folded and kept in a
tube, so that all the free cyanide ions present in
the solution get converted into dicyano complex.
This electrolyte free from cyanide ions passes into
the electrochemical cell. However the concentra-
tion of dicyano complex in the electrolyte does
not vary much since the amount of cyanide ions
collected during monitoring is very low and the
volume of electrolyte taken in the reservoir is
around 100 ml.

The potential interferences for this sensor are
Hydrogensulfide and Hydroiodicacid due to the
following reactions

Ag(CN)2
− + H2S�Ag2S+2HCN+2CN−

Ag(CN)2
− +2HI�AgI+HCN+2CN−

The interference from these gases is not only
because of the above reactions with silver dicyano
complex but also because Silver sulfide and silver
iodide precipitates will form a layer on the silver
metal wire and change its function from a silver
electrode to that of Ag/Ag2S and Ag/AgI elec-

Fig. 3. Plot of response of sensor vs. concentration of hydro-
gen cyanide gas.
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trodes. These electrodes have different sensing
characteristics for cyanide ions [16]. Once the
sensor is exposed to these gases, it took a lot of time
to recover. This device is not effected by 100 ppm
Hydrochloric acid.

4. Conclusion

A method of detecting HCN gas in the atmo-
sphere continuously by using a pair of silver
electrodes and using a silver dicyano complex
solution is presented. Unlike the air-gap cell
method, the replenishment of the solution between
measurements is not needed. It was made possible
because of the silver scrubber used which will be
able to convert the cyanide ions present in the
solution into dicyano complex, there by keeping the
solution free of cyanide ions before the next mea-
surement is taken. The main interferents for this
sensor are Hydrogen sulfide and Hydroiodic acid.
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Abstract

A previous study was undertaken to test the reaction of several quinones (p-benzoquinone; 2,5-dichloro and
2,6-dichloro p-benzoquinone; tetrachloro-p-benzoquinone; tetrachloro-o-benzoquinone; 2,5-dichloro-3,6-dihydroxy-
p-benzoquinone; benz[a]anthracene-7,12-dione) with bovine serum albumin (BSA). From this study, we have devised
a spectrophotometric method for determination of total proteins. The quinone, tetrachloro-p-benzoquinone (p-chlo-
ranil), showed the best result. The product of reaction between proteins and p-chloranil absorbed at 360 nm and
Beer’s law was followed up to 200 mg ml−1 of BSA. The product of reaction of BSA/p-chloranil was stable for 30
min, after that the absorbance increased 16% and kept stable for 24 h. The p-chloranil method showed a limit of
detection (1.25 mg ml−1) lower than the biuret method (52.0 mg ml−1) or p-benzoquinone (PBQ) method (2.6–4.0 mg
ml−1). The method was applied to spectrophotometric determination of total proteins in blood plasma; the results
were compared with the biuret method that is widely used in clinical analysis. © 1999 Elsevier Science B.V. All rights
reserved.

Keywords: Spectrophotometric determination; Total proteins; Quinones; Proteins

r

1. Introduction

Determination of total proteins is important in
clinical investigation, in food science, food tech-
nology, and in several research areas. For deter-
mination of total proteins five methods [1–5] are
widely used , however as pointed out by Zaia et
al. [6], those methods are not the final word in
protein determination. In previous papers [7–10],

p-benzoquinone (PBQ) was used for spectropho-
tometric determination of total proteins in differ-
ent media and it showed several advantages when
compared with other methods; another quinone,
p-chloranil, was also used for determination of
specific proteins [11]. However, both methods re-
quire a heating step as long as 20 min, 100°C for
PBQ method and 65°C for p-chloranil method.
The p-chloranil method [11] was tested only for
some purified proteins and the limit of detection
was not so good as that of other methods. A
spectrophotometric investigation was undertaken

* Corresponding author. Fax: +55-43-3284440.
E-mail address: zaiazaia@sercomtel.com.br (D.A.M. Zaia)
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with several quinones (p-benzoquinone; 2,5-
dichloro and 2,6-dichloro p-benzoquinone; tetra-
chloro-p-benzoquinone; tetrachloro-o-benzoquin-
one; 2,5-dichloro-3,6-dihydroxy-p-benzoquinone;
benz[a]anthracene-7,12-dione) to eliminate the
length and the high temperature of the heating
step and to improve the limit of detection for
determination of total proteins. The p-chloranil
showed the best results among the other
quinones. In this work, we describe a new spec-
trophotometric method using p-chloranil for de-
termination of total proteins. With this method,
a lower detection limit was reached, under lower
heating time and temperature. The p-chloranil
method was applied to determine total proteins
in blood plasma of rats and the results were
compared with those of the biuret method.

2. Experimental

2.1. Materials and reagents

Ultraviolet and visible spectrophotometry
were carried out on spectrophotometers DMS-80
Varian and Shimadzu UV-1203. All reagents
were of analytical reagent grade.

2.1.1. Bo6ine serum albumin (BSA)
A 6.0-g l−1 BSA (Sigma) solution was pre-

pared with distilled water and used as standard
in all assays.

2.1.2. Tetrachloro-p-benzoquinone-(p-chloranil)
A 10-mM p-chloranil (Sigma) solution was

prepared with DMSO and used in all assays.

2.2. Methods

2.2.1. Blood plasma
Blood plasma was obtained as described

somewhere else [9].

2.2.2. Biuret method
The biuret method was used as described by

Gornall et al. [1].

2.2.3. Standard cur6e
By dilution of the 6.0 g l−1 of standard solu-

tion of BSA, a calibration curve was constructed
using the following concentrations: 0.0, 30, 60,
90, and 120 mg ml−1, 1 ml of ethanol was
added to the tubes, and the volumes were ad-
justed to 1.8 ml with 0.1 M borate buffer pH
8.0. To each test tube, 200 ml of 10 mM p-chlo-
ranil was added; the tubes were shaken, incu-
bated at 37°C for 5 min and cooled to room
temperature. The absorbance at 360 nm was
read against a suitable blank.

2.2.4. Assay with plasma
A 10-ml aliquot of blood plasma of rat was

transferred to a test tube, 1 ml of ethanol was
added, the volume was adjusted to 1.8 ml with
0.1 M borate buffer pH 8.0, and 200 ml of 10
mM p-chloranil was added; the tube was shaken
and incubated at 37°C for 5 min. The tube was
cooled to room temperature and the absorbance
at 360 nm was read against the blank.

3. Results and discussion

An spectrophotometric investigation of the re-
action between p-benzoquinone and BSA at
37°C in the pH range from 3.0 to 9.0 was car-
ried out and the best specific absorbance was
obtained with borate buffer pH 8.0. After that,
using this buffer (borate pH 8.0), several
quinones (Table 1) were reacted with BSA, and
the product of reaction between p-chloranil and
BSA showed the best specific absorbance. The
reaction between p-chloranil and BSA per-
formed in the pH range 7.5–9.0, confirmed that
pH 8.0 with borate buffer was also optimal. Un-
der these reaction conditions, and 10 min of
heating at 37°C, the effect of p-chloranil con-
centration (from 0.20 to 4.00 mM) on the ab-
sorbance (360 nm) of the product of reaction of
p-chloranil with BSA (75 mg ml−1) was studied.
The concentration of 1.0 mM of p-chloranil was
chosen because its spectrum showed better shape
than the other concentrations. We also tested
the effect of the heating time from 2 to 40 min
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at 37°C on the absorbance of the product of
reaction p-chloranil (1.0 mM) with BSA (75 mg
ml−1), and the absorbance did not change after
5 min of heating. The band at 360 nm obeyed
Beer’s law up to 200 mg ml−1 of BSA.

Time elapsed after heating was not critical for
the measurement of proteins with p-chloranil,
since the band of absorption at 360 nm of

the product of reaction was stable at the first 30
min. The absorbance increased 16% from 30
to 60 min and then the product of reaction
was stable again up to 24 h. Therefore, the
readings of the absorbances should be taken
within the first 30 min after heating or 1 h after
that.

The effect of selected potential interfering
compounds on protein assay was studied. Potas-
sium nitrate (30 mM), EDTA (100 mg l−1),
mixture of palmitic and oleic acids (100 mg
l−1), and sodium chloride (30 mM) did not in-
terfere with p-chloranil method, but the assay
showed to be susceptible to potassium nitrate
(300 mM), ascorbic acid (100 mg l−1), mixture
of palmitic and oleic acid (1000 mg l−1), triglyc-
erides (10 mg l−1), sodium chloride (300 mM),
glucose (30 mM), and heparin (25 IU ml−1).

In the straight line equation relating ab-
sorbance (Y) to BSA concentration (X), Y=
8.00×10−3X+4.80×10−3 (n=8, correlation
coefficient, r=0.9923, from 0 to 120 mg ml−1 of
BSA) for the p-chloranil method and Y=
1.93×10−4X+1.45×10−2 (n=8, correlation
coefficient, r=0.9960, from 0 to 3,000 mg ml−1

of BSA) for the biuret method. The larger slope
obtained for the p-chloranil method indicates its
greater sensitivity. The detection limit with chlo-
ranil method (1.25 mg ml−1) was about 40 times
lower than that of the biuret method (52.0 mg
ml−1), about two to three times lower than
PBQ method [8,9], and about two times larger
than Lowry method [8].

The method using p-chloranil was applied to
spectrophotometric determination of total
proteins in blood plasma of rats and compared
with the biuret method [1]. The results obtained
were 65.393.8 g l−1 (n=6) and 68.291.3 g
l−1 (n=5), respectively.

The data presented here show that the p-chlo-
ranil method can be used for routine analysis of
total proteins.
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Abstract

The fluorescence energy transfer (FET) between Acridine Orange and Safranine T, two intercalators of DNA, was
studied in this paper. The FET efficiency between Acridine Orange and Safranine T is higher and the critical distance,
R0, is longer in the intercalated state than in the free one. A new method for the determination of calf thymus DNA
(ctDNA) was presented. The linear range of the calibration curve is (0�1.1)×10−5 mol l−1 in bases for ctDNA,
and the limit of detection is 2.6×10−7 mol l−1. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Spectra probe; DNA; Fluorescence energy transfer; Acridine Orange; Safranine T

1. Introduction

Fluorescent reagents have been widely used as
DNA probes, by which many methods have been
developed for the determination of trace amount
of DNA. Different probes react with the DNA in
different ways. Among these methods, the fluores-
cence intensity of some probes is enhanced by
DNA, such as ethidium bromide [1], 4’,6-di-
amidino-2-phenylindole (DAPI) [2], Hochest
33258 [3],etc., and the fluorescence of some other
probes is quenched by DNA, such as (photochem-
ical fluorescence probes) 9,10-anthraquinone-2-
sulfonate [4] and Vitamin K3 [5], etc. Fluorescence

energy transfer (FET) (or fluorescence resonance
energy transfer), in which process the emission
spectrum of the donor is absorbed by the acceptor
[6], is a new method for the study of biological
macromolecules [7,8]. It has been reported that
DNA, a biopolymer featured by hydrophilic
groups (the phosphate skeleton) and hydrophobic
groups (the base pairs), can promote the elec-
tronic transfer by assembling the donor and the
acceptor in the double helix of DNA [9]. In this
paper, we studied the fluorescence energy transfer
between two intercalators of DNA–Acridine Or-
ange and Safranine T. The FET efficiency is en-
hanced by DNA, which was developed as a new
probe of DNA. The influences of pH, ion strength
and foreign substances on the FET were also
investigated. A new method was subsequently pre-

* Corresponding author. Fax: +86-22-23502458.
E-mail address: chemczl@sun.nankai.edu.cn (X. He)
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sented for the determination of trace amount of
DNA, which is different from the above-men-
tioned methods with single fluorescence reagents
as probes. The new method is featured by its high
sensitivity and low detection limit.

2. Experimental

2.1. Apparatus

The fluorescence was measured with a Shi-
madzu RF-540 spectrofluorimeter (Kyoto, Japan).
The electronic absorption spectra were measured
with a Shimadzu UV-240 spectrophotometer (Ky-
oto, Japan). The pH values of the solutions were
determined with a PHS-2 pH meter (Shanghai,
People’s Republic of China).

2.2. Reagents

A stock solution of DNA was prepared by
dissolving calf thymus DNA (ctDNA) (Sino-
American Biotechnology Engineering) into water
and stored at 4°C. The concentration of DNA
was determined by the absorbance at 260 nm
(o=6600 l mol−1 cm−1, i.e. the concentrations of
ctDNA are reported in bases) [10]. Stock solu-
tions of Acridine Orange (AO) (microscope
reagent; Fluka) and Safranine T (ST) (biological
dye; Shanghai No.3 Chemical Reagent Plant)
were prepared by dissolving the reagents into
water. The working solutions were prepared by
diluting the stock solutions with water. Tris–HCl
was used as the buffer solution (pH 7.4). All the
chemicals used were of biochemical or analytical
reagent grade. The water used in the experiments
was doubly deionized.

2.3. Procedure

Certain volumes of AO and ST working solu-
tions were transferred to a 10-ml standard flask.
Certain volumes of buffer solution were added
and the solution mixed, and then certain volumes
of ctDNA were added and mixed. After 10 min,
the fluorescence spectrum and the fluorescence
intensity were measured by spectrofluorimeter (ex-

citation wavelength, 491 nm; emission wave-
length, 519 nm).

3. Results and discussion

3.1. Fluorescence energy transfer between AO and
ST

Both AO and ST can intercalate into DNA
[11,12]. The binding constants are 2.0×106 l
mol−1 for AO and 6.1×104 l mol−1 for ST. The
saturation numbers are 2.0 for AO and 6.7 for
ST. As shown in Fig. 1, the emission spectrum of
AO overlaps with the electronic absorption spec-
trum of ST either in the free or in the intercalated
state. According to the Förster mechanism [6],
fluorescence energy transfer can occur between
AO (the donor) and ST (the acceptor).

3.2. Effect of ST on the fluorescence of AO

The fluorescence of AO can be quenched by ST
in the absence of DNA. But, when a moderate
amount of DNA was added to the AO–ST sys-
tem, the quenching efficiency increased greatly
(Fig. 2). The Stern–Volmer quenching constant
changed from 0.94×106 to 1.75×106 l mol−1,
respectively. For the AO–ST–DNA system, there
are two possible reasons for the diminution of AO
fluorescence upon the addition of ST. One is the
FET between the intercalated AO and ST, and
the other is the exclusion of the intercalated AO
from the duplex DNA. However, we found that
the electronic absorption spectrum of AO–DNA
system almost did not change with the addition of
ST in the experimental concentration range. This
indicates that the intercalated AO is not ex-
changed from DNA by ST, although competitive
intercalation may also occur. Therefore, the
fluorescence quenching of the AO–DNA system
is attributed to the FET between the intercalated
AO and ST, instead of the exclusion of AO from
the duplex DNA.

Due to the FET between AO and ST as already
stated, the fluorescence of AO can be quenched by
ST either with or without DNA. Besides, we
found that DNA also quenches the fluorescence
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of AO without ST. When the concentration of
DNA is low, the quenching efficiency increases
with the concentration of DNA. But when the
concentration of DNA is higher, the quenching
efficiency reaches a limit (Fig. 3). There is a poor

Fig. 2. Quenching effect of ST on the fluorescence of AO. (1)
AO–ST system; (2) AO–ST–DNA system, [DNA]=1.64×
10−5 mol l−1.

Fig. 1. Emission spectra of AO and the electronic absorption
spectra of ST without (a) and with (b) DNA. (1,1’) Electronic
absorption spectra of AO, (2,2’) emission spectra of ST.

linear relationship between the concentration of
DNA and the ratio of fluorescence intensities F0/F
(where F and F0 are the fluorescence intensities of
the systems with and without DNA, respectively),
which is not convenient for AO itself as a DNA
probe for quantitative determination of DNA, in
spite of its strong fluorescence. By comparison,
when ST coexists with AO, the calibration curve
for the determination of DNA has a wide linear
range (Fig. 3), which provides a good condition
for the determination of trace amounts of DNA
in solution.

3.3. Effect of DNA on the FET between AO and
ST

The influence of DNA on the FET between AO
and ST is complex, as shown in Fig. 4. The FET
efficiency reaches a maximum at a moderate con-
centrations of DNA. The probable reasons are
that when the concentration of DNA is low, only
some of the AO and ST molecules intercalate into
the DNA, and the others are still in their free
states in which the fluorescence quenching is not
effective; if the concentration of DNA is too high,
the intercalated AO and ST will be kept apart at
a much longer distance, which also decreases the
FET efficiency.
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According to the Förster mechanism [6], the
critical distance (R0) of FET between AO and ST
can be calculated by the following equation:

R0
6=

8.8×10−25K2FD J(l)
n4 (1)

where K is the orientation factor, J(l) is the
spectral overlap intergral of the fluorescence spec-

Fig. 5. Effect of pH on F0/F of the AO–ST–DNA system.
[AO]=0.5×10−6 mol l−1, [ST]=2.5×10−6 mol l−1,
[DNA]=1.21×10−6 mol l−1.

Fig. 3. Comparison of the fluorescence quenching curves of the
AO–DNA and AO–ST–DNA systems. [AO]=0.5×10−6

mol l−1, [ST]=2.5×10−6 mol l−1. (1) AO–DNA, (2) AO–
ST–DNA.

Fig. 6. Effect of ionic strength on F0/F of the AO–ST–DNA
system. [AO]=0.5×10−6 mol l−1, [ST]=2.5×10−6 mol
l−1, [DNA]=1.21×10−6 mol l−1.

Fig. 4. Effect of DNA on the Stern–Volmer quenching con-
stant of the AO–ST system. [AO]=3.67×10−6 mol l−1.

trum of AO and the electronic absorption spec-
trum of ST, n is the refractory index of the
medium, and FD is the fluorescence quantum
yield for AO (intercalated into DNA or not) in
the absence of ST. The fluorescence quantum
yields were determined to be 0.67 for the interca-
lated AO and 0.22 for the free AO, by the method
of comparison with Acridine Yellow [13]. The
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overlap integrals for the systems with and without
DNA were calculated to be 1.41×10−13 and
1.31×10−13 l mol−1 cm−3, respectively. Accord-
ing to Eq. (1), the critical distances of the FET
between AO and ST were calculated to be 5.17
and 4.19 nm for the systems with and without
DNA. The net increase of R0 is 0.98 nm, about
the distance of three base pairs in the double-helix
DNA.

3.4. Optimization of experimental conditions

All of the concentrations of AO, ST and DNA
influence the FET efficiency of the system. If the
concentration ratio of AO to ST is too low, the
sensitivity for the detection of DNA by the AO–
ST system will be decreased. On the contrary, the
linear range will be narrow if the ratio is too high.
From the balance between the sensitivity and the
linear range, the optimum concentrations were
chosen to be 0.5×10−6 mol l−1 for AO and
2.5×10−6 mol l−1 for ST.

The effect of pH on the FET between AO and
ST was investigated as shown in Fig. 5. The value
of F0/F almost does not change in the range from

Table 1
Tolerance of foreign substancesa

Change of fluores-Foreign sub- Concentration
stances (mol l1) cence intensity (%)

+7.7Bovine serum al- 2.0×107

bumin
Human serum al- +6.95.0×106

bumin
4.0×105 −2.7Adenine
0.9×105Guanine −5.5
4.0×105 −3.1Cytosine
4.0×105Thymine −3.1

Heparin 9.96×102b −4.2
+6.3HPO4

2 3.0×103

Ca(II) chloride +9.74.0×105

2.0×105 +7.4Mg(II) chloride
Al(III) sulfate 6.0×105 +2.5

+8.51.0×105Zn(II) chloride
Fe(II) sulfate +7.81.0×105

Fe(III) sulfate 2.46.0×105

0.8×105Co(II) nitrate +9.9
0.2×105Ni(II) nitrate +7.8
2.0×105Cu(II) nitrate +8.5

+7.71.2×105Mn(II) nitrate
0.8×105Pb(II) nitrate +7.9
0.4×105 +7.6Cd(II) chloride

a [AO]=0.5×10−6 mol l−1, [ST]=2.5×10−6 mol l−1,
[DNA]=4.86×10−6 mol l−1.

b In mg ml−1.

pH 6.0 to 8.0. So pH 7.4 was chosen as the
optimal condition.

Ionic strength of the media has a great influ-
ence on the fluorescence quenching efficiency of
the AO–ST–DNA system. The higher the ionic
strength, the lower is the fluorescence quenching
efficiency (Fig. 6). The reason is that high ionic
strength weakens the intercalations of AO and ST
into DNA. Therefore, a fixed amount of buffer
solution was added into the system to keep a
constant ionic strength.

After AO and ST are well mixed, the fluores-
cence is quenched rapidly. In the absence of
DNA, the fluorescence intensity of the AO–ST
system descends with the time if it is not protected
from light. However, there is only little change for
the AO–ST–DNA system (Fig. 7). The fluores-
cence intensity was measured 10 min after the
reaction solutions were mixed.

Fig. 7. Changes of the fluorescence intensities with time for the
AO–ST and AO–ST–DNA systems. [AO]=0.5×10−6 mol
l−1, [ST]=2.5×10−6 mol l−1, [DNA]=1.21×10−6 mol
l−1. (1) AO–ST, (2) AO–ST–DNA.
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Table 2
Analytical results of the synthetic samples (n=5)a

Coexistent substances Recovery (%) RSD (%)Number Determined [DNA] (molTheoretical [DNA] (mol
l−1)l−1)

3.76×10−6 98.9�1101b 3.61×10−6 4.5A, T, C, G, HPO4
2−

2.794.5�1013.49×10−6Ca(II), Mg(II), Al(III), BSA2c 3.61×10−6

a [AO]=0.5×10−6 mol l−1, [ST]=2.5×10−6 mol l−1.
b The concentrations of the foreign substances are [adenine]=1.00×10−5 mol l−1, [thymine]=1.00×10−5 mol l−1, [cytosine]=

1.00×10−5 mol l−1, [guanine]=0.40×10−5 mol l−1 and [HPO4
2−]=2.00×10−5 mol l−1.

c The concentrations of the foreign substances are [Ca(II)]=0.50×10−5 mol l−1, [Mg(II)]=0.50×10−5 mol l−1, [Al(III)]=
0.50×10−6 mol l−1 and [BSA]=0.50×10−8 mol l−1.

3.5. Tolerance of foreign substances

The interference of some foreign substances was
tested at the optimal conditions. The results are
listed in Table 1. As can be seen from the table,
bovine serum albumin (BSA) and human serum
albumin (HAS) severely interfere with the deter-
mination of DNA, and HPO4

2− can be permitted
to be as high as about 600 times of the concentra-
tion of DNA to be determined. Most metal ions,
except Fe(III), increase the fluorescence intensity
of the system. In other words, the quenching
effect of ST–DNA on the fluorescence of AO is
prevented by these metal ions, which may be
caused by the competition of these metal ions
with AO and ST in combining with DNA. BSA
and HSA also prevent the quenching effect of
ST–DNA on the fluorescence of AO. Actually,
when BSA or HSA exist in the AO–ST–DNA
system, they also combine with AO and ST, only
part of the AO and ST intercalate into the DNA,
and the quenching effect of BSA and HSA on the
fluorescence of AO–ST is weaker than that of
DNA. The interference of adenine, guanine, cy-
tosine and thymine is positive. These bases are the
constitutents of DNA. We can deduce that the
bases act in a similar way to DNA in quenching
the fluorescence of the AO–ST system. We are
giving here a simple explanation of the mecha-
nisms of the interference. Further study will be
needed for an explicit explanation.

3.6. Calibration cur6e

According to the cited conditions, the calibra-

tion curve for the determination of DNA was
constructed. The linear range is 0�1.1×10−5

mol l−1 in bases for ctDNA. The regression equa-
tion is

F0/F=1.002+3.95×105c (r=0.9992) (2)

where c is the concentration of ctDNA in mol
l−1. The limit of detection is 2.6×10−7 mol l−1

for ctDNA (n=10) by the 3s method.

3.7. Analysis of synthetic samples

Synthetic samples were analyzed with the
method presented (Table 2). The recoveries of the
concentrations of ctDNA are satisfactory.
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Abstract

It is shown that a chalcogenide glass mercuryII ion-selective electrode (ISE) can be calibrated in chloride-free
unbuffered and saline buffered standards, displaying near-Nernstian response over 19 orders of magnitude (i.e. 10−20

to 10−1 M Hg2+). Extended ageing of the ISE in seawater induced a memory effect, causing the electrode to respond
in a sub-Nernstian fashion. Electrochemical impedance spectroscopy (EIS) demonstrated that the response of the HgII

ISE is underpinned by a charge transfer process, and seawater matrix effects are due to electrode passivation. It is
shown that standard addition ISE potentiometry may compensate for interferences caused by the seawater matrix.
© 1999 Elsevier Science B.V. All rights reserved.

Keywords: Mercury; Ion-selective electrode; seawater media

1. Introduction

Mercury exists in the aquatic environment as a
result of natural and man-made processes. Elevated
levels of mercury, from any source, are of particular
concern to environmental scientists. Mercury can
be accumulated by marine organisms and passed
down the food chain to humans. Mercury poison-
ing can have a devastating effect on a community,
as evidenced by the Minnimata Bay incident in
Japan, where a whole community was poisoned as
a result of contaminated seafood [1].

Presently, there are numerous methods for the
determination of mercury, although very few are
able to detect mercury at the parts per million to
parts per billion levels in seawater. Standard
methods that are currently used to determine
levels of total mercury in seawater include atomic
absorption spectrometry, using a flame, cold va-
pour or graphite furnace, and atomic emission
with an inductively coupled plasma. Electroana-
lytical methods (e.g. cathodic and/or anodic strip-
ping voltammetry) can be used to determine
concentrations of total and available mercury giv-
ing an indication of mercury speciation [2,3],
while other techniques such as high performance
liquid chromatography, X-ray fluorescence [4] and
atomic fluorescence have been used to determine

* Corresponding author. Fax: +61-8-9266-2300.
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levels of total mercury [5]. Unfortunately, the
non-electrochemical methods are costly, requiring
extensive sample pretreatment, and clean room
conditions for analysis.

Alternatively, it is possible to carry out electro-
analyses of free HgII in natural waters using an
ion-selective electrode (ISE), and this parameter is
also useful in studies of inorganic and organic
mercury speciation. By comparison with all of the
standard instrumental methods of analysis, poten-
tiometric detection with an ISE is inexpensive,
simple, robust and portable, making it amenable
to field analyses.

The literature on HgII ISEs is limited. Several
research groups are developing solid-state [6–8]
and neutral carrier-based polymer membrane [9]
HgII sensors. Although it is reported that the
detection limit of polymer membrane HgII ISEs
may be reduced to 10−12 M through the use of
internal metal buffer filling solutions [10], it is the
authors’ view that the best system for seawater
analyses is the chalcogenide glass HgII ISE [6]
because of its superior selectivity and chemical
inertness. The HgII chalcogenide glass ISE [6]
yields a detection limit of 10−7 M free HgII in
unbuffered media, noting that such a high detec-
tion limit is probably attributable to electrode
carry-over effects in the absence of buffering lig-
ands like those found in seawater, and the chalco-
genide glass HgII ISE is also completely free of
ionic interferences. Regrettably, the elemental
composition and response mechanism of the
chalcogenide glass ISE membrane was not re-
ported by Vlasov et al. [6]. It is possible to extend
the working range of the HgII ISE to free HgII

levels commensurate with those in seawater (i.e.
B10−20 M) by using HgII buffered standards as
demonstrated by Shatkin et al. [8], who calibrated
their HgS HgII ISE down to 10−14 M Hg2+.

As there are no existing HgII ISE methods for
the measurement of free HgII in seawater, an
assessment of the behaviour of the HgII chalco-
genide glass ISE in saline media was undertaken
to ascertain if it is possible to use this system in
the analysis of seawater. The potentiometric re-
sponse of the chalcogenide glass HgII ISE has
been studied in unbuffered chloride-free and
buffered saline media. Standard addition HgII ISE

potentiometry has been trialled as a means of
compensating for interferences caused by the sea-
water matrix. The unknown response mechanism
of the HgII ISE has been studied using electro-
chemical impedance spectroscopy (EIS).

2. Experimental

2.1. Instrumentation

A HgII chalcogenide glass ISE was purchased
from St Petersburg University’s Institute of
Chemical Sensors. The membrane was of un-
known composition. The ISE was coupled with an
ORION Research Incorporated model 90-02 dou-
ble junction reference electrode. The IUPAC cell
diagram of the system was:

Ag�AgCl�3 M KClKNO3 (10% w/v)sample�ch-
alcogenide glass ISE

The cell was connected to a EUTECH Cybernet-
ics 200 pH meter. The instrument was directly
connected to a laptop computer via its RS-232
serial output, where the signal was processed by
EUTECH Cybernetics synapse®-lab computer
program. At the ‘plateau’ in ISE response at a
drift rate of 0.5 mV min−1, the ISE potential was
recorded.

2.2. Electrode pretreatment

Prior to use, the robust HgII chalcogenide glass
ISE disc was polished using a tooth brush treated
with STRUERS red lubricant and 3 mm diamond
spray to remove the electrode’s Hg-deficient
modified surface layer, detected using EIS equiva-
lent circuit modelling, restoring the reproducible
response characteristics of a polished electrode.
Following polishing, the electrode was buffed
with soft tissue to a pearl-like finish. The electrode
was then washed thoroughly with ultra-high-pu-
rity water.

2.3. Preparation of HgII buffers

Using the minteqa2 software package (available
at the Old Dominion University website http://
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www.cee.odu.edu/cee/model/model.html), several
known buffer systems were investigated. It was
found that a chloride/bromide buffer system was
able to produce the levels of free mercury found
in environmental samples (namely 10−20 to 10−12

M). Standards were prepared in the pHg (i.e.
− log[Hg2+]) range of 12–20 by adding mercuryII

chloride, sodium chloride, sodium bromide and
potassium nitrate to ultra-high-purity water, in
the amounts specified by minteqa2 (refer to Table
1). The solutions were acidified to pH 2 through
the addition of concentrated nitric acid, and each
buffer was allowed to age for a period of approx-
imately 24 h to ensure that chemical equilibrium
had been established.

2.4. EIS studies

EIS studies of the HgII chalcogenide glass elec-
trode were undertaken using an EG&G Princeton
Applied Research Model 5120 potentiostat
equipped with a lock-in amplifier. The EIS spectra
were recorded using an overpotential of 910 mV,
and a frequency range of 100 kHz to 1 mHz.

3. Results and discussion

3.1. Electrode response in buffered and unbuffered
standards

In order to extend the working range of the
HgII ISE to free HgII levels commensurate with
those in seawater, it was necessary to employ HgII

buffers for electrode calibration. It was found that
a stable buffer system for free HgII over the pHg
range 12–20 comprised mixtures of mercury chlo-
ride, sodium chloride and sodium bromide (potas-

sium nitrate was used as an ionic strength
adjustor in some instances; see Table 1). In fact,
the high level of buffer stability enabled the au-
thors to use the same set of solutions for repro-
ducible HgII ISE calibrations over the duration of
the work (i.e. about 1 year). It can be seen in Fig.
1 that the lower limit of Nernstian response to
free HgII in buffered standards (i.e. experimental
slope is 28.6 mV per decade change in [Hg2+]) is
10−18 M. The sub-Nernstian response between
10−20 and 10−18 M Hg2+(refer to the dotted line
in Fig. 1) is probably attributable to interferences
by reagent impurities at these extremely low levels
of free HgII (EIS data confirmed this hypothesis).

The collinearity of potentiometric response
curves in unbuffered non-saline (Fig. 1, filled
squares) and buffered saline HgII standards (Fig.
1, filled circles) demonstrates that the HgII ISE
responds to free HgII over a wide dynamic range
(i.e. 19 orders of magnitude). This behaviour re-
sembles that of the glass pH electrode, and sug-
gests that it may be possible to use the
chalcogenide glass HgII ISE in a similar manner
to a pH electrode (i.e. calibrate the HgII ISE in
stable buffered solutions, and measure free HgII in
well buffered media like seawater).

3.2. Response in UV-oxidised seawater

As the effect of natural organic ligands (i.e.
humic and fulvic acids) on the HgII speciation of
marine waters is unknown, a sample of Southern
Ocean seawater was subjected to UV oxidation to
decompose the uncharacterised organic ligands,
leaving the well-known inorganic complexes of
HgII. This enabled a reliable metal speciation
calculation for free HgII in UV oxidised seawater
using minteqa2 along with the seawater composi-
tion reported elsewhere in the literature [11].

The UV-oxidised seawater used in this study
contained 75×10−12 M total Hg (as determined
by inductively coupled plasma-mass spectrometry
(ICP-MS)) and, when this level of total Hg is
substituted into the seawater speciation model [11]
entered into minteqa2, the pHg in seawater is
estimated at 23.1. The actual response of the HgII

ISE in filtered UV-oxidised Southern Ocean sea-

Table 1
Compositions (M) of chloride/bromide mercuryII buffers ad-
justed to pH 2

20.01 16.03 14.02 11.97pHg 18.03
[HgCl2] 0.0040.0120.0050.0050.001

0.02[NaCl] 0.446 0.5260.486 0.22
0.01 ––[NaBr] 0.060.1

[KNO3] 0.302––– 0.518
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Fig. 1. Potentiometric response of the HgII chalcogenide glass ISE in (
) unbuffered Hg(NO3)2 standards and (�) chloride/bromide
HgII buffers.

water yielded pHg 15.9. Note that electrode disso-
lution is partly responsible for the lower than
expected pHg because ICP-MS analysis of seawa-
ter exposed to the HgII ISE for 5 min (i.e. analysis
time) detected the release of 725×10−12 M Hg,
and minteqa2 calculations demonstrated that this
level of Hg contamination would have lowered
the pHg value to 22.1. This finding demonstrates
that electrode release of Hg is a minor contributor
to the elevated Hg reading, and the extremely low
HgII ISE pHg reading in seawater is due predom-
inantly to a seawater matrix interference effect.

Ageing of the ISE in seawater over a 48-h
period did not have a measurable effect on the
electrode calibration characteristics in HgII

buffers. Extended soaking of the HgII ISE in
seawater for over 72 h led to the formation of a
tenacious grey coating on the electrode surface
(possibly a Cu and/or Fe selenide deposit). This
coating was difficult to remove, requiring ex-
tended polishing on a rotary polisher. Note that
the response of the poisoned electrode in HgII

buffers was sub-Nernstian (i.e. 20.4 mV per
decade). This sub-Nernstian behaviour signifies
that seawater’s matrix is interfering with the HgII

response of the chalcogenide glass ISE.

3.3. Standard addition potentiometry

As the large discrepancy between minteqa2 and
ISE pHg values in seawater is attributable to a
matrix interference, it was deemed appropriate to
undertake a standard addition analysis of seawa-
ter. On two occasions, low spikes of HgII were
employed (i.e. 0, 200, 600 and 3000 pM), and free
HgII levels accompanying the spikes were calcu-
lated using minteqa2 (namely, pHg 23.1, 22.57,
22.18 and 21.52, respectively). Although there was
significant scattering around the calibration curve
(EHg ISE=565.31+23.2× log[Hg2+]; r2=0.967),
the response was near-Nernstian (i.e. 23 mV per
decade). It is important to note that ISE poten-
tials in seawater spiked with mercury were ex-
tremely noisy due to electrode passivation by
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Fig. 2. EIS Nyquist plots for a HgII ISE in the following media: (") 10−1 M Hg(NO3)2 in 0.6 M KNO3; (�) 10−4 M Hg(NO3)2

in 0.6 M KNO3; (�) saline HgII buffer containing 10−12 M Hg2+; (�) saline HgII buffer containing 10−20 M Hg2+; (
)
UV-oxidised seawater.

seawater, yielding extremely low and spasmodic
charge transfer rates as detectable by EIS. Despite
these difficulties, the promising ISE standard ad-
dition results suggest that this approach may be
able to compensate for interferences caused by the
seawater matrix.

3.4. EIS studies

It has been found that the response of jalpaite
CuII [12] and chalcogenide glass FeII [13,14] ISEs
are underpinned by charge transfer processes oc-
curring at the electrode/electrolyte interface, and
these processes can be studied effectively using
EIS. The HgII ISE is expected to display similar
redox behaviour and, consequently, an EIS study
of the HgII ISE was deemed appropriate.

Fig. 2 presents Nyquist plots for an EIS experi-
ment involving exposure of the HgII ISE to un-
buffered and buffered HgII standards along with
UV-oxidised seawater. The low-frequency semi-
circle (appearing at around 100 mHz) is indicative
of a charge transfer process, probably involving
the HgII/HgI redox couple. Note that the charge
transfer resistance (i.e. RCT) is inversely propor-
tional to the rate of charge transfer. It can be seen
that the charge transfer resistance (i.e. RCT given
by the diameter of the low-frequency semi-circle)
increases as the levels of free HgII in the standards
diminish, with the exception of the buffer contain-
ing 10−20 M Hg2+, demonstrating that the rate
of the charge transfer reaction is suppressed at
low concentrations of free HgII. The deviation in
RCT for the standard containing 10−20 M free
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HgII is symbolic of an interference that facilitates
the charge transfer process (possibly a copper
and/or iron trace metal impurity interference that
can be manifested only at very low levels of free
HgII). Also noteworthy is the grossly dissimilar
RCT in the UV-oxidised seawater sample that is
indicative of the seawater matrix interference.
Clearly, the seawater matrix is severely impeding
the charge transfer process occurring at the HgII

ISE/solution interface, and is symbolic of elec-
trode passivation.

Unfortunately, the composition of the HgII

ISE membrane is unknown. Nevertheless, it is
conceivable that the HgII chalcogenide glass
membrane (assumed to be Hg2

2+(memb) that is
associated with an appropriate counterion) be-
haves in a similar manner to ISEs for CuII [12]
and FeIII [13,14] by displaying a selectivity to-
wards an appropriate redox couple, namely HgII/
HgI:

Hg2
2+(memb) (s)

�Hg2+(memb) (s)+Hg2+ (aq)+2e

2Hg2+ (aq)+2e�Hg2
2+ (aq)

Hg2+ (aq)+Hg2
2+(memb) (s)

�Hg2+(memb) (s)+Hg2
2+ (aq)

It is important to note that the only plausible
solution redox chemistry for Hg2+is reduction to
Hg2

2+, and the membrane must experience an
accompanying oxidation process. Note that
Hg2

2+ (aq) is normally susceptible to dispropor-
tionation, but avoids this fate at the electrode/
electrolyte interface as it resides in HgI vacancies
within the metal sublattice of the membrane, and
the strong Coulombic forces experienced by
Hg2

2+ in this chemical environment prevent it
from disproportionating to Hg and Hg2+. The
suggestion of oxidation of Hg2

2+(memb) yields a
reaction stoichiometry that can be used in the
derivation of a Nernst equation which correctly
predicts divalent response to Hg2+(i.e. 29 mV
per decade):

E=Eo−
2.303RT

2F
log

�aHg2
2+

aHg2+

�
(1)

Note that unit activities are assumed for mercury
species within the glass membrane (i.e. Hg2

2+

(memb) and Hg2+(memb)), and if one also as-
sumes that the background activity of Hg2

2+ is
fixed through dissolution of the membrane
(namely Hg2

2+(memb)), it is possible to simplify
Eq. (1) to the following:

E=E1
o+

2.303RT
2F

log(aHg2+) (2)

where

E1
o=Eo−

2.303RT
2F

log(aHg2
2+) (3)

Most significantly, the mechanism and accompa-
nying theory predicts correctly that the rate of
the forward component of the reversible charge
transfer process, and the net rate of charge trans-
fer, will increase at elevated levels of Hg2+.

4. Conclusions

The collinearity of calibration curves for the
HgII ISE in chloride-free unbuffered and saline
buffered standards demonstrates unambiguously
that chloride does not interfere with the response
of the HgII ISE.

EIS data have shown that the seawater matrix
interference effect is due to passivation of the
chalcogenide glass membrane. Standard addition
potentiometry may compensate for the seawater
matrix interference, albeit that electrode poten-
tials in seawater are extremely noisy due to elec-
trode passivation.

A preferred alternative for analysis would in-
volve the use of HgII-spiked seawater standards
and unspiked seawater samples that have been
pretreated to remove the constituents that are
passivating the electrode membrane. Work is in
progress to determine the elemental composition
of the HgII chalcogenide glass using ICP-MS,
enabling the fabrication of HgII chalcogenide
membranes that can be characterised using X-ray
photoelectron spectroscopy to identify the passi-
vation film.
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Abstract

A solid-phase microextraction method coupled with a flame photometric detector was developed for the analysis of
organophosphorus pesticides in water. Two kinds of fiber (100 mm polydimethyl siloxane (PDMS) and 85 mm
polyacrylate (PA) fibers) were used and compared. Parameters that may affect the extraction, such as the duration of
absorption and desorption, temperature of absorption, ionic strength, elutropic strength, and concentration of humic
acid were investigated. Higher sensitivity and lower detection limits were achieved using a PA fiber than using a
PDMS fiber. The detection limit is less than 0.3 mg l−1 for most of the analytes, except for mevinphos (420 mg l−1).
The precision is better than 9%. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Gas chromatography-flame photometric detector; Solid-phase microextraction; Organophosphorus pesticides; Polyacry-
late; Polydimethyl siloxane; Water

1. Introduction

Sample pretreatment is generally required for
the determination of trace organic pollutants in
water. Pesticide samples are usually enriched by
liquid–liquid [1,2] or solid-phase [3,4] extraction.
Liquid–liquid extraction is time consuming and
tedious, and often requires large quantities of
toxic and environmentally unfriendly solvents.
Solid-phase extraction requires less solvent but
the presence of particulate matter in samples can
cause plugging of the cartridges, breakthrough is
sometimes experienced for highly concentrated

samples and a large volume of sample is generally
required for trace analysis.

Solid-phase microextraction (SPME), a rela-
tively new extraction technique, was introduced
by Pawliszyn and co-workers [5–7]. The new
trends in SPME were reviewed by Eisert and
Pawliszyn [8]. The SPME technique integrates
sampling, extraction, concentration, and sample
introduction into a single step [9]. It is quick,
highly sensitive and readily adapted to automa-
tion [7]. The applications of SPME studied by
Pawliszyn and co-workers included volatile or-
ganic compounds such as substituted benzenes
(benzene, toluene, ethylbenzene and the xylene
isomers) and chlorinated hydrocarbons [7,10–13];
less volatile aromatic compounds such as polyaro-
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matic hydrocarbons (PAHs) [14], phenols and
nitrophenols [15,16]; organochlorine pesticides
[17]. A modification of this method for analysis
from the headspace has been reported [18–20].
The SPME coupled with liquid chromatography
has been developed for the analysis of PAHs
[21], alkylphenol ethoxylate surfactants [22] or
pesticides[23,24]. We reported on the applica-
tions of SPME on the analysis of priority pollu-
tants listed in the USA Environmental
Protection Agency (EPA) Method 609 (nitroben-
zene, isophorone, 2,4-dinitrotoluene and 2,6-
dinitrotoluene) [25], the haloethers [26] or the
benzene derivatives [27] in water.

Organophosphorus pesticides are an important
source of environmental contamination owing to
their universal application in agriculture. Several
studies have been reported on the analysis of
organophosphorus pesticides in aqueous [28–37]
or human body fluid samples [38] by using the
SPME technique. Eisert et al. [28–30] deter-
mined a few pesticides in aqueous samples using
SPME-gas chromatography-atomic emission de-
tection (GC-AED), SPME-gas chromatography-
nitrogen–phosphorus detection (GC-NPD) or
SPME-gas chromatography-mass spectrometry
(GC-MS). Boyd-Boland et al. [31] determined 60
pesticides in water using SPME-GC-MS. Sng et
al. [32] determined two pesticides (malathion
and parathion) in water by SPME-gas chro-
matography-flame ionization detection (GC-
FID) using five kinds of fibers commercially
available. Valor et al. [33] determined eight
organophosphorus pesticides in water by SPME-
GC-NPD. Pawliszyn and co-workers [34,35] de-
termined a few organophosphorus pesticides in
aqueous samples using SPME-GC-MS or
SPME-GC-NPD. Mawhinney et al. [36] deter-
mined 46 nitrogen and phosphorus-containing
pesticides of EPA Method 507 using SPME-GC-
MS or SPME-GC-NPD. Lopez-Avila et al. [37]
determined 49 organophosphorus pesticides in
water by SPME-gas chromatography-thermionic
selective detection (GC-TSD). Lee et al. [38] de-
termined organophosphorus pesticides in human
body fluids by the headspace-SPME-GC-NPD
technique. Among these published works, flame
photometric detection (FPD), which is the most

commonly used detector for organophosphorus
pesticides analysis, was not used. FPD is very
sensitive and selective for organophosphorus
pesticide analysis. Use of a flame photometric
detector will minimize interference from materi-
als that do not contain phosphorus. It is thus of
great interest to know whether SPME-GC-FPD
is a useful technique for organophosphorus pes-
ticides analysis. In the present work, we deter-
mined the organophosphorus pesticides
(mevinphos, ethoprop, diazinon, disulfoton, fen-
thion), which were listed in the US EPA
Method 622, using GC-FPD and a SPME fiber
assembly. The effects of composition of the fibre
coating, duration of absorption and desorption,
temperature of absorption, ionic strength
(Na2SO4), elutropic strength (methanol) and the
concentrations of humic acid were investigated.
Much higher sensitivity and lower detection lim-
its were achieved using a polyacrylate (PA) fiber
than those using polydimethyl siloxane (PDMS)
fiber. The detection limits is less than 0.3 mg l−1

for most of the analytes, except for mevinphos
(420 mg l−1). The percentage relative standard
deviation (%RSD) is better than 9%. This
method was applied to an environmental sample
(lake water) using an external calibration.

2. Experimental

2.1. Reagents and sample

Stock solutions of reagent grade (purity \
98%) mevinphos, ethoprop, diazinon, disulfoton,
fenthion (Riedel-deHaen, Seelze Germany) were
prepared in acetone (optima grade; Fisher, Fair
Lawn, NJ, USA). Methanol (optima grade,
Fisher), sodium sulphate (Osaca, Japan) and hu-
mic acid (technical grade, sodium salt; Aldrich,
Milwaukee, WI, USA) were used to prepare the
sample solution. Deionized water was prepared
using a Milli-Q Millipore (Bedford, MA, USA)
purification system. Lake water from the Na-
tional Tsing Hua University served as the envi-
ronmental sample.
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2.2. Instruments and analysis

The SPME fiber assembly was purchased
from Supelco. The microextraction fibres were
coated with PDMS (100 mm) or PA (85 mm).
SPME involves a few simple steps [9]. The fibre
is withdrawn into the needle which is used to
penetrate the septum of sample vial (4 ml). The
fibre is then inserted into the sample solution by
pushing the plunger. The fibre is completely im-
mersed into the sample solution (3 ml). The
sample solution in the vial is stirred with a mag-
netic stirring bar and controlled by a Digital/
Magnetic Stirrer (Electrothermal HS 4000/5000).
The speed of rotation of the stirring bar is
850910 rpm and the temperature of the sample
solution is 2592°C, unless otherwise specified.
After sample absorption, the plunger is with-
drawn to retract the fibre into the needle and
the syringe needle is then removed from the
vial. For desorption, the needle is inserted into
the GC injection port and then the fibre is ex-
posed again.

A gas chromatograph (Shimadzu GC-9-AM)
with split/splitless injection system, flame photo-
metric detector, and a capillary column (HP Ul-
tra-2, 25 m×0.2 mm i.d., film thickness 0.33
mm) was used. The temperatures at the detector
were 250°C for both PA and PDMS. The fibres
were desorbed in the GC injector at 290°C for 5
min (PA) or 250°C for 7 min (PDMS). As the
fibre began its desorption, the column tempera-
ture was kept at 50°C for 5 min (PA) or 7 min
(PDMS), then increased at 40°C min−1 to
180°C, held 1 min and then increased at 5°C
min−1 to 220°C, and held 5 min. The carrier
gas was nitrogen of purity 99.99%, further
purified by passage through a gas purifier
(Alltech) containing molecular sieve 5A and an
oxygen-adsorbing gas purifier (OxiClear). The
pressure of the carrier gas was 150 kPa and the
flow-rate of make-up gas was 50 ml min−1. The
split flow-rate was 43 ml min−1 and the flow-
rate for the septum purge was 1 ml min−1. The
fibres were injected in the splitless mode and the
splitter was opened at the end of desorption pe-
riod (delay time 5 min for PA fibre and 7 min
for PDMS fibre). Peak areas of the FPD signals

were used to demonstrate the effect of parame-
ters on the extraction. Peak area was most com-
monly used for the works of SPME (such as
Refs. [25–33] and many others).

3. Results and discussion

3.1. Chromatogram of the SPME analysis

A chromatogram resulting from the SPME
analysis of mixed standard of organophosphorus
in water using PA fibre is shown in Fig. 1.
Sharp peaks and good resolution were obtained.
A similar chromatogram was obtained using the
PDMS fibre.

Fig. 1. Chromatogram of organophosphorus pesticides. Ex-
tracted with PA fibre from water for 30 min and desorbed in
the GC injection port at 290°C for 5 min.1, mevinphos (10 mg
l−1); 2, ethoprop (125 mg l−1); 3, diazinon (12.5 mg l−1); 4,
disulfoton (12.5 mg l−1); 5, fenthion (12.5 mg l−1).
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Fig. 2. Absorption–time profile for PA fibre. �, mevinphos
(10 mg l−1); , ethoprop (125 mg l−1); �, diazinon (12.5 mg
l−1); �, disulfoton (12.5 mg l−1); �, fenthion (12.5 mg l−1).
Desorption time, 5 min.

quired is longer than 50 min. For PDMS fibre,
the equilibrium condition for the absorption of
most analytes is almost reached after 30–40 min
except for fenthion (longer than 40 min). Fac-
tors that influence the equilibration period were
investigated by Pawliszyn and co-workers
[7,10,13]. The equilibration rate is limited by: (1)
the mass transfer rate of the analytes through a
thin static aqueous layer at the fibre–solution
interface; (2) the distribution constant of the an-
alyte and (3) the thickness and kinds of the
fibre coating. The longer period (50 min or
more) for the partitioning of the analytes to
reach equilibrium when the PA fibre was used,
as compared with that using PDMS fibre, has
two causes. First, the increased affinity of the
polar analytes for the fibre with the more polar
coating (PARL) requires larger amounts of the
analytes to diffuse into the coating layer before
equilibrium is reached. Second, the thickness of
the static aqueous layer at the interface of the
polar PA fibre and the aqueous phase may be
larger than that at the surface of the non-polar
PDMS fibre. Extraction periods of 30 min were
chosen for both PA and PDMS fibres since it
was approximately equivalent to the time re-
quired to run the GC chromatogram.

3.3. Desorption– time profile

The desorption–time profiles obtained using
PA or PDMS fibre are shown in Figs. 4 and 5.
A desorption period of 4–5 min was enough to
desorb the analytes from the PA fibre (tempera-
ture of injection port, 290°C). A desorption pe-
riod of 7 min was required from the PDMS
fibre (temperature of injection port, 250°C). No
carryover of any pesticide was observed.

3.4. Effect of temperature on extraction

The absorption–temperature profile obtained
using a PDMS fibre is shown in Fig. 6. Opti-
mum extraction efficiency was achieved in the
range 25–35°C. The lower absorption of most
of the analytes at 10°C was due to the de-
creased rate of diffusion of the analytes. The

3.2. Absorption– time profile

The absorption–time profiles obtained using
the PA or PDMS fibre are shown in Figs. 2 and
3. For PA fibre, the equilibration period re-

Fig. 3. Absorption–time profile for PDMS fibre. �, mevin-
phos (20 mg l−1); , ethoprop (250 mg l−1); �, diazinon (25
mg l−1); �, disulfoton (25 mg l−1); �, fenthion (25 mg l−1).
Desorption time, 5 min.
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Fig. 4. Desorption–time profile for PA fibre. Absorption time,
30 min. Concentrations and symbols as in Fig. 2.

Fig. 6. Absorption–temperature profile for PDMS fibre. Ab-
sorption time, 30 min; desorption time, 7 min. Concentrations
and symbols as in Fig. 3.

rate of diffusion of the analyte species through
the static aqueous layer at the fibre–solution in-
terface increases with increasing temperature, so
that more analyte is absorbed at higher temper-
ature if equilibrium has not been reached. The
decreasing absorption with increasing tempera-
ture above 35°C is presumably due to a distri-
bution constant which decreases with increasing

temperature. The absorption process is ex-
trothermic, thus lowering the temperature in-
creases the distribution constant at equilibrium.
In practical applications when the extraction is
stopped before reaching the equilibrium, not
only thermodynamic but also kinetic aspects be-

Fig. 7. Absorption–temperature profile for PA fibre. Absorp-
tion time, 30 min; desorption time, 5 min. Concentrations and
symbols as in Fig. 2.

Fig. 5. Desorption–time profile for PDMS fibre. Absorption
time, 30 min. Concentrations and symbols as in Fig. 3.
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Fig. 8. Effect of methanol on absorption of organophosphorus
pesticides by PA fibre. Absorption time, 30 min; desorption
time, 5 min. Concentrations and symbols as in Fig. 2.

Fig. 9. Effect of methanol on absorption of organophosphorus
pesticides by PDMS fibre. Absorption time, 30 min; desorp-
tion time, 7 min. Concentrations and symbols as in Fig. 3.

come important. The absorption–temperature
profile obtained using PA fibre is shown in Fig.
7. The lower absorption of the analytes at 10°C
was also observed. The amount of disulfoton
and fenthion absorbed decreased as the extrac-
tion was performed at 55°C. An extraction tem-
perature of 25°C was selected for further study
using both fibers, because this temperature was
most easily maintained, and the improvement in
sensitivity at higher temperature is not very sig-
nificant (except for extraction of ethoprop with
PA fibre).

3.5. Effect of elutropic strength

The effect of elutropic strength of the sample
on absorption was investigated by preparing a
series of samples that contained methanol at
concentrations from 0 to 20%. The absorption–
elutropic strength profiles obtained using PA or
PDMS fibre are shown in Figs. 8 and 9. As
methanol concentration increases, less analyte
was absorbed. An increased proportion of
methanol in the aqueous solution decreases the
polarity of the aqueous sample so that the dis-
tribution constant decreases [7]. This effect was
also observed by other investigators [29,39].

3.6. Effect of ionic strength

The effect of ionic strength on the absorption
of analytes by a PA (Fig. 10) or a PDMS (Fig. 11)
fibre was studied by preparing a series of samples
that contained a Na2SO4 concentration range

Fig. 10. Effect of ionic strength on absorption of organophos-
phorus pesticides by PA fibre. Absorption time, 30 min; des-
orption time, 5 min. Concentrations and symbols as in Fig. 2.
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Fig. 11. Effect of ionic strength on absorption of organophos-
phorus pesticides by PDMS fibre. Absorption time, 30 min;
desorption time, 7 min. Concentrations and symbols as in Fig.
3.

Fig. 12. Effect of humic acid on absorption of organophos-
phorus pesticides by PA fibre. Absorption time, 30 min; des-
orption time, 5 min. Concentrations and symbols as in Fig. 2.

l−1). Precision of the method using either PA or
PDMS fibres is better than 9%. Much lower
LODs for the analysis of diazinon (0.025 mg l−1)
and disulfoton (0.013 mg l−1) can be achieved
using the SPME method (with both fibres) than
that using EPA Method 622 (0.2 and 0.6 mg l−1

from 0 to 30%. The increase in absorption of the
analytes, resulting from the ‘salting-out effect’,
was observed using both fibres.

3.7. Effect of humic acid

The effect of humic acid on absorption of ana-
lytes by a PA (Fig. 12) or PDMS (Fig. 13) fibre
was determined by preparing standards with a
range of humic acid concentrations from 0 to 100
mg l−1. At high concentrations of humic acid
such as 100 mg l−1, the response determined for
fenthion shows a significant decrease \20%. The
absorption of the analytes was little affected by
the humic acid when the concentration of humic
acid is less than 10 mg l−1.

3.8. Detection limits and precision

The detection limits and precision (RSDs) are
shown in Table 1. Detection limits were calculated
as three times the standard deviation of seven
replicate runs. The detection limits for the ana-
lytes was lower by approximately two orders of
magnitude using a PA fibre compared with that
using a PDMS fibre except fenthion (0.12–0.10 mg

Fig. 13. Effect of humic acid on absorption of organophos-
phorus pesticides by PDMS fibre. Absorption time, 30 min;
desorption time, 7 min. Concentrations and symbols as in Fig.
3.
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Table 1
Comparison of detection limitsa (LOD) and relative standard
deviations (RSDs) for the analysis of organophosphorus pesti-
cides using PA or PDMS fibre

Compound LOD (mg l−1) RSD (%)b

PAc PDMSd PA PDMS

9 8Mevinphos 420 860
0.38 2Ethoprop 0.29 5

60.047 80.025Diazinon
0.030 3Disulfoton 60.013

8 6Fenthion 0.10 0.12

a Detection limits are calculated as three times the standard
deviation of seven replicate runs.

b Data obtained by extraction in seven replicate.
c Concentrations of organophosphorus pesticides used for

the run are 1 mg l−1 (mevinphos), 0.625 mg l−1 (ethoprop),
0.0625 mg l−1 (diazinon and disulfoton) and 0.25 mg l−1

(fenthion); absorption time, 30 min; desorption time, 5 min.
d Concentrations of organophosphorus pesticides used for

the run are 0.5 mg l−1 (mevinphos), 1.25 mg l−1 (ethoprop),
0.625 mg l−1 (diazinon and disulfoton) and 0.25 mg l−1 (fen-
thion); absorption time, 30 min; desorption time, 7 min.

Method 622. Mevinphos showed a much higher
LOD for the SPME method due to the low
affinity of this polar analyte to the fibers. The
SPME method provided comparable or better
precision (RSDs 2–9%) compared with the EPA
method 622 (RSDs 4–20%). SPME-GC is an
equilibrium technique, but this procedure facili-
tates good sensitivity since the total amount of
extracted material is transferred onto the GC
column, which is different from that for liquid–
liquid extraction (followed by determination with
GC-FPD) used in EPA Method 622. Note that
1000 ml of sample solution is used for the EPA
method, and as little as 3 ml of sample solution is
used for the SPME method. The EPA method
requires toxic solvent (methylene chloride and
hexane) and the SPME method is a solvent-free
technique. The procedures for the SPME method
are much simpler than the EPA method.

In general, best selectivity and sensitivity (and
lowest LODs) are achievable with SPME-GC-MS
[29,31,35], but GC-FPD is much cheaper than
GC-MS. SPME-GC-FPD is much more selective
and sensitive (with lower LODs) for the analysis
of organophosphorus pesticides than SPME-GC-

for diazinon and disulfoton, respectively). The
LODs for the analysis of fenthion and ethoprop
are comparable for the SPME method and EPA

Table 2
Slopes and correlation coefficients of the calibration curve in deionized water (DIW) and lake water (LW)

Matrix PAa PDMSbCompounds

Correlation coefficientSlopeSlope Correlation coefficient

5362 0.9995Mevinphosc DIW 12700 0.9991
0.9984 5396LW 12826 0.9989

14310.9995 0.9959849Ethopropd DIW
1353 0.9957LW 899 0.9998

10873 0.9983Diazinone DIW 7566 0.9985
0.9988 10725LW 7662 0.9984
0.9952 21555 0.999822414Disulfotone DIW
0.9993 22624LW 0.999822773

0.9965109700.998217990Fenthione DIW
0.9992 10877LW 0.998218422

a PA fiber: absorption time, 30 min; desorption time, 5 min.
b PDMS fiber: absorption time, 30 min; desorption time, 7 min.
c Calibration curves with concentrations 2, 4, 10, 20, 40 mg l−1 for PA and PDMS.
d Calibration curves with concentrations 12.5, 25, 50, 125 and 250 mg l−1 for PA, and 12.5, 25, 50, 125, 250 and 500 mg l−1 for

PDMS.
e Calibration curves with concentrations 1.25, 2.5, 5, 12.5 and 25 mg l−1 for PA, and 1.25, 2.5, 5, 12.5, 25 and 50 mg l−1 for

PDMS.
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FID [32,35] and SPME-GC-AED [28]. The selectiv-
ity and LODs are comparable for the methods of
SPME-GC-NPD [30,33,35] and SPME-GC-FPD.

3.9. En6ironmental sample analysis

The results are shown in Table 2. Calibration
curves of the analytes using either PA or PDMS
fibres based on deionized water and lake water were
compared. Correlation coefficients are better than
r=0.9957 for these organophosphorus pesticides.
The slopes of the calibration curves were almost
independent of the matrix of the sample solution
(difference in slopes is less than 6%), which indi-
cated that the SPME method can be used for the
analysis of these organophosphorus pesticides in
natural water using a simple calibration curve. We
did not add salt to the samples and standards
because the samples (lake water) did not contain a
high concentration of salts. There is no interference
from the matrix of the samples. The procedure is
simpler if the addition of salt is not required.
However, if the samples contain a high concentra-
tion of salt that can cause interference of the
analysis, salt should be added. The addition of salt
can also improve the sensitivities and LODs of the
method.

SPME-GC-FPD is a simple, quick, solvent-free,
sensitive and selective method for the analysis of
organophosphorus pesticides in water.
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Abstract

A simple and robust flow injection on-line microdialysis system for multivessel drug dissolution testing is described.
Microdialysis probes were used for sampling from the dissolution media. A stopped-flow dialysis mode with a 50-s
stopped-flow period followed by 10-s injection at a perfusion rate of 2.8 ml min−1 for each probe was used to achieve
high resolution of dissolution events using relatively simple equipment and operation. The precisions obtained for
simultaneous monitoring of dissolution profiles for six tablets were all better than 0.9% (RSD n=80) and the overall
sampling frequency of the system was 360 and 60 h−1 for each test vessel. The dissolution profiles of isoniazid
fast-release tablet from three sources were determined to demonstrate the performance of the system. © 1999 Elsevier
Science B.V. All rights reserved.

Keywords: Flow injection; Microdialysis; Stopped-flow; Dissolution testing; Isoniazid

1. Introduction

The determination of the release rate of drugs
through dissolution is essential for the develop-
ment of testing new dosage forms and for quality
control in pharmaceutical industries. Dissolution
testing of pharmaceutical dosage forms is a labo-
rious process that generates large number of sam-

ples, especially when the tests are performed with
multivessels, as in most routine dissolution test-
ing, or with high sampling frequencies. Various
approaches have been proposed in the past to
automate this testing procedure [1–3], and auto-
mated systems are commercially available.

In most approaches, on-line filtration tech-
niques are used to separate the active ingredients
and insoluble excipients of the preparation in the
sample solution before the detection [4–8]. The
main drawback of on-line filtration is the clogging

* Corresponding author. Tel.: +86-24-2389-3000, +86-24-
2389-7659; fax: +86-24-238-90448.
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of filters by insoluble constituents in the prepara-
tions, particularly when micropore filtration mem-
branes, recommended for dissolution testing in
most Pharmacopoeia [6,7,9], are used as filtering
media [10], or when high sampling flow-rates are
used.

The dialysis separation technique offers several
advantages over filtration techniques. Active ingre-
dients in drug formulations can be separated not
only from insoluble excipient particles by dialysis,
but also from soluble macromolecule components
and additives present in dosage forms and dissolu-
tion media, which cannot be separated using con-
ventional filtration techniques. Dialysis is driven
by diffusion caused by the difference in analyte
concentration on the two sides of the dialysis
membrane and not by pressure difference, and
therefore is less susceptible to clogging by insoluble
excipients. A further advantage for dialysis opera-
tion is that it does not involve volume changes in
sample solution, thus compensation of solution
volume usually performed in systems using filtra-
tion is not required.

Macheras et al. [11] reported a flow injection
serial dynamic dialysis system for dissolution test-
ing in milk by drawing the sample solution out and
pumping it through the dialyzer as practiced in
conventional on-line dialysis systems, however this
arrangement appears to be too complicated to be
used in multivessel dissolution testing. The in situ
sampling capability of microdialysis offers better
potentials for multivessel sampling. Shah et al. [12]
appeared to be the first to develop a microdialysis
sampling technique for dissolution testing. Instead
of pumping out the dissolution solution, microdial-
ysis sampling is performed simply by immersing
the microdialysis probe in the sample solution.
With an appropriate perfusion medium, samples at
extreme pH ranges can be buffered to a pH in the
dialysate which is more compatible with column
materials for on-line liquid chromatography (LC).

More recently, Shah et al. [13] reported an
automated multivessel dissolution testing system
using microdialysis sampling. Owing to the use of
a non-stop continuous-flow dialysis mode in that
system, low perfusion rates (10–100 ml min−1)
were employed, giving rise to a low sampling
frequency of 1 h−1 for each of six dissolution

vessels in the study of dissolution profiles of con-
trolled-release dosage forms. For fast release
dosage forms, the dissolution profiles for only
three tablets were measured simultaneously with a
sampling interval of 6.5 min for each vessel.

In this work, a stopped-flow dialysis mode,
which has been applied in conventional on-line
dialysis but seldom in microdialysis systems, was
used for microdialysis sampling in a six vessels
drug dissolution system to shorten the sampling
period, increase the analyte concentration, and
improve the resolution of the dissolution process,
particularly for multivessel monitoring of fast re-
lease dosage forms. Isoniazid tablets, in a rapid
release dosage form, were used as test sample to
demonstrate the performance of the system.

2. Experimental

2.1. Reagents and standard solutions

All chemicals were of analytical reagent grade
and degassed demineralized water was used
throughout.

Zinc chloride solution (50%, w/v) used for treat-
ment of hollow dialysis fiber was prepared by
dissolving 10 g zinc chloride in 10 ml water and
made up to 20 ml with water.

The isoniazid standard solutions in the range of
25–125 mg l−1 were prepared by dissolving 25, 50,
75, 100, 125 mg isoniazid standard (State Monitor-
ing Center for Biological and Pharmaceutical
Products, Beijing) in 100 ml water and made up to
1000 ml with water, respectively.

Isoniazid tablets were purchased on the market.
Water was used as carrier, i.e. perfusion solu-

tion, and dissolution medium.

2.2. Instrumentation

2.2.1. Microdialysis system
A loop-type microdialysis probe was used for

sampling from the dissolution vessels. The dia-
lyzer was produced using regenerated cellulose
hollow dialysis fibers (280 mm i.d., 480 mm o.d.,
with a molecular weight cutoff of 1500 Da.; do-
nated by Mr. Pinzao Yu of Hangzhou Water
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Treatment Center of State Ocean Bureau). The
construction of the microdialysis probe is shown in
Fig. 1a.

The probe was produced by inserting 3 mm of
both ends of a 10.6-cm length of hollow dialysis
fiber into two 2-cm lengths of Micro-Line tubing
(0.5 mm i.d., 1.6 mm o.d., Thermoplastics, Sterling,
NY), and the connections were sealed with epoxy.

Prior to use, the fibers were treated with zinc
chloride solution (50%, w/v) to enlarge the pores
by first perfusing the probes with the zinc chlo-
ride solution, and then immersing the entire
probe in the solution for 6 h, after which, the
probes were washed with water, and immersed
in water at 37°C for at least 10 h. The probes
were stored in water before use.

Fig. 1. Schematic diagram of the flow-injection on-line microdialysis system for multivessel dissolution test. C, carrier solution
(perfusate); P, peristaltic pump; V, multiposition valve; SC, seven-way connector; D, detector, 254 nm; W, waste. (a) Schematic
diagram of the microdialysis probe. E, epoxy glue; F, hollow dialysis fiber; T, connecting tubing. (b) Schematic diagram of the
seven-way connector. A, upper plexiglas block; B, elastic PVC sheet; G, channels press-molded on the surface of lower PVC block,
channel width, 0.8 mm, depth, 0.6 mm; S, lower PVC block; T, PTFE connection tubing, 0.5 mm i.d. and 1.3 mm o.d.; 1, 2, 3, 4,
5, 6, dialysates from six microdialysis probes, respectively; DS, detection system.
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Fig. 2. Effect of immersion time of microdialysis fiber in 50% ZnCl2 solution on peak width and dialysis recovery of microdialysis
probes produced from the fibers. Effective dialysis fiber length: 10 cm, stopped-flow dialysis time: 50 s, carrier flow-rate: 2.8 ml
min−1; sample solution, isoniazid standard (100 mg l−1), 37°C.

Fig. 3. Effect of stopped-flow time during microdialysis on dialysis recovery.

2.2.2. Sampling and detection system for dissolu-
tion testing with six 6essels

A model LZ-1020 8-channel peristaltic pump
(Zhaofa Instruments, Shenyang) and tygon pump
tubings were used for delivery of dialysate and

carrier. A ten-position valve (Valco Instruments
Co., Inc. Houston), in which only six positions
were used in this work, and a home-made seven-
channel connector were used for sequential sam-
pling from six vessels. The sampling manifold is
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shown schematically in Fig. 1. A drug dissolution
system with six test vessels (Tianjin University,
Radio Works, Tianjin) was used. The entire sys-
tem was controlled by a computer program writ-
ten in Visual Basic.

The seven-way connector (shown in Fig. 1b)
was composed of two blocks. The lower block
was made from hard polyvinylchloride (PVC),
and furnished with six inlets for perfusates and an
outlet for connection to the detector. 0.8 mm wide
channels were press-molded on the surface of the
lower block to a depth of 0.6 mm. The upper
block was made from plexiglas. An elastic PVC
sheet was sandwiched between the two blocks to
seal the channels. The two blocks were held to-
gether by screws (not shown in Fig. 1b).

PTFE tubing of 0.5 mm i.d. and 1.1 mm o.d.
was used for all connections. A knotted reactor
(KR), made by tying interlaced knots in a 30-cm
long PTFE tubing, was used to connect the outlet
of the seven-way connector and the detector. The
length of tubing connecting the probes and seven-
way connector was 40 cm, which was the shortest
applicable length with the equipment used.

A model DZ-254 liquid chromatograph UV
detector (Scientific Instrument Works, Shanghai)
was used at 254 nm wavelength with a 1-cm path
length 10 ml flow-cell. A model XTD-204 strip-
chart recorder (Dahua Instruments, Shanghai)
was used for readout.

2.3. Procedures

2.3.1. System optimization
Investigations were conducted at an early stage

of this work using a single test vessel to facilitate
optimization of the sampling system. In these
experiments six microdialysis probes were placed
in the same vessel containing only standard solu-
tions. Other conditions were as described in Sec-
tion 2.2.2.

The determination of isoniazid in the sample
dialysate held in the dialysis probe following dial-
ysis was conducted as follows: The multiposition
valve was operated with a defined interval for
each valve position. Six positions operated at 10 s
intervals were used, unless mentioned otherwise.
The carrier solution was pumped through the six

Fig. 4. Chart recordings obtained in reproducibility studies of the automated system for multivessel dissolution testing using
isoniazid standard solution (100 mg l−1) (a), and sample solution from origin B (ca. 100 mg l−1) (b).
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Fig. 5. Dissolution profiles of isoniazid tablets determined by the automated dissolution system using microdialysis sampling and
compared to manual dissolution system. Conditions are as shown in Fig. 1.

microdialysis probes sequentially, and the di-
alysates in the six probes were transported via
the seven-way connector into the detector flow-
cell at 10 s intervals. Thus, for each probe, the
stoppedflow time (i.e. dialysis sampling time) was
50 s, and the injection time was 10 s.

2.3.2. Dissolution testing
The experimental setup used is shown sche-

matically in Fig. 1. The dissolution tests were
performed mainly adopting conditions recom-
mended for isoniazid tablets by Chinese Pharma-
copoeia [9]. A total of 1000 ml of degassed water
used as dissolution medium was filled into each
testing vessel. A temperature of 3790.5°C was
maintained in the system throughout the dissolu-
tion experiments with a circulated water bath.
Baskets containing isoniazid tablets were rotated
at 100 rpm at 3 cm distance from the bottom of
the vessels. Six microdialysis probes were im-
mersed in each of dissolution medium of the
vessels. Microdialysis probes were fixed midway
between the surface of the dissolving medium
and the top of the basket, 1 cm away from the
nearest wall of the test vessels. Water ther-
mostated at 37°C was used as the carrier, which
was initially pumped to the detector to achieve a
stable baseline signal. Each basket containing an
isoniazid tablet sample was lowered into its test

vessel at the beginning of the injection stage.
Thus, the testings for the six samples were ini-
tiated successively at 10 s intervals. The di-
alysates held in the probes were injected and
transported through the seven-way connector
and the knotted reactor into the flow cell, and
measured at 254 nm.

Calibration of the system using a standard se-
ries was performed at the beginning of each test,
and recalibration using a 100 mg l−1 standard
was performed after each test under the same
conditions as for dissolution testing except that
six probes were placed in a single vessel contain-
ing 1000 ml isoniazid standard.

2.3.3. Comparison of the microdialysis method
ith Chinese Pharmacopoeia method

The experiment was performed with six micro-
dialysis probes in a single vessel using a single
isoniazid tablet for the test, proceeding as de-
scribed in Section 2.3.2. Simultaneously, a man-
ual sampling from this vessel was also performed
at a sampling frequency of 60 h−1 and each time
withdrawing a sample volume of 2 ml. After
filtering with 0.8 mm micropore membrane filter,
the filtrates of the sample solutions were diluted
10-fold, and the absorbance measured at 254 nm.
Results from the two sampling modes were
compared.
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3. Results and discussion

3.1. Considerations in the design of the FI on-
line microdialysis system for dissolution testing
with six 6essels

The following were taken into consideration in
designing a simple, rapid, reliable and automated
system for multivessel dissolution testing:

In most reported microdialysis sampling sys-
tems, a continuous-flow mode was adopted to
achieve continuous sampling from the dissolution

solutions; static perfusates were used only in non-
flow dialysis systems. To our best knowledge,
there has been only one reported application
adopting the stopped-flow mode which was used
for sampling from a small-volume bioreactor [14].
The stopped-flow mode was used in this case to
reduce the effect of dialysis sampling on sample
composition and not for improving the sampling
frequency. In the continuous-flow mode, microdi-
alyses were performed by perfusing the microdial-
ysis probe with a defined solution at constant
flow-rate to achieve non-interrupted continuous

Fig. 6. A. B. C. Dissolution profiles and typical chart recordings (insert) obtained in dissolution test of six isoniazid tablets from
origins A, B and C. Conditions are as shown in Fig. 1.
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Fig. 6. (Continued)

operation. Extremely low perfusion rates (1–50 ml
min−1) were usually used to achieve acceptable
dialysis recoveries. The dialysates were transferred
from the dialyzer into the sample loop of the
valve also at this low flow-rate, resulting in low
sampling frequencies. When applied to dissolution
testing with multivessels, a multiposition valve
would be required to achieve sampling from the
vessels, which would increase the dead volume
between the probe and sample loop, and further
decrease the sampling frequency.

In this work, a stopped-flow dialysis mode, in
which the sampling was performed under
stopped-flow conditions for a defined period, and
the dialysate transferred to the detection system
by the perfusion flow, was adopted for sampling
from multivessels. An advantage of the stoppe-
dflow mode is that much higher perfusion rates
(\1 ml min−1) can be used to decrease the
dialysate transferring time and further increase
sampling frequency without affecting the dialysis.
A further advantage of this mode is that a com-
mon peristaltic pump could be used to deliver the
perfusion solution, instead of the separate pumps
working at low flow-rates usually used in the
continuous-flow mode.

Instead of transferring the dialysate to the sam-
ple loop of an injection valve as in previously
reported FI systems, in this work, the dialyzer

probe was made to function as a sample loop.
The dialysates in the probes were transferred di-
rectly by the perfusion flow (carrier) into the
flow-cell of the detector without an injection
valve. With such a design, the manifold and oper-
ation were both simplified and the sampling fre-
quency of the system was increased, which is most
important for achieving high resolution of the
dissolution process, particularly for multisample
monitoring. However, when operated in such a
mode, the baseline signal was not generated by
the blank perfusate (carrier), since dialysis pro-
ceeded to some extent when the carrier was
pumped through the dialysis probe. While moni-
toring the dissolution process, the baseline in-
creased gradually following the release of the
tablet owing to increase of analyte concentration
in the dissolution medium. In actual measure-
ments the analyte contribution to the baseline was
about 10% that of the sample peak maximum.
However, since the same effect occurred during
the calibration this baseline drift compensated
through calibration, and in the dissolution studies
all evaluation of peak height were made referring
to the baseline.

In this work, a multiposition valve and a seven-
way connector were used to achieve six-vessel
dissolution testing with stopped-flow microdialy-
sis. An alternative would be to use two multiposi-
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tion valves, but this complicates the system and
makes the equipment more expensive. A short-
coming of the present system might be that when
the carrier flows through one of the dialysis
probes in the injection stage, the pressure gener-
ated could be transferred to the other probes
operating in the stopped-flow stage and affect
their dialysis process. However, no such effects
were observed in this work, probably owing to the
low flow-rates used.

3.2. Considerations on the expression of dissolution
time

In this work in order to improve the monitoring
resolution, a stopped-flow on-line dialysis ap-
proach is used for sampling from a drug dissolu-
tion medium in which the analyte concentration is
under continuous change. Consequently, during
each dialysis sampling stage not all the analyte in
the dissolution medium experiences the same pe-
riod of dialysis. As a continuous monitoring
method, to which dissolution time does the ana-
lyte concentration in the final dialysate refer de-
mands consideration.

Analyte concentration variations during drug
dissolution processes are non-linear and occasion-
ally described only by complicated concentra-
tion–time functions, however, within a short
stopped-flow sampling period, t of less than a
minute, the concentration variation with time can

be considered as almost linear, albeit with an
intercept on the concentration axis. The concen-
tration, C and dissolution time, T may be de-
scribed by the equation:

C=kT+m (T05T5T0+ t) (1)

where k and m are constants, and T0 the starting
time of the stopped-flow period.

The recovery (% analyte dialyzed)–time rela-
tionship of a dialysis process is also non-linear,
however, within the earlier stage of a dialysis, the
recovery variation may be assumed to be directly
proportional to the dialysis time. This assumption
has been validated in this study (as shown in Fig.
3.). Thus the recovery, R of the dialysis at a
stopped-flow time, ts may be expressed by:

R=
100Cd

C
=100ats (05 ts5 t) (2)

where C, and Cd are the analyte concentrations in
the sample medium and dialysate respectively,
and a is a constant determined by the dialysis
system. Following a stopped-flow period of ts, the
analyte concentration of the dialysate, Cx

d may be
expressed by the equation:

Cx
d=C0

d+
& Ct

C 0

ats dC (3)

Combining Eqs. (1)–(3), the dissolution time,
Tx corresponding to the analyte concentration in

Fig. 7. Dissolution profiles of isoniazid tablets (n=6) from origin A, B and C. Conditions are as shown in Fig. 1.
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the final dialysate, Cx
d is expressed by the

equation:

Tx=T0+
& T0+ t

T 0

ts

t
dT (4)

Since

ts=T0+ t−T, (5)

combining Eq. (4) and Eq. (5):

Tx=T0+
t
2

(6)

Thus the dissolution time corresponds to the aver-
age of the starting and ending times of the
stopped-flow period.

With a stopped-flow period of 50 s adopted in
this study a correction of −25 s was applied to
the injection time for the expression of the disso-
lution time.

3.3. Treatment of the dialysis fiber

The microdialysis probes were pretreated as
described under Experimental in order to enlarge
the pores of the dialysis membrane [15]. This was
found necessary for decreasing the peak width,
increasing the sampling frequency as well as for
improving the dialysis recovery. The effect of
immersion (pretreatment) time of the microdialy-
sis fiber in ZnCl2 solution on dialysis recovery and
peak width obtained using probes produced from
the fibers (10 cm effective length) were investi-
gated using a 50 s stopped-flow dialysis period.
The results are shown in Fig. 2. The recovery
increased steeply within 3 h, but changed little
thereafter. The peak width (measured at 1% peak
height) decreased with increase in immersion time,
up to 6 h. The molecular weight cutoff of the
dialysis membrane was measured using aqueous
solutions of polyethylene glycol with different
molecular weights following known procedures
[16]. An immersion time of 6 h was employed in
this work to obtain sufficient porosity for achiev-
ing high sampling frequency, a molecular weight
cutoff of 12 000 Da. was obtained with this
pretreatment.

3.4. Optimization of the dialysis sampling system

The effect of perfusate (carrier) flow-rate within
a range of 0.9–3.4 ml min−1 on the peak width
was studied using 60-s stopped-flow periods. The
results showed a decrease in peak width with
increase in flow-rate. Higher flow-rates should be
favored for increasing the sampling frequency,
however, dialysate loss owing to ultrafiltration
through the dialyzer membrane was induced at
high perfusion-rates, and a moderate flow-rate of
2.8 ml min−1 was used in this study.

The effect of stopped-flow period in a range of
0–5 min on dialysis recovery was investigated
employing six microdialysis probes. The result is
shown in Fig. 3. The recovery increased steeply at
short stopped-flow periods, but became much
more gradual above 3 min. In this work, a 10-s
injection time for each probe was employed to
achieve high resolution of the dissolution process,
thus the stopped-flow time for each probe in
dissolution testing with six testing vessels was
10× (6−1)=50 s. The average dialysis recovery
for six typical microdialysis probes under such
conditions was 10.990.6%, n=6. Under the
same conditions, without stopped-flow, with a
perfusion rate of 2.8 ml min−1 the dialysis recov-
ery was only 0.3%, which was 3% that obtained in
the stopped-flow mode.

3.5. Correction of Schlieren effect interferences

Under dissolution testing conditions, tempera-
ture differences between the perfusate within the
dialysis probe (immersed in the dissolution
medium thermostated at 37°C), and the perfusate
in conduits outside the probe (exposed to ambient
conditions) result in differences in refractive prop-
erties of the dialysate and carrier zones of the
perfusate, giving rise to spurious peaks at the
interface of the zones [17]. This Schlieren effect
interference appeared even when the vessel for the
perfusate was thermostated at 37°C during the
monitoring process, apparently owing to cooling
of the perfusate during transport through the
pump tubing and transport conduits. When a
blank solution was measured in this system, a
spurious peak with a height of about 1/20 that of
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a dialysate of a 100-mg l−1 isoniazid standard
solution, generated by Schlieren effect, was ob-
served. A 30-cm long knotted reactor located
downstream of the seven-way connector was
found to decrease the blank signal as much as
50%, but could not be eliminated completely.
However, owing to the small volume of dialysate
injected (7 ml), the interfering peak maximum
almost coincided with that of the dialysate, there-
fore a correction was made for the readout by
simply subtracting the blank peak absorbance.

3.6. Performance of the system for dissolution
testing with six 6essels

Calibration graphs were linear in the range of
0–150 mg l−1 for six typical microdialysis probes
expressed by the following regression equations,
with r values in the range 0.9992–0.9999:

A=7.19×10−4C+5.94×10−4

A=7.27×10−4C+1.10×10−4

A=7.52×10−4C−9.67×10−4

A=8.20×10−4C−5.98×10−4

A=8.22×10−4C−1.18×10−4

A=8.42×10−4C+3.27×10−4

A being the absorbance, and C, concentration of
isoniazid.

The reproducibility of the system over 80- and
60-min periods was studied using constant con-
centration solutions composed of both an isoni-
azid standard solution (100 mg l−1) and a
sample solution (ca. 100 mg l−1) prepared from
a fully dissolved isoniazid tablet. The results are
shown in Fig. 4. The peak height RSD for six
microdialysis probes tested were generaly better
than 1% (0.87, 0.60, 0.61, 0.50, 0.78, 0.65% (n=
80) and 0.62, 0.40, 0.60, 0.43, 0.50, 0.71% (n=
60), respectively), which demonstrates the
reliability and stability of the system for dissolu-
tion testing. The differences between the peak
heights of individual probes were due to small
variations in effective length of the dialysis fibers,
this had no effect on the measurement, since each
probe was calibrated separately. The overall sam-

pling frequency of the system was 360 h−1, and
for each test vessel 60 h−1, which is high enough
for simultaneous monitoring of dissolution pro-
cess of fast-release drug preparations in multives-
sel dissolution testing.

Comparison of the microdialysis sampling
method and Chinese Pharmacopoeia method [9]
was made as described in Section 2. The results
are shown in Fig. 5. The dissolution profiles of
the microdialysis method agreed well with those
obtained using the Chinese Pharmacopoeia stan-
dard method. The content of isoniazid in the
sample tablet was also determined using the two
methods. The results of the microdialysis method
and pharmacopoeia method were 97.890.5%
(n=5) and 98.290.6% (n=5) (expressed as the
percentage of the specified content), respectively.
No significant difference between the results was
observed on subjecting to a statistic t-test (a=
0.05).

Dissolution tests for three isoniazid tablet sam-
ples from commercial sources A, B and C were
performed using the described system with typi-
cal chart recordings and dissolution profiles
shown in Fig. 6A, B and C. The average dissolu-
tion profiles of six samples from origins A, B and
C shown in Fig. 7. demonstrate the strong capa-
bility of the present system in characterizing the
kinetic features of the dissolution process of drug
formulations.

Although the samples from origins A, B and C
all satisfy the requirement of Chinese Pharmaco-
poeia, the kinetic features of their dissolution
process vary significantly.

4. Conclusion

In this work, the stopped-flow microdialysis
sampling mode was shown to be a simple, robust
and automated system for multivessel dissolution
testing capable of provide high resolution of the
dissolution process. The system may provide a
powerful tool for pharmaceutical research and
quality control of drug formulations. The system
demonstrates further potentials for applications
to on-line process monitoring of other multisam-
ple systems.



Q. Fang et al. / Talanta 49 (1999) 403–414414

References

[1] A. Koupparis, P.I. Anagnostopoulou, Anal. Chim. Acta
204 (1988) 271.

[2] Georgiou, G.N. Valsami, P.E. Macheras, M.A. Koup-
paris, J. Pharm. Biomed. Anal. 12 (1994) 635.

[3] Solich, P.E. Macheras, M.A. Koupparis, J. Pharm. Sci.
84 (1995) 889.

[4] D. Luque de Castro, M. Valcarcel, J. Pharm. Biomed.
Anal. 8 (1990) 329.

[5] E. Lamparter, C.H. Lunkenheimer, J. Pharm. Biomed.
Anal. 10 (1992) 727.

[6] United States Pharmacopoeial Convention, Inc., The
United States Pharmacopoeia XXIII, 1995, p. 1791.

[7] British Pharmacopoeia Commission, British Pharmaco-
poeia, 1993, p. A160.

[8] C.A. Georgiou, G.N. Valsami, P.E. Macheras, M.A.
Koupparis, J. Pharm. Biomed. Anal. 12 (1994) 635.

[9] Chinese Pharmacopoeia Commission, Chinese Pharma-
copoeia, 1995, p. 254.

[10] Q. Fang, Y.-Q. Sun, Yaowu Fenxi Zazhi 15 (1995)
29.

[11] P. Macheras, M. Koupparis, C. Tsaprounis, Int. J.
Pharm. 33 (1986) 125.

[12] K.P. Shah, M. Chang, C.M. Riley, J. Pharm. Biomed.
Anal. 12 (1994) 1519.

[13] K.P. Shah, M. Chang, C.M. Riley, J. Pharm. Biomed.
Anal. 13 (1995) 1235.

[14] N. Torto, G. Marko-Varga, L. Gorton, H. Stalbrand,
F. Tjerneld, J. Chromatogr. A 725 (1996) 165.

[15] L.C. Craig, W. Konigsberg, J. Phys. Chem. 65 (1961)
166.

[16] Y.-X. Gao, L.-B. Ye, Fundamentals of Membrane
Separation Technique, Science Press, Beijing, 1989, p.
166.

[17] Z.-L. Fang, Flow Injection Separation and Preconcen-
tration, VCH, Weinheim, 1993, p. 38.

.
.



Talanta 49 (1999) 415–423

Effect of tetrabutylammonium chloride as eluent modifier
on the retention and enantioselectivity of D,L-dansyl amino

acids using immobilized human serum albumin

Eric Peyrin *, Yves Claude Guillaume
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Abstract

The influence of tetrabutylammonium (TBA) as a hydrophobic charged additive of the mobile phase was
investigated in a chromatographic system involving D,L-dansyl amino acids as the test solute enantiomers and
immobilized human serum albumin as the chiral stationary phase. By varying the column temperature, van’t Hoff
plots for solute retention and enantioselectivity were performed and thermodynamic parameters were calculated. An
enthalpy–entropy compensation study revealed that the type of interaction between the analyte and stationary phase
was independent of TBA concentration in the eluent. The counterion dependence on retention indicated that the
coulombic interactions between dansyl amino acid and the site II binding cavity were of crucial importance in this
association process. Also, the increasing variations of chiral discrimination with a TBA addition were attributed, by
an analysis of the thermodynamic parameter trends, to a great facilitation of enantioselective H-bonding between
solute and polar residues at the cavity rim. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Liquid chromatography; Tetrabutylammonium chloride; Immobilized human serum albumin; Chiral recognition

1. Introduction

The use of human serum albumin (HSA) immo-
bilized on a high performance liquid chromatog-
raphy (HPLC) support is useful for the separation
of enantiomers. The characterization of the solute
interaction mechanisms with the protein station-

ary phase is fundamental to obtain information
on the selectivity processes. Several reports have
examined the molecular mechanisms involved in
the binding of chiral compounds on the HSA
stationary phase. The effect of the solute structure
on enantioselective separations was investigated
using linear regression analysis and the construc-
tion of quantitative structure–enantioselective re-
tention relationships by Wainer and coworkers
[1,2]. The influence of subtle changes in the
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protein’s structure upon the selectivity properties
has been examined by Tittelbach and Gilpin [3].
The binding of salicylic acid to HSA immobilized
on agarose has been evaluated in Tris–HCl and
phosphate buffers by Nakano et al. [4]. Hage and
Loun [5,6] have investigated the thermodynamic
and kinetic processes which occurred in the bind-
ing of warfarin enantiomers on a HSA column.

In earlier papers, Peyrin et al. studied the reten-
tion and the chiral recognition interactions which
take place between test anionic solute enan-
tiomers, i.e. D,L-dansyl amino acids, and immobi-
lized HSA [7–11]. By the development of multiple
physico-chemical models, it has been demon-
strated that both hydrophobic [7,8], coulombic
[9], H-bonding [10] and steric [11] forces are in-
volved in the dansyl amino acid enantiomer bind-
ing to the HSA site II cavity. In order to gain
more understanding on the relative contributions
of these different interaction types, the aim of this
paper was to assess the influence of mobile phase
cationic additives such as tetrabutylammonium
(TBA) on retention factor k % and enantioselectiv-
ity a of the test anionic compounds. This hydro-
phobic charged modifier was previously used by
Schill et al. [12] to underscore the forces implied
in the chiral selectivity of drugs on an alpha
1-acid glycoprotein (AGP) stationary phase. The
k % and a values of dansyl amino acids were also
determined over a range of TBA concentrations c
and column temperatures T. From the tempera-
ture studies, van’t Hoff plots were obtained and
used to access thermodynamic parameters for
dansyl amino acid transfer from the mobile to the
stationary phases. Enthalpy–entropy compensa-
tion was examined to explore the retention mech-
anism at all mobile phase compositions. Finally,
the retention factor and the selectivity variations
with c were discussed to provide further knowl-
edge of the mechanistic aspects of the solute
binding.

2. Experimental section

2.1. Apparatus

The HPLC system consisted of a Merck Hitachi

pump L7100 (Merck, Nogent-sur-Marne, France),
an Interchim Rheodyne injection value model
7125 (Interchim, Montluçon, France) fitted with a
20 ml sample loop and a Merck L 4500 diode
array detector. An HSA protein chiral Shandon
column (150 mm×4.6 mm) was used with con-
trolled temperature in an Interchim Crococil oven
TM N° 701. After each utilization, the column
was stored at 4°C until further use. Throughout
the study, the mobile phase flow rate was kept at
1 ml min−1.

2.2. Sol6ents and samples

HPLC grade acetonitrile (Merck) was used
without further purification. Sodium hydrogen
phosphate and sodium dihydrogen phosphate
were supplied by Prolabo (Paris, France). Water
was obtained from an Elgastat option water
purification system (Odil, Talant, France) fitted
with a reverse osmosis cartridge. D,L-Dansyl nor-
valine and D,L-dansyltryptophan were obtained
from Sigma Aldrich (Saint Quentin, France) and
were made fresh daily at a concentration of 20 mg
l−1 in acetonitrile. Sodium nitrate was used as a
dead time marker (Merck). The mobile phase
consisted of a 0.01 M sodium phosphate buffer–
acetonitrile (90–10 v/v) at pH 6.0 with TBA
concentrations varying from 0 to 0.040 M.
Twenty milliliters of each solute or a mixture of
these was injected and the retention times were
measured.

2.3. Temperature studies

Compound retention factors were determined
over the temperature range 20–40°C. The chro-
matographic system was allowed to equilibrate at
each temperature for at least 1 h prior to each
experiment. To study this equilibration, the com-
pound retention time of D-dansylnorvaline was
measured after, 22, 23 and 24 h. The maximum
relative difference of the retention time of this
compound was always 0.8%, making the chro-
matographic system sufficiently equilibrated for
use after 1 h. All the solutes were injected three
times at each temperature and TBA concentra-
tion. Once the measurements were completed at
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Fig. 1. Van’t Hoff plots for k % values of D-dansyltryptophan (A) and D-dansylnorvaline (B) at a TBA concentration equal to 0.020
M.

the maximum temperature, the column was imme-
diately cooled to ambient condition to minimize
any denaturation of the immobilized HSA.

2.4. Thermodynamic relationships

Solute retention is usually expressed in terms of
the retention factor k % which is proportional to
the equilibrium constant K and can be written:

k ’=fK (1)

where f is the phase ratio (volume of the station-
ary phase divided by the volume of the mobile

phase). Gibbs free energy DG° is related to the
equilibrium constant by the equation:

DGo= −RT ln K (2)

where

DGo=DHo−TDSo (3)

DH° (respectively DS°) is the enthalpy (respec-
tively entropy) of transfer of the solute from the
mobile to the stationary phase, T is the tempera-
ture and R the gas constant. Combining Eqs. (1)
and (3), the capacity factor can be expressed by
the equation:
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Fig. 2. Van’t Hoff plots for a values of D,L-dansyltryptophan (A) and D,L-dansylnorvaline (B) at a TBA concentration equal to 0.020
M.

ln k %= −DHo/RT+DSo/R+ ln f (4)

Eq. (4) is a van’t Hoff plot. From the slope and
the intercept, DH° and DS°/R+ ln f(DS°*) can
be respectively calculated.

Additionally, for a pair of D,L enantiomers, the
separation factor a between the D and L enan-
tiomers is given by the three following equations:

a=kD/kL (5)

and

ln a= −D(DHo)/RT+D(DSo)/R (6)

with

D(DGo)=D(DHo)−TD(DSo) (7)

where kD and kL are the retention factors of D

and L enantiomers and D(DH°) (respectively

D(DS°)) is the dissolution enthalpy (respectively
dissolution entropy) between the D and L enan-
tiomers on the chromatogram. From a plot of
ln a versus 1/T (called a van’t Hoff plot), Eq. (6)
provides the calculation for D(DH°) and D(DS°)
from the slope and intercept respectively.

3. Results and discussion

3.1. Van’t Hoff plots for retention and selecti6ity

The van’t Hoff plots for retention and enan-
tioselectivity were all linear for the D,L-dansyl
amino acids. The correlation coefficients for the
linear fits were at least equal to 0.966. The relative
typical standard deviations of the slope and the
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Table 1
Thermodynamic parameters (TP) DH° (kJ mol−1) and DS°* with standard deviations (in parentheses) at different TBA
concentrations c for D- and L-dansyl amino acids

D-DansyltryptophanL-Dansylnorvaline L-Dansyltryptophanc (M) D-DansylnorvalineTP

−15.5 (0.1) −16.6 (0.1)0 DH° −7.2 (0.1) −7.6 (0.1)
−3.2 (0.1)−0.7 (0.1)−1.6 (0.1)−0.4 (0.1)DS°*

−8.9 (0.1) −16.6 (0.1)0.005 DH° −8.1 (0.2) −17.4 (0.1)
−2.2 (0.1) −0.9 (0.1)DS°* −0.8 (0.1) −3.6 (0.1)

−16.8 (0.1)−10.2 (0.2) −18.2 (0.1)−9.2 (0.1)0.010 DH°
−1.1 (0.1) −4.1 (0.1)DS°* −1.1 (0.1) −2.8 (0.2)

−17.4 (0.1) −19.0 (0.1)0.015 DH° −10.6 (0.2) −11.9 (0.1)
−3.2 (0.1) −1.2 (0.1)DS°* −1.2 (0.1) −4.6 (0.1)

−13.2 (0.1) −19.3 (0.1) −21.1 (0.1)−12.0 (0.1)0.020 DH°
−1.3 (0.1) −5.7 (0.1)DS°* −1.5 (0.1) −3.6 (0.1)

−23.4 (0.1)−21.3 (0.1)−15.0 (0.1)−13.1 (0.1)0.025 DH°
−2.3 (0.1) −6.7 (0.1)DS°* −1.8 (0.1) −4.1 (0.1)

−23.5 (0.1) −26.0 (0.1)0.030 DH° −15.2 (0.1) −17.4 (0.1)
−4.7 (0.1) −2.9 (0.2)DS°* −2.2 (0.1) −7.8 (0.1)

−20.1 (0.1) −26.5 (0.1)−23.6 (0.1)−17.5 (0.2)0.035 DH°
−2.4 (0.1) −5.4 (0.1) −3.1 (0.1) −8.1 (0.1)DS°*

−22.0 (0.1) −23.8 (0.1)0.040 DH° −18.5 (0.1) −27.3 (0.2)
−3.3 (0.1)−6.0 (0.1) −8.6 (0.1)−2.7 (0.1)DS°*

intercept were less than 0.008 and 0.03, respec-
tively. Fig. 1 shows the van’t Hoff plots for k %
values of D-dansylnorvaline and D-dansyltryp-
tophan at c=0.02 M. The van’t Hoff plots for a

values of D,L-dansylnorvaline and D,L-dansyltryp-
tophan at the same TBA concentration are pre-
sented in Fig. 2. These linear behaviors were
thermodynamically what was expected when there
was no change in retention and enantioselective

interactions over the temperature range studied
[8,13]. Tables 1 and 2 contain a complete list of
DH°, DS°*, D(DH°) and D(DS°) for dansylnorva-
line and dansyltryptophan, respectively.

3.2. Enthalpy–entropy compensation study

An enthalpy–entropy compensation study was
previously applied to chromatographic systems to
evaluate the retention mechanisms [14,15]. Mathe-
matically, enthalpy–entropy compensation can be
expressed by the formula:

DHo=bDSo+DGb
o (8)

where DGb
o is the Gibbs free energy of a physico-

chemical interaction at a compensation tempera-
ture b. DH° and DS° are, respectively, the
corresponding standard enthalpy and entropy.
Rewriting Eq. (8) using Eq. (4) gives:

ln kT% = ln kb% −
DHo

R
�1

T
−

1
b

�
(9)

where

ln kb% = −
DGb

o

Rb
+ ln f (10)

Table 2
Thermodynamic parameters D(DH°) (kJ mol−1) and D(DS°) (J
mol K−1) with standard deviations (in parentheses) for dansyl
amino acid enantiomers at different TBA concentrations c

c (M) D,L-DansyltryptophanD,L-Dansylnorvaline

D(DS°)D(DH°) D(DH°)D(DS°)

−0.5 (0.2)0 −1.2 (0.1) −1.0 (0.2) −2.4 (0.3)
0.005 −3.1 (0.2)−1.3 (0.2)−1.4 (0.1)−0.7 (0.1)

−1.5 (0.1)−1.7 (0.2) −3.4 (0.2)−0.9 (0.2)0.010
−2.2 (0.2) −1.6 (0.1)0.015 −3.7 (0.1)−1.1 (0.1)

−1.2 (0.1) −2.3 (0.1)0.020 −1.8 (0.1) −3.9 (0.1)
0.025 −1.7 (0.2) −2.4 (0.1) −2.1 (0.2) −4.4 (0.2)

−4.9 (0.2)−2.4 (0.1)−2.5 (0.2)0.030 −2.1 (0.2)
−2.5 (0.2) −3.0 (0.1)0.035 −3.0 (0.2) −5.0 (0.1)

−3.3 (0.2)0.040 −3.3 (0.3) −6.3 (0.1)−3.6 (0.2)
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Fig. 3. Plots of ln kT% (T=301 K) against −DH° (kJ mol−1) for D-dansyltryptophan at different TBA concentrations.

Eq. (9) shows that, if a plot of ln kT% against
−DH° is linear, then the solute is retained by
an essentially identical interaction mechanism. A
plot of ln kT% (T=301 K) calculated for dansyl
amino acid enantiomers against −DH° deter-
mined at the different values of the TBA con-
centration was drawn. The correlation
coefficients for the linear fits were over 0.959.
Fig. 3 shows ln kT% values plotted as a function
of −DH° for D-dansyltryptophan. The degree
of correlation can be considered to be adequate
to verify enthalpy–entropy compensation [16],
thus indicating that the interaction mechanism
for solutes was independent of the TBA concen-
tration in the mobile phase. Using Eq. (9), the b

values were calculated from the slopes of the
linear fits. For example, the compensation tem-
perature for D-dansyltryptophan was equal to
246 K.

3.3. TBA dependence on retention

Dansyl amino acids exhibited the same varia-
tions in their retention factor values with a TBA
concentration increase at each column tempera-
ture. Fig. 4 represents the change in ln k % vs c for
D-dansyltryptophan at T=301K. The role of the
counterion on charged analyte retention with im-
mobilized protein has been examined in several
papers. The solute affinity variations for the sta-
tionary phase with the addition of a charged
additive are dependent on the relative contribu-
tion of the driving forces implied in the analyte
transfer from the mobile to the stationary phases.
Acetate counterion, when ion-paired to basic
drugs, facilitated the approach of the solute to the
AGP stationary phase, demonstrating that the
hydrophobic effect played a greater role than
electrostatic interactions in this retention process
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Fig. 4. Plots of ln k % vs TBA concentration c (M) for D-dansyltryptophan at T=301 K.

[17]. On the other hand, the addition of octanoic
acid in the mobile phase led to a retention de-
crease of alfuzosine on the same immobilized
protein by a reduction in the coulombic interac-
tion between the protonated amino groups of the
solute and the negatively charged stationary phase
[18]. It has been previously established that the
retention process of dansyl amino acid on immo-
bilized HSA is dependent on the long range forces
which allow the approach of the solute to the
opening of the site II binding cavity [9,13]. These
interactions consist principally of a combination
of both hydrophobic and coulombic effects [9,13].
The hydrophobic effect governs the association
between the dansyl amino acid groups at large
surface area such as dimethylaminonaphthyl and
the apolar interior of the binding cavity
[7,8,10,11]. The coulombic attraction is the result
of the interaction between the carboxylate func-
tion (at pH 6.0) of the solute and the cationic
residue of the site II cavity [9,13].

From Fig. 4, it is shown that the ln k % values of
analyte decreased in the entire tetrabutylammo-
nium chloride concentration range (0–0.04 M). In
a previous study [19], a different retention behav-
ior has been observed with sodium phosphate salt
used as a nonhydrophobic ionic strength modifier.
An initial decline in retention was observed in the
sodium phosphate concentration range of 0–0.02
M followed by an increase in the 0.02–0.1 M
range [19]. This result has been explained by the
increased surface tension of the eluent and the
concomitant increase in the hydrophobic interac-
tions determined by the salting-out properties of
the sodium phosphate salt [19,20]. The type of
behavior shown in the case of the charged
modifier tetrabutylammonium chloride (Fig. 4)
could be rationalized in terms of TBA ion-pairing
to the analyte and limiting the approach of the
solute to the HSA site II. The ion-pair formation
with the hydrophobic charged counterion acted
through a coulombic interaction hindrance be-
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Fig. 5. Plots of ln a vs TBA concentration c (M) for D,L-dansyltryptophan at T=301 K.

tween the solute and the HSA stationary phase,
rather than an enhancement of their hydrophobic
attraction. This demonstrated the crucial role of
the electrostatic binding mode in the solute site II

cavity association process. The thermodynamic
parameter variations confirmed this observation.
It is known that the association between two
opposite charged species in an aqueous medium is
characterized by both positive enthalpy and en-
tropy changes [21]. As Table 1 shows, the DH°
and DS° values became increasingly negative
when c increased, corresponding to the limitation
of the coulombic interaction between the solute
and immobilized HSA due to the ion-pairing
mechanism.

3.4. TBA dependence on chiral discrimination

The logarithmic enantioselectivity variations of
each enantiomer pair with c increasing were simi-
lar whatever the column temperature. Fig. 5
shows the plot of ln a vs c for D,L-dansyltryp-

Fig. 6. Chromatograms of dansyltryptophan enantiomer mix-
ture at 301 K (see the other conditions in the text).
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tophan at T=301 K. The chiral recognition pro-
cess of dansyl amino acid on the HSA stationary
phase involves a mechanism based on short range
forces between the solute and the rim of the
binding cavity [9,11,13]. It has been verified that
the solute inclusion process into the apolar inte-
rior of the pocket, depending on hydrophobic
effects, limited the stereoselective interactions with
residues at the opening of the cavity [9,13]. As can
be seen in Fig. 5, enantioselectivity increased with
an increase of TBA concentration. This observa-
tion can be explained in terms of a restricted
process of the analyte inclusion. When dansyl
amino acid was ion-paired with TBA, the large
bulkiness of this ionic association provided signifi-
cant steric hindrance to the solute insertion in the
bottom of the binding cavity. Thus, solute binding
became more dependent upon enantioselective in-
teractions with residues at the cavity rim. D(DH°)
and D(DS°) values decreased with c, correspond-
ing to an enthalpically controlled chiral recogni-
tion increase. This was consistent with the
favorable contribution of stereoselective H-bond-
ing [13] between the polar solute groups and
residues at the opening of the binding pocket.

An example illustrating this type of enantiose-
lectivity behavior is shown in Fig. 6. For T=301
K, in the chromatographic system used in the
absence of TBA as mobile phase modifier, chiral
discrimination for dansyltryptophan provided a
minimum value equal to 1.08 associated with a
large retention time and low resolution (Fig.
6(A)). Based on the trends noted in Figs. 4 and 5,
it was possible to adjust the TBA concentration in
order to obtain a greater enantiomeric separation
with a reduced retention time. This was done by
increasing the TBA concentration to 0.04 M. This
provided an enantioselectivity equal to 1.35 with a
good resolution (Fig. 6(B)).

4. Conclusion

In this paper, the role of the hydrophobic coun-
terion TBA in controlling the retention and chiral
discrimination interactions of dansyl amino acids
on immobilized HSA was investigated. The reduc-
tion of solute affinity for the stationary phase

with a TBA concentration increase was described
in terms of hindrance in the coulombic associa-
tion between the carboxylate group of solute and
cationic residue of the site II cavity of HSA. This
indicated the preponderant role played by the
electrostatic interaction in this ligand–receptor
association process. The fact that chiral discrimi-
nation was enhanced in the TBA range was ex-
plained by an enhancement in stereoselective
H-bonding between the solute and polar exterior
of the binding pocket on the basis of thermody-
namic parameter variations.
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Abstract

A new electrochemical cell assembly with the combination of UV and amperometric detector (AD) based on their
complementarity was described. A Nafion tubing junction was used to decouple the high voltage from the separation
capillary in the rear of on-column UV detector. In this mode, the electroactive and inert compounds could be detected
by UV and AD at the same time. Aromatic amines were determined with the UV and the end-column AD detection
to evaluate the performances of the cell assembly. Such an improved electrochemical detector could match the
capillary with different diameters. By simple adjustment of the screws, the positioning of the working electrode and
the detection capillary was easily gained without microscope. It is also very easy to assemble and disassemble the
working electrode when needed. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Combination; Amperometric detection; UV detection; Capillary electrophoresis

1. Introduction

After the introduction of high performance of
capillary electrophoresis (HPCE) from last decade
[1,2], it has been well developed and has become a
powerful and indispensable separation technique.

As one of the most important factors to the
separation and detection in HPCE, detectors have
gained much attention. There are many most
important requirements for the design of detectors
suitable for capillary separation system, such as
small volume detection cell, small contribution to

peak width, high sensitivity, large dynamic range,
fast detector response, good resistance against
temperature changes, reliable and convenient,
ease of use, selective detection and non-selective
detection [3]. There is no single detector available
to provide all these properties. Several kinds of
detectors have been coupled to the separation
capillary as on-column, end-column and off-
column. For on-column, peak tailing is minimized
for there is no dead volume. However, the sensi-
tivity is limited to optical detection modes by the
small inner diameter and the short path length of
the capillary, since the sensitivity is proportional
to the path length. UV is one of the most popular
methods of detection. It is easy to operate and

* Corresponding author. Fax: +86-431-568-9711.
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respond to a wide range of compounds. More-
over, certain species are easy to be determined by
UV detection compared with others.

Wallingford and Ewing first reported ampero-
metric detection coupled with CE in 1987 [4].
Amperometric detector shows more sensitive than
UV detector. The amperometric detector is quite
selective because only those electroactive com-
pounds at a given potential can be detected. Thus,
the analytes can be detected from the complex
matrix, and its detection limit is very low. How-
ever, the separation current through the capillary
is usually much higher than the faradaic current.
To solve the problem, one way is to use small
diameter capillary and another is to isolate elec-
trochemical detector from the separation capillary
by using a junction.

The combination of UV with amperometric
detector in one run is interesting because of the
complementary nature of the two techniques. The
electroactive and inert components can be de-
tected at the same time and the lower detection
limit can be obtained. In this paper, considering
the sensitivity of UV, a 75 mm diameter capillary
was used. A Nafion tubing junction was used to
isolate the amperometric detector from the sepa-
ration capillary.

Since the placement of the capillary with re-
spect to the electrode is critical for successful
detection of sample, an equipment has been de-
signed to adjust their relative position. In this
study, a new electrochemical cell combined with
the UV detection was described. The cell has
many advantages such as easy to assemble and
disassemble the working electrode, easy to posi-
tion the working electrode and the outlet of the
separation capillary by adjusting certain screws
without the micropositioner, and the analytes can
be determined by UV and AD detection at the
same time.

2. Experimental

2.1. Materials

p-phenylenediamine (p-PDA) and phosphate
buffer were from Beijing Chemical Plant. Aniline

sulfate (AS) and p-nitrophenylamine (NPA) were
from Shanghai Reagent Factories. All chemicals
were of analytical reagents.

All solutions were prepared with doubly dis-
tilled water. The background electrolyte for the
separation and detection of aromatic amines was
10 mM phosphate buffer. For NPA the stock
solution was prepared as 2 mM, the other two
sample stock solutions were 10 mM. Samples
were diluted to the desired concentrations with
operating electrolytes prior to use. All solutions
were filtered through 0.45-mm filters.

2.2. Apparatus

Polyimide-coated fused-silica capillary was used
with an inner diameter of 75 mm , an outer
diameter of 360 mm and a total length of 75 cm
(41 cm from injection to UV detection). Capillary
was filled with 0.1 M NaOH over night before
use. The capillary was rinsed with H2O, 0.1 M
HCl, H2O, 0.1 M NaOH, H2O, running buffer
respectively before each run. The high voltage was
supplied by Spellman (High Voltage Electronics
Corp. Modes CZE 1000 PN 30, Plainview, NY
11803).

The conventional three-electrode system was
employed, a microelectrode made of 33 mm car-
bon fiber as a working electrode, an Ag/AgCl
with saturated KCl as a reference electrode and a
platinum wire as auxiliary electrode. An Esman
Instrumentation Potentiostat 400 was used to
control the potential for amperometric detection.
Cyclic Voltammetry was performed with electro-
chemical analyzer (Model 832, CH Instruments,
USA).

The UV absorbance detector was a Model CV4

obtained from ISCO and operated at 254 nm.
Two-pen recorder was from Dahua Instrument
Meter Factory (Shanghai, China). The samples
were introduced into the capillary by hydrostatic
pressure with utilizing gravity.

2.3. Equipment

The main part of the system for this two-di-
mensional detection was shown in Fig. 1. It is
based on a CZE system, consisting of a fused-sil-
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ica capillary, a high-voltage power supply, a UV
detector, a Nafion junction, an amperometric de-
tector, and platinum electrodes. The signals
coming from the UV detector and amperometric
detector were recorded simultaneously.

2.4. Electrochemical cell

An electrochemical detection cell was de-
scribed previously [5]. Fig. 2 shows the diagram
of the improving amperometric detection cell.
For the reason of transparency, the two parts of
the cell (block (a) and (b)) were made of plexi-
glass. As seen in Fig. 2, the center of the each
block was milled to be a half-global cavity,
which acted as the buffer container. The cone-
shaped section (b) was joined with the half-
globe. At the end of the cone-shaped section, it
became a cylinder (c). The Nafion junction was
fixing in the conical section by the epoxy glue.
By inserting a platinum into the column (a), the
buffer container with the Nafion junction was
grounded. The screws used to fix the configura-
tion were through the columns (d) and (e). The
auxiliary and reference electrodes were put in
the column (f) which was joined with buffer
container. The thin cylinder (g) acted as the
channel of working electrode. The holes (h) were
used to place screws in them. When the two
parts of the configuration were put together,
vertical and horizontal positioning was achieved
by twisting the screws. In order to ensure the
appropriate degree of tightness, a piece of silicon
rubber was set between the two parts, and the
springs were set at the end of the screws which
were put through the columns (d) and (e). Fig.
2(c) gave the outline of the cell. One advantage
of the design is to calibrate the capillary and
electrode easily, conveniently and quickly, and it

is easy to handle the working electrode. The an-
alytes can be detected by UV and AD detection
simultaneously. The configuration as a whole
can eliminates the outer disturbance in experi-
ments. Moreover, it is suitable for different cap-
illaries with different diameters.

2.5. Construction of the electrochemical cell

Firstly, the Nafion tubing joint assembly was
made same as before [6]. A capillary cutter
(ISCO, USA) was used to score the polymide
coating ca. 1 cm from the end of the capillary
column. A 1-cm length of Nafion tubing was
carefully threaded over the score mark. The two
ends of the Nafion tubing were sealed to the
capillary column with epoxy glue and then cured
overnight. After it was cured, we applied gentle
pressure to either end of the Nafion tubing to
make the capillary fracture at the score. The end
of the capillary (with Nafion tubing) was care-
fully inserted in (c) in block a and sealed to it
using the epoxy glue and also cured overnight.
The working electrode (WE) was inserted in a
screw which has a hole that can match the outer
diameter of the WE very well. Then the screw
was placed to (g) in block (b). If the WE needs
pretreated, the screw and the WE can be disas-
sembled from block b easily as a whole by ad-
justing the screw. If the WE needs changed, it is
very easy to change another one to the screw
because all the electrodes have been made of the
same outer diameter. The block (a) and (b) were
put together with the screws through the holes
of (d) and (e). The holes for fixing two blocks
were made in oblate shape and the holes of one
block perpendicular to that of the other, which
makes the blocks move freely along their own
directions (vertical and horizontal). When align-
ing the WE with the outlet of the capillary, the
screws (d) and (e) were pushed gently until the
WE was in close contact with the outlet of the
capillary. The screw (h) was adjusted to move
block (a) and (b) which makes sure the WE and
the outlet of the capillary were at the same line
(vertical and horizontal direction). The position-
ing can be successfully done after the vertical
and horizontal positioning of the electrode is

Fig. 1. Schematic diagram of the apparatus for two-dimen-
sional detection for capillary electrophoresis.
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Fig. 2. Design of the amperometric detection device. (a) and (b): cell body; (c): the outline of the cell.

placed at the outlet of the capillary at the same
line. Finally, every screw was tightened. A plat-
inum wire was placed into (a) to ground the high
voltage and the reference electrode and auxiliary
were assembled to (f) with the same procedure as
the WE. Then, the cell was filled with buffer and
put into the Faraday cage.

3. Results and discussion

In order to evaluate the properties of this cell,
we choose three kinds of aromatic amines as
analytes: p-PDA, NPA, and AS. As we know, the
electrochemical behavior of a molecule is deter-
mined by the nature of the electroactive func-
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Fig. 3. Cyclic voltammograms of 5 mM AS, p-PDA and 1 mM NPA in 10 mM phosphate buffer, pH 4.75. The solid line is for
samples, and the dash line is for buffer.
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tional groups. Aromatic amines can be deter-
mined with the AD detection with high sensitivity.
But, because of their different substitutional
groups, each has different oxidation current and
potential.

As shown in cyclic voltammograms(Fig. 3), AS
and p-PDA are easily oxidized. They are suitable
for amperometric detection. While for NPA, there
is a pair of redox peaks at about 0.4 V with very
small peak current, UV detection is better than
electrochemical detection (AD) in this case. This
idea would be shown later with the results of the
capillary electrophoresis.

UV detector is used as on-column detection. A
lot of species with functional groups are sensitive
to UV detector, including bromine, iodine, and
sulphur; two conjugated double bonds; a double
bond vicinal to an atom having a single electron
pair; a carbonyl group; an aromatic ring [3].
Although UV detector is more popular than am-
perometric detection, the amperometric detector
has the advantages of good selectivity, high sensi-
tivity and low detection limits over the UV
detector.

Fig. 4 shows the electropherograms of 100 mM
NPA, 50 mM AS and p-PDA separated by CE.
Although these aromatic amines belong to the
same family, they give the different properties.
The UV sensitivity of NPA is higher than that of
the amperometric detection, while the amperomet-
ric detection sensitivity of AS and p-PDA is much
higher than that of the UV detector. The signals
of AS and p-PDA are hardly identified from the
noise in the electropherogram by the UV detec-
tion. Table 1 shows the result of the detection
limit in the different detectors.

The satisfied results can be achieved by the
combination of the UV detector and the ampero-
metric detector simultaneously. Although the UV
detector has the versatility for a large range of
compounds, it is impossible to detect all these
compounds at the same wavelength with the same
high sensitivity. In this allied configuration, the
use of special wavelength for UV and special
potential for AD would save a lot of analytical
time. From Fig. 4 we also learn that the peak
symmetry of UV detector is better than that of
AD detector. This is the advantage of the on-

column detector, because the band width was
decreased in on-column detection, which im-
proved the separation efficiency. Meanwhile, there
is a decoupler (here is a Nafion tubing) to sepa-
rate the high voltage applied to the separation
capillary from the detection capillary, which leads
to a certain degree of peak tailing compared with
the UV detector. The other one is that some
electroactive analytes have comparative low elec-
tron transfer. This can also lead to a certain
degree of the trace tailing.

Since the HPCE was introduced, a great deal of
work had been done to improve its separation
efficiency. Many separation modes were devel-

Fig. 4. Electrophoresis of 100 mM NPA and 50 mM p-PDA
and AS in 10 mM phosphate buffer, pH 4.75. Polyimide-
coated fused-silica capillary was used with an inner diameter
of 75 mm, an outer diameter of 360 mm, and a total length of
75 cm (41 cm from injection to UV detection). Separation
voltage: 15 kV. UV: 254 nm, sensitivity: 0.002. Electrochemical
detection: 1.0 V. Sample injection: hydrostatic pressure by
utilizing gravity (10 cm high), injection time: 10 s. (a) ampero-
metric detection, (b) UV detection. (1) p-PDA, (2) AS, (3)
NPA.
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Table 1
The detection limit in different detectorsa

AS (pg) p-PDA (pg)NPA (pg)

67.6 25.8UV 16.4
65.7 1.35AD 3.0

a Sample in 10 mM phosphate buffer. Polyimide-coated
fused-silica capillary was used with an inner diameter of 75
mm, an outer diameter of 360 mm, and a total length of 75 cm
(41 cm from injection to UV detection). Separation voltage: 15
kV. UV: 254 nm, sensitivity: 0.002. Electrochemical detection:
1.0 V. Sample injection: hydrostatic pressure by utilizing grav-
ity (10 cm high)

4. Conclusion

The united detection with both amperometric
detector and UV detector was performed. The UV
detection was on-column, while the amperometric
detection was off-column. Such a combined
method shows excellent versatility and selectivity.
It is very easy to position the working electrode
and the outlet of the capillary. And it is also easy
to handle the working electrode when necessary.
The electroactive and non-electroactive com-
pounds could be detected by UV and AD modes
at the same time. The aromatic amines had been
successfully separated based on the united detec-
tion to evaluate the construction. Hopefully it
could be used extensively in the future work.
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oped for different separation principles. But there
are still some kinds of compounds not able to
separate for the similar mass-charge ratio, or not
able to baseline separate. In order to find out the
best separation condition, much work should be
done. The new construction may solve the prob-
lems in the certain extent for it has two kinds of
the detection modes. For both UV and AD detec-
tion, the linearity ranges are relatively wide. If
both compound A and B are in the same matrix
having the response to UV detector, while the
separation condition is difficult to fix, but only
one (A or B) is electroactive. Then they can be
detected by UV or AD respectivly. The UV signal
should be made out first, and the AD signal
followed it. After the working curve was calcu-
lated for each analyte, the subtraction can be
applied to get the quantity of the two compounds.

.
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Abstract

A program for optimizing uniform shell designs, called DOEHLOPT, is proposed. The scope and features of
DOEHLOPT are discussed and compared with those of a general purpose program (GOSSET). DOEHLOPT was
applied to a worked example for the sake of illustration. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

Many experiments in chemistry, chemical engi-
neering, pharmacy,… belong to the extremum
problem type: to determine the factor co-ordi-
nates of the optimum response. A fruitful way to
conduct experimental designs and optimization is
according the response–surface methodology
(RSM). In RSM, the experimental response y is
taken as a function on several independent vari-
ables called factors (zi) [1–4]. They occupy the
called factor space and the plot of y on this space
is the response surface. The region close to the
extremum it is known as a ‘nearly stationary
regions’ intrinsically non linear that can be suit-

ably described by using second order polynomials
[5]

y=B0+ %
f

i=1

Bizi+ %
f

i=1j\ i

Bijzizj+ %
f

i=1

Biiz i
2+e

(1)

where f is the dimension of the factor space and e
is the error associated to the y variable which is
assumed to be normally distributed.

The number m of coefficients to be estimated in
Eq. (1) is m= ( f+1)( f+2)/2, and therefore,
two-level factorial designs are insufficient to fit the
model Eq. (1). In order to attain the optimum
response, three-level factorial designs were devel-
oped by Box and Behnken [6]. However, these
designs involve a very great number of runs N=
3 f compared with the m coefficients to be deter-
mined. To alleviate this situation, central
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composite designs (CCD) were issued. The intro-
duction of extra runs (star points and centre of
design) to augment two-level factorial designs was
done to allow for an efficient way to estimate the
coefficients of the model equation. The number of
runs to be made in both orthogonal [7] or rotat-
able [8] CCD are N=2 f+2f+1 (without replica-
tions), sensibly lower than three level factorial
designs. For this reason, CCD are widely used in
experimental optimization [9]. However, a more
efficient design was devised by Doehlert in 1970
[10], who proposed uniform shell designs (USD)
where the factor co-ordinates of experimental
points are equally spaced distributed on centred
circles, spheres or hyperspheres. These designs
being more uniform than any other, show excel-
lent interpolation features. In his paper [10],
Doehlert applied an interesting technique to gen-
erate the USDs for f factors from a starting
simplex containing f+1 points. One of these
points is the centre of design and the remainder f
points lie on a sphere of radius unity from the
centre of design. We will not consider here the
way for building the USDs although his method
was implemented as a procedure of our program.
The total number of runs without replication
needed for applying USD is N= f 2+ f+1, even
lesser than in CCD. Thus USD lead to the maxi-
mum efficiency (ratio between the number of co-
efficients to be evaluated, m, and the number of
runs, N, in the design chose) [11]. For this reason,
USD are highly applied in very different scientific
frames [12–20].

The present paper deals with a computational
procedure for optimizing USD. The program first
constructs the USD for up f=10 factors, evalu-
ates the response surface curve from the f 2+ f+1
experimental points and then performs the search-
ing for the maximal response within the experi-
mental working range; the optimization
procedures involve eigenanalysis and derivative
techniques.

2. Outline of the method

Within the realm of experimental design, two
programs about optimization of mixture designs

[21] and CCD [9] have been devised by us. Some
QuickBasic procedures applied in the present pro-
gram have been already used in the former pro-
grams and they will be not discussed here.
Accordingly, aside from the factor coding, which
is somewhat different from CCD, the description
on the curve fitting by multiple linear regression,
the corresponding ANOVA and the way for find-
ing the optimum response are literally the same as
published in reference [9]. Therefore, these topics
will be briefly referred for avoiding superfluous
repetitions.

2.1. Coding the factors

Factor coding in USD is a key feature because
the way in which these designs are built generates
a data matrix dealing with coded units always
[10,11]. In CCD, the number of levels for each
factor is always the same. In USD however, is
different for each factor. Remembering that the
USD are generated in coded units, we need a rule
for decoding these values into real levels. Accord-
ing to the different number of levels for each
factor in USD, each factor is separately coded/de-
coded. Consider a given factor x; whose maxi-
mum and minimum coded (generated) levels are
xi

max and xi
min(xi

min= −xi
max). The real factor zi

have the extreme z i
max and z i

min Any uncoded
intermediate level z i* may be deduced from the
coded intermediate level xi* according to the un-
coding equation

z*i =z i
max−

(xi
max−x*i ) (z i

max−z i
max)

2xi
max (2)

In the coded units in which the USD are gener-
ated, Eq. (1) may be rewritten as

y=b0+ %
f

i=1

bixi+ %
f

i=1, j\ i

bijxixj+ %
f

i=1

biix i
2+e

(3)

In the remainder the symbols b will have signifi-
cance in the coded factor space only.

As indicated above, when using these designs,
the most complex factor should be modelled with
the largest number of levels. For more than two
factors, the number of levels for the first and the
last factors is five and three, respectively, and the
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number of levels for the remainder factors is seven
always.

2.2. Performing the fit

Model Eq. (3) may be rewritten in matrix form
as

y=XB (4)

where X is the USD data matrix. In this matrix,
each column represents the values of the factors in
the following order: 1, x1, x2, … , xf, x1

2, x2
2, … ,

x f
2, x1x2, x1x3, … , x1xf, x2x3, x2x4, … , x2xf, xf−1-

xf. The design matrix D is within X (columns
x1, x2, … , xf). There are f 2+2f+1 rows. The
least squares estimate for B is

B= (XTX)−1XTy (5)

Multiple regression computations involving the
variance/covariance matrix and ANOVA calcula-
tions are performed for testing the model ade-
quacy. The variance of each regression coefficient
b, s2 (b), is easily obtained from the diagonal
elements of the variance–covariance matrix. Once
it is known, the coefficient is tested for signifi-
cance according to the Student t-test: t=b/s(b).

The coefficient is significant if t is higher than
the critical tabulated value tcrit(N–m, a) for N–m
degrees of freedom and a given a significance level
[9].

2.3. Finding the optimum

Once the form of the model Eq. (3) is known,
the maximum for y occurs for the factor co-ordi-
nates (x1

opt, x2
opt, … , xf

opt) for which

(y
(xi

=0 for i=1, 2, … , f (6)

If the maximum exists, the column vector xopt is
calculated as

xopt=
−S−1s

2
(7)

where s is the column vector of the single order
coefficients (b1, b2, … , bf) and S is an f× f matrix
whose diagonal contains the second order coeffi-
cients bii and where any diagonal element ij equals

to the half value of the corresponding second
order mixed coefficient, bij/2.

A canonical analysis can be carried out by
eigenanalysis of matrix B for a previous scrutiny
of the singular point, which may be not a maxi-
mum, but a minimum or a saddle point [9].

3. Computational details

A program called DOEHLOPT that performs
the outlined method, has been written in Quick-
Basic 4.5 for IBM compatible PCs. For avoiding
slow computations, 80486 or Pentium processors
are recommended.

When using DOEHLOPT, the number of fac-
tors f (in the range 2–10), the number of replica-
tions at the centre of design n0, and the minimum
and maximum working levels and units for the
considered factors are typed from keyboard as
data inputs. The program generates internally the
USD coded matrix and then decodes it and dis-
plays the design matrix including the uncoded
levels needed for the considered factors in order
to perform the experimental runs. Once the runs
have been performed, the experimental response
corresponding to each run is entered from key-
board by the user and may be saved in an ASCII
file for possible further use. The program then
estimates: the coefficient of the model equation by
multiple linear regression according Eq. (4), the
optimum co-ordinates from Eq. (7) and the
canonical analysis. The program produces the fol-
lowing outputs (monitor display or printer): (i)
The ANOVA of the regression model, indicating
sources of variation, degrees of freedom, sum of
squares and variances. The experimental and criti-
cal tabulated values of Fisher F-test are also
shown with the correlation coefficient for the fit;
(ii) the estimated coefficients of the model equa-
tion and their standard deviations with indication
of their significance according the Student t-test;
(iii) the eigenvalues of matrix S indicating if the
stationary point is a maximum, minimum or sad-
dle point; and (iv) the coded and uncoded co-ordi-
nates of the singular point. The DOEHLOPT
program is available from the authors upon re-
quest (including the source code).
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4. Scope and features

As it was explained above, DOEHLOPT has
been implemented to evaluate and optimizing re-
sponse–surface curves based on USD.

Allowing for that the user would be interested
in a comparison of the performance of
DOEHLOPT with another well-known programs,
we have selected the program GOSSET, devel-
oped by Hardin and Sloane [22] and perhaps the
most compendious general-purpose program
within the frame of experimental designs. It can
be downloaded from ftp.research.att.com, login as
anonymous. The remaining path is bin/dist/njas/
gosset, and the files to be downloaded are readme,
manual.ps (postscript file of the manual),
codelib.a (library of precomputed designs) and
codemart.cpio (GOSSET source code) [23]. Fol-
lowing section 9 of the manual, a private GOS-
SET copy may be installed only in a computer
with unix/linux operating systems.

GOSSET consists of about 15 000 lines of C
code, and at present only a UNIX version is
available. It enables the construction of any re-
sponse surface design, including the USD. How-
ever, as can be read in page 4 of the manual,
‘GOSSET constructs only designs. We assume
that you will use one of the standard statistical
programs as… to analyse the data obtained by
running the design’.

Concerning user facilities, DOEHLOPT is a
whole program implemented in a flexible interac-
tive way towards the user, intended to the con-
struction of USD and the optimization of the
response data. GOSSET is a general purpose big
program that only enables the user to build the
design in accord with theoretical or conceptual
dictates. For analysing the response data, another
statistical program must be applied. For the sake
of comparison some USD generated from GOS-
SET and analysed with standard statistical pack-
ages yield the same results that those produced by
DOEHLOPT.

Thus, within the USD frame only, DOEH-
LOPT could therefore be more suitable for users
which are not very familiarized on these topics
and are only concerned in optimizing their experi-
ments.

5. Worked example

In order to illustrate how DOEHLOPT works,
a case study taken from literature has been
discussed.

Benzo et al. [24] studied the influence of three
factors on the molybdenum determination by
electrothermal atomic absorption spectroscopy,
namely, acid concentration (x1), ashing tempera-
ture (x2) and atomization temperature (x3). These
factors were varied as follows: x1: 0–10% v/v in
HCl, x2: 400–2200°C and x3: 2400–2800°C. The
response measured (YMo) is the absorbance at
313.3 nm. Before the application of our program
and discuss the results, we will outline the proce-
dure and results obtained by the authors in order
to make comparisons. Benzo et al. applied the
Doehlert procedure by performing 13 experiments
as the average of two replications and eight runs
(measured among experiments) at the centre of
design that were averaged to a central point.
Thus, the authors adjust the responses to a third
degree polynomial plus interactions giving

YMo=0.274−0.020x1−0.027x2+0.161x3

−0.013x1
2−0.033x2

2−0.071x3
2−0.009x1x2

+0.002x1x3−0.003x2x3+0.064x1
3

−0.027x2
3+0.000x3

3−0.001x1x2x3

Then, by plotting the response surface at the
‘optimal’ atomization temperature, the authors
attain an ‘optimal experimental field’ in the region
2–8% V/V HCl and a 400–1030°C ashing
temperature.

Our aim is not to criticize the way used for the
authors in order to attain optimal conditions from
the Doehlert design, but some shortcomings
derived therefrom should be considered.

First of all, most of the authors codify the
maximum and minimum factor levels to 1 and
−1. In the worked example considered, the au-
thors codify the limiting levels for the acid con-
centration in%V/V HCl (factor x2) as follows: 0%
is −1 and 10% is 1. However, beyond the first
factor (x1) the coded levels 1 and −1 are not
considered in the Doehlert design. In fact, the
range of the coded levels uniformly decreases
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from 90.866 (three factors) to 90.745 (ten fac-
tors). Thus, limiting levels for factors other than
x, will never be involved in experiments when the
coding (high level=1, low level= −1) is blindly
applied to all factors.

On the other hand, the use of second order
models like Eq. (3) ensures a good enough ap-
proach to attain optimal conditions and more-
over, this enables us to perform an error analysis.
Replications at the centre of design are the key
feature for a full ANOVA of the regression. Fi-
nally, once the response surface is modelled, the
derivative method for searching optimum condi-
tions is very straightforward.

Now we will discuss the results obtained by
applying DOEHLOPT to the data of Benzo et al.
We have considered 12 runs ( f 2+2f ) (average of
two measurements) plus eight replications at the
centre of design. In order to use the authors’ data
for our purposes, the working range of factor
levels is now: x1: 0–10% v/v in HCl, x2: 521–
2079°C and x3: 2437–2763°C because the un-
coded levels corresponding to the coded 1 and
−1 ones are not used for x2 and x3. Thus, the

uncoded data matrix including response is gath-
ered in Table 1.

Considering that the number of coefficient to be
estimated from Eq. (3) for three factors is 10 and
we have 12+8 (replications at the centre of de-
sign) data, it is possible to perform the analysis of
errors. From the variance-covariance matrix and
the variance of residuals, the standard deviations
associated to the coefficients are calculated and
the ANOVA is carried out. The results are de-
picted in Table 2 and Table 3. The F-test between
the variances for the lack of fit and for pure error
(replications) leads to the value F=8.78, higher
than the tabulated critical value at significance
level of 0.05, Fcrit=3.97, indicating a fair adjust-
ment, which is also featured by a correlation
coefficient of about 0.99. Better fit cannot be
expected because the theoretical model should be
rather a sigmoidal function on x2 and x3, the
absorbance mainly depending on the amount of
element volatilized and atomised. The quadratic
equation is used to approximate the experimental
behaviour near to extremes. If the temperature
range is chosen such that it does not contain the
full sigmoid, the approximation is acceptable.

Table 1
Experimental data matrix for the Doehlert design in the optimization of molybdenum signal (from Ref. [24])a

Acid concentration (x1) Response (YMo)Atomization temperature (x3)Ashing temperature (x2)

13000 2600 0.217
1300 2600 0.30510

2.5 0.2852600521
2600 0.20020797.5
24371040 0.0982.5
2763 0.3417.5 1560

5217.5 2600 0.289
20792.5 2600 0.212

0.09524377.5 1040
15602.5 2763 0.346
18195 2437 0.065

0.37027635 781
13005 2600 0.266

5 26001300 0.286
13005 2600 0.282

5 1300 2600 0.271
26001300 0.2695

0.287260013005
13005 2600 0.261

5 1300 2600 0.272

a All factor levels are uncoded.
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Table 2
Error analysis and significance of the estimated coefficients

Value9SDa SignificancebCoefficient

0.27490.006 Yesb0

0.02090.009 Yesb1

b2 −0.04390.009 Yes
b3 0.16390.009 Yes

−0.0190.01 Nob4

−0.0390.01 Yesb22

b33 −0.0790.01 Yes
b12 −0.00990.02 No

0.00290.02 Nob13

Nob23 −0.00390.02

a SD, standard deviation.
b The significance is evaluated according to the Student

t-test at a significance level of 0.05. If the coefficient is
significant, then the result is Yes, otherwise, No.

YMo=0.305+0.02x1

the response being increased with the acid concen-
tration. The extremes for x1 are 1 and −1, and
therefore the limiting values for the response at x2

and x3 fixed ranges within 0.325–0.285. Accord-
ingly, as the authors [24] pointed out, it is advis-
able to use diluted acid solution to prevent
pyrolitic graphite deterioration, and consequently
levels of about 2% v/v (−0.6 in coded level) are
appropriate. Thus, the optimum co-ordinates in
uncoded levels are (2%, 500°C, 2800°C) in fair
agreement with the obtained by Benzo et al. [24]
(2%, 700°C, 2800°C). The only discrepancy being
the value of the final ashing temperature: 500
versus 700°C. We have obtained our value by
searching the optimum considering all terms of
the model equations as significant and then disre-
garding the first factor. The authors selected the
optimum for the ashing temperature midway of
the optimum range chosen (400–1030), which is
cat 700°C. Taking into account that the use of
low ashing temperatures to preclude possible
losses of molybdenum due to volatilization, it
seems to be more suitable working at 500°C.
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Abstract

The voltammetric behaviour of the antioxidants 3-tert-butyl-4-hydroxyanisole (BHA) and tert-butylhydroquinone
(TBHQ), at a polymer electrode modified with nickel phthalocyanine as electron mediator, is described, and an
electroanalytical method for the determination of these antioxidants based on their electrochemical oxidation on the
modified electrode is proposed. Cyclic voltammograms showed well-defined oxidation peaks slightly shifted towards
less positive potentials with respect to those obtained at the platinum disk electrode for both antioxidants. The peak
currents measured at the modified electrode are considerably higher than those obtained at the unmodified electrode.
A scan rate of 100 mV s−1, a minimum methanol percentage of 0.5% and a 0.1-M Britton-Robinson medium were
chosen as working conditions. The obtained results suggest that the BHA oxidation produces the TBHQ reduction
product. This product is oxidised during the second cyclic scan, to generate the mentioned TBHQ as final product.
These studies also reveal that sensitive response for both antioxidants can be obtained by using the differential pulse
voltammetry (DPV) technique. Responses observed are dependent on the nature of the control solution (% methanol
and pH) and the nature of voltammetric conditions (potential amplitude, DE, and scan rate, 6b). These factors have
been modified in order to find the best analytical conditions. The mutual interferences between both antioxidants and
the measurement reproducibility were tested. Using cyclic voltammetry (CV) and differential pulse voltammetry, BHA
and TBHQ linear calibration graphs were obtained. The detection limits were 2.1 ppm for both when CV was used,
and 18.7 ppm (BHA) and 1.23 ppm (TBHQ) for DPV. The developed methods were applied to the determination of
BHA in spiked glaze biscuits and TBHQ in spiked mushroom cream. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

The use of antioxidants in the food and phar-
maceutical industries is particularly important to
prevent the decomposition of organic com-
pounds present in prepared products.

Biological and toxicological aspects, detection,
estimation and evaluation of antioxidants used
as food additives have been described by Hud-
son [1]. Among the most common additives used
as antioxidants we considered the phenolic com-
pounds. They are currently added to food prod-
ucts in order to prevent oxidative degradation of
fats and oils. Two of the most commonly em-
ployed are tert-butylhydroxyanisole (BHA) and
tert-butylhydroquinone (TBHQ). BHA resists
heat well, so it is effective in bakery and confec-
tionery products subjected to cooking. As for
their toxicity, there is large discrepancy among
investigators, some classifying it as carcinogenic
and others as not carcinogenic. Typical products
where these antioxidants appear are cookies,
sweets, raisins, fruit pastries, margarine, pre-
pared food, etc. The authorised maximum quan-
tities in oils are 200 mg kg−1 and in margarine
100 mg kg−1. TBHQ is less used. In oils the
allowed maximum quantity is 200 mg kg−1.

Methods for the determination of phenolic an-
tioxidants including BHA and TBHQ have been
reviewed [2]. Undoubtedly HPLC is the most
widely used method, for example, for the simul-
taneous determination of phenolic antioxidants
in food, and cosmetic and pharmaceutical prod-
ucts [3]. Also BHA (with others antioxidants)
has been determined in oil and butter [4–8].
This kind of food is also analysed using spec-
trophotometric and fluorimetric methods, [9–11].
Other kinds of products, where TBHQ and
BHA have been determined, are plastics [12–14],
peanut [15], fat [16] and drugs [17]. Electrochem-
ical methods are relatively scarce in this area.
Differential pulse voltammetry at stationary [18]
and rotating [19] electrodes, as well as precon-
centration at a carbon paste electrode [20], has
been reported. A carbon paste electrode
modified with nickel phthalocyanine has been
used in [21] for the determination of a phenolic
antioxidant in diethylether. Finally, flow-injec-

tion methods based on antioxidant oxidation at
a glassy carbon electrode have been described
[22].

The areas of analytical application of chemi-
cally modified electrodes are those where immo-
bilised electron-transfer mediators are the most
used to catalyse slow electrode reactions [23–26].
Metal phthalocyanines are one of the most em-
ployed inorganic modifiers, having been reviewed
by Cox et al. [27], and by Zagal [28]. Baldwin’s
group [29–32] has demonstrated the suitability
of metal phthalocyanines for analytical purposes.

Voltammetry has been used for the determina-
tion of numerous electroactive vitamins, antioxi-
dants, preservatives, metals and organics in
foods and drinks. With advanced pulse voltam-
metric techniques such analytes can be deter-
mined down to the submicromolar level. While
reducible components are determined polaro-
graphically at the mercury electrode, oxidizable
components are commonly measured at carbon
or platinum surfaces. Recent advances in the ar-
eas of modified micro and ultramicroelectrodes,
sensors arrays, and advanced voltammetric
waveforms should greatly enhance the power of
voltammetry in the food industry. For example,
it is important to emphasise that the electroana-
lytical methods are very useful for the determi-
nation of organic compounds, due to their
sensitivity, selectivity and accuracy, as well as to
the important information on the electrochemi-
cal mechanisms which sometimes are comparable
to those taking place in metabolic processes in
living organisms. In this sense, we can mention
the reviews of Bersier and Bersier [33,34], and
Kalvoda [35].

The aim of this work is to investigate cyclic
voltammetry and pulse differential voltammetry
behaviour of BHA and TBHQ at a polypyrrole
electrode modified with tetrasulfonated nickel
phthalocyanine complex in order to develop a
method for the determination of these antioxi-
dants based on their electrochemical oxidation.
The methods have been applied to the determi-
nation of the mentioned antioxidants in different
food samples, in which these antioxidants may
be present.
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2. Experimental

2.1. Reagents

Sodium nickel (II) phthalocyanine tetrasul-
fonate (NiPcTs, Aldrich); sodium p-toluenesul-
fonate (TsNa, Fluka); pyrrole (Merck);
tert-butylhydroxyanisole (BHA) and tert-butylhy-
droquinone (TBHQ) (Sigma); boric acid (Merck);
acetic acid (Merck); orthophosphoric acid (Pan-
reac); sodium hydroxide (Panreac); methanol
(Merck); aluminum oxide (Metrohm 6.2802.000);
and sodium dichromate (Panreac) were used. All
reagents were of analytical grade. Ultrapure water
was obtained from the Barnstead System.

2.2. Instrumentation

Potentiostat AUTOLAB PSTAT 10 ECO-
CHEMIE (Holland) using the GPES software;
ultrasonic bath P-Selecta (Spain); mechanical stir-
rer vibromatic 384 P-Selecta (Spain); rotary vac-
uum evaporator Büchi (Italy); and thermostatic
bath P-Selecta (Spain), were used.

2.3. Electrodes

Ag/AgCl/KCl(sat), reference electrode; Pt wire
(home made), as auxiliary electrode; and Pt disk
electrode, 0.076 cm2 (Metrohm) as working elec-
trode, were used.

3. Procedure

3.1. Electrogeneration of modified polypyrrole
electrodes

The polypyrrole coated electrode was prepared
on disk platinum surface (diameter=3 mm) by
the electrochemical polymerisation of pyrrole
monomers from a 0.1-mol l−1 pyrrole solution.
The polymerisation was performed at 0.8 V for 60
s versus Ag/AgCl/KCl (sat), at the Pt electrode.
The generation solution was deoxygenated by
bubbling N2 gas. Pyrrole was dissolved in aqueous
solution containing NiPcTs (1·10−4 mol l−1), or
TsNa (4·10−4 mol l−1). Polypyrrole electrodes

prepared by this procedure have been described
elsewhere [36].

3.2. Treatment of commercial food samples

A procedure similar to that proposed by King
et al. [37] was followed for the determination of
BHA in glaze biscuits and for the TBHQ determi-
nation in mushroom cream. Samples were pow-
dered in an agate mortar. Then, three portions of
0.50 g of these samples, to which a controlled
volume of BHA or TBHQ standard solutions in
methanol were added, were placed in a 20-ml
centrifuge tube. In all cases, extraction was car-
ried out with three 5-ml portions of a 50%
MeOH/water solution. The tube was mechanically
shaken for 15 min, and after centrifugation at
7000 rpm for 20 min, all the extracts were com-
bined in a 100-ml vessel of the rotary vacuum
evaporator, and concentrated up to a final volume
of �1 ml. This extract was transferred into a
25-ml volumetric flask, and then diluted to the
mark with Britton-Robinson buffer solution. This
solution was transferred to the electrochemical
cell, where BHA or TBHQ were voltammetrically
determined by using the standard additions
method. Similar procedure was done on a blank
sample, to which neither BHA nor TBHQ had
been added.

To modify the pH, maintaining the other
parameters constant, a Britton-Robinson solution
was employed. Therefore, to vary the pH, a 2-mol
l−1 NaOH solution was added to the Britton-
Robinson solution in sufficient amount to reach
the necessary pH values.

All the experiments were carried out at constant
temperature (2091°C), maintaining the electro-
cells thermostated.

4. Results and discussion

4.1. Catalytic effect

In order to ascertain if BHA and TBHQ are
electrocatalytically oxidised at the Pt/PPy/NiPcTs
electrode, voltammograms of both were obtained
in a Britton-Robinson 0.1-M solution of pH 1.1
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(control solution), at different working electrodes:
Pt, Pt/PPy/Ts and Pt/PPy/NiPcTs, where Ts is
p-toluenesulphonate, a counterion with no elec-
trocatalytic properties. These voltammograms are
displayed in Fig. 1 for BHA, and Fig. 2 for
TBHQ. As can be seen and as expected, the peak
potentials shifted toward less positive values and
antioxidant peak intensities are substantially in-
creased when working with a Pt/PPy/NiPcTs elec-
trode, showing that electrocatalytic effects are
produced.

The cyclic voltammograms obtained, when us-
ing a Pt/PPy/NiPcTs electrode in pure (blank)
electrolyte, show a high background current, simi-
lar to that observed in other investigations [36],
where explanations were given. But this large
background current observed does not interfere
with the electrochemical measurements. No signal
of Ni(II) oxidation is produced because NiPcTs is
an example of a redox inactive transition metal
phthalocyanine [38].

4.2. Optimisation of 6oltammetric parameters

4.2.1. Influence of pH and methanol/water ratio
on 6oltammetric peak height and peak potential

Both the effect of pH and the methanol per-
centage on the electrochemical responses of BHA
and TBHQ were examined using cyclic voltamme-
try at a potential scan rate of 100 mV s−1.
Voltammograms were obtained at the modified
polymer electrode with NiPcTs. Fig. 3a,b shows
the influence of pH on Ep for 1·10−3 M BHA in
a 2% methanol/0.1-M Britton-Robinson buffer
medium and for 6·10−4 M TBHQ in a 0.45%
methanol/0.1-M Britton-Robinson buffer
medium, respectively. The peak potential for both
antioxidants decreased linearly (y=0.73−0.052x,
r2=0.984 for BHA and y=0.43−0.056x, r2=
0.996 for TBHQ) with increasing pH. The peak
currents describe similar curves for BHA and
TBHQ (Fig. 4a,b): first it increases to pH 4.5, but
then, for higher pH values, the peak intensity
decreases considerably. This behaviour is similar
to that observed for phenolic antioxidants at
other modified polymer electrodes [36].

Taking into account these results, a 0.1-M Brit-
ton-Robinson solution (pH 1.1) was chosen for

further studies. This is not the optimal pH value,
but we can obtain good sensitivity and, more
important, the experiments are very simple.

The effect of methanol percentage on the peak
current of 1·10−3 M BHA and 8·10−4 M TBHQ
in 0.1-M Britton-Robinson solution was examined
over the range 0–28% (v/v). A linear decrease of
Ip values was observed as the methanol percentage
increased. Consequently, a smaller methanol per-
centage (�0.4%) was chosen as working medium
for subsequent experiments.

4.2.2. Influence of scan rate in cyclic 6oltammetry
Cyclic voltammograms of 6.0·10−4-mol l−1

BHA (0.12% methanol) solutions were recorded
at different scan rates between 5 and 600 mV s−1.
With the experimental data, we have deduced that
as the scan rate was increased the peak current
increased, as well as the background current and
the peak potential. A clear shift of Ep was pro-
duced as expected for irreversible electrochemical
reactions. Ip versus 61/2 and the Ip versus 6 showed
some linear relationships, with a slope change at
150 mV s−1. In addition, the ratio Ip/C6 1/2 in-
creases with the logarithm of the potential scan
rate. This behaviour suggests that the oxidation
process is controlled by diffusion as well as by
adsorption mechanism [39].

On the other hand, cyclic voltammograms of a
1.2·10−3-mol l−1 TBHQ solution, were recorded
at different scan rates between 5 and 1000 mV
s−1; in this case, by analysing the results, an
increase of Ep is observed when the scan rate
increases. Ip showed a linear relationship versus
61/2 and versus 6 up to 125 mV s−1, but the
linearity is lost at faster scan rates. In addition,
the ratio Ip/C6 1/2 increases with the logarithm of
the potential scan rate until 500 mV s−1. The
conclusions are similar to the case of BHA.

With these results, a scan rate of 100 mV s−1

was chosen for all further studies.

4.2.3. Influence of potential amplitude, DE, and
scan rate, 6, in potential and height antioxidant
peaks, using differential pulse 6oltammetry

4.2.3.1. Influence of potential amplitude, DE. A
study of the influence of potential amplitude of
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Fig. 1. Cyclic voltammograms obtained in a Britton-Robinson 0.1 mol l−1-solution (pH 1.1; 1.4% methanol; 6=100 mV s−1 with
4.0·10−4 mol l−1 BHA at different working electrodes): (a) WE Pt: Ep=0.634 V, Ip=1.00 mA; (b) WE Pt/PPy/Ts: Ep=0.624 V,
Ip=10.45 mA; (c) WE Pt/PPy/NiPcTs: Ep=0.549 V, Ip=51.50 mA.

Fig. 2. Cyclic voltammograms obtained in a Britton-Robinson 0.1 mol l−1 solution (pH 1.1; 0.5% methanol; 6=100 mV s−1 with
4.0·10−4 mol l−1 TBHQ at different working electrodes): (a) WE Pt: Ep=0.485 V, Ip=2.4 mA; (b) WE Pt/PPy/Ts: Ep=0.378 V,
Ip=4.1 mA; (c) WE Pt/PPy/NiPcTs: Ep=0.352 V, Ip=11.8 mA.
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Fig. 3. Effect of pH on BHA peak potential (a) and on TBHQ peak potential (b) for cyclic voltammetry at a nickel (II)
phthalocyanine tetrasulfonate modified polypyrrole electrode (Pt/PPy/NiPcTs) using working conditions described in the text.

Fig. 4. Effect of pH on BHA peak intensity (a) and on TBHQ peak intensity (b) for cyclic voltammetry at a nickel (II)
phthalocyanine tetrasulfonate modified polypyrrole electrode (Pt/PPy/NiPcTs) using working conditions described in the text.

the peak height of antioxidants was carried out by
using differential pulse voltammetry (modifying
this parameter and at a fixed scan rate of 25 mV
s−1). The BHA concentration was 4·10−4 M and
the TBHQ concentration was 4·10−5 M. Fig. 5
shows all the plots of experimental results. Taking
into account these figures, the best results are
obtained in the potential amplitude interval of
90–130 mV. But the background intensity is in-
creased with the potential amplitude, therefore a

value of 90 mV for both antioxidants was chosen
for subsequent studies.

4.2.3.2. Influence of scan rate, 6b. In this study we
have modified the scan rate used in the experi-
ments, maintaining all other parameters fixed.
The BHA concentration was 4·10−4 M and that
of TBHQ was 4·10−5 M. In all cases the potential
peak does not undergo important variations
whereas the background intensity is increased
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Fig. 5. Effect of potential amplitude on antioxidant peak current and potential peak obtained with differential pulse voltammetry
(DPV) at a nickel (II) phthalocyanine tetrasulfonated modified polypyrrole electrode (Pt/PPy/NiPcTs).

Fig. 6. First and second successive cyclic voltammograms of a BHA solution.

at the second scan, we can also see a new oxida-
tion peak (peak III) at 0.341 V. Peaks II and III
do not appear when the potential scan finishes at
a smaller potential than the BHA oxidation. So,
these two peaks could be due to reduction and
subsequent oxidation of a product generated dur-
ing the BHA oxidation. The consulted bibliogra-
phy [40] indicates that formation of phenoxonium
ions is involved in the oxido-reduction of phenolic
compounds. Therefore, the BHA oxidation could
involve t-butylquinone (TBO) formation, which is
the product obtained when TBHQ is oxidised. To
confirm this hypothesis, cyclic voltammogram of

when the scan rate is increased. With these results,
and in order to obtain good sensibilities, scan
rates of 40 mV s−1 for BHA and 25 mV s−1 for
TBHQ were chosen for subsequent studies, since
the relation between peak and background inten-
sities is high.

4.2.4. Successi6e cyclic 6oltammograms
Cyclic voltammograms corresponding to two

consecutive scans of 6·10−4 M BHA, on the same
modified working electrode, are plotted in Fig. 6.
The first scan shows an oxidation peak (peak I) at
0.571 V and a reduction peak (peak II) at 0.302 V;
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Fig. 7. Second successive cyclic voltammograms of a BHA solution and cyclic voltammograms of a TBHQ solution obtained using
the same working conditions.

Fig. 8. BHA oxidation reaction proposed.

a THBQ solution, obtained at the same working-
conditions, was compared with the second BHA
scan cyclic voltammogram, as can be seen in Fig.
7. As expected, peaks II and III are present in
both voltammograms, confirming the reactions
plotted in Fig. 8.

If the same working electrode remains in the
solution some minutes, when new voltam-
mograms are registered, the described behaviour
is repeated, registering only one oxidation peak
(peak I) in the first cycle. But the peak I height
increases slightly in successive experiments, possi-
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Fig. 9. Comparative curves obtained by using cyclic voltammetry and pulse differential voltammetry. (a) 2·10−4-M BHA solution:
CV (6b=100 mV s−1); DPV (DE=90 mV; 6b=25 mV s−1), (pH 1.2; % methanol=0.4); (b) 2·10−5 M TBHQ solution: CV
(6b=100 mV s−1); DPV (6b=25 mV s−1; DE=90 mV), (pH 1.2; % methanol=0.4).

bly due to small adsorption. For a 8·10−4-M
TBHQ solution, the mean intensity for 12 measure-
ments carried out with one electrode was 2591
mA.

4.2.5. Reproducibility with cyclic 6oltammetry and
with differential pulse 6oltammetry techniques

In order to check the reproducibility in the
preparation of the modified polypyrrole electrodes,
several Pt/PPy/NiPcTs electrodes (11 for the
THBQ and 15 for the BHA experiments) were
obtained under the same experimental conditions
(60 s at 0.80 V). BHA and TBHQ cyclic voltam-
mograms were recorded after immersing the elec-
trodes for 2 min into the analyte solutions. These
analytical solutions contain a 6.0·10−4-M BHA
and a 8.0·10−4-M TBHQ solution with a methanol
percentage of 0.4%. BHA peak current mean val-
ues of 27.890.4 mA (n=15; RSD=3.1%) and
41.190.7 mA (n=11; RSD =3.2%) for TBHQ
were obtained. These results indicate a good repro-
ducibility when cyclic voltammetry was used.

On the other hand, two BHA and TBHQ differ-
ential pulse voltammograms have been recorded:
the first, immediately after the electrode was im-
mersed into the analyte solution and the second
after immersing the electrodes for 3 min in the
analyte solution. The peak current mean values
obtained for both antioxidants were the following:
for BHA (4·10−4 M) peak current mean values of

12.790.5 and 11.490.7 mA were obtained for
time 0 min and time 3 min, respectively; for TBHQ
(2.0·10−4 M), 3591 mA (t=0) and 3592 mA
(t=3). The peak potentials are the same in all
cases.

The results obtained with both voltammetry
techniques are fairly good if we consider that good
reproducibility with this type of electrodes is not
easy to achieve since, during the electropolymerisa-
tion procedure, dimers, trimers, tetramers, etc., are
formed. These forms consume polymerisation
charge and they are very difficult to control and
quantify.

In addition, the curves I-E obtained for the two
antioxidants by using cyclic voltammetry and by
using differential pulse voltammetry are shown in
Fig. 9; the experimental conditions are described in
the caption of this figure.

4.2.6. Interferences.
Mutual interferences between BHA and TBHQ

were checked by cyclic voltammetry at the NiPcTs
modified electrode. Two well separated oxidation
peaks were obtained for mixtures of BHA with
TBHQ. However, in order to check for the degree
of interference of each tested compound, the fol-
lowing study has been done. First, voltam-
mograms of solutions containing 1·10−4 M BHA
and different concentrations of TBHQ were regis-
tered. Then, the TBHQ concentration was fixed
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Table 1
Lineal relationships and detection limits obtained for BHA and TBHQ using cyclic voltammetry

r2 Slope·10−5 (mA Lmol−1) Intercept (mA) % RSDRange·104 (mol l−1)

4.6−0.6591.3840.591.20.994BHA 2–20
2.6−2.8390.321–3 0.996 5.9990.15

Detection limit 1.19·10−5 mol l−1=2.1 ppm
Determination limit=3.97·10−5 M

4.8−0.1290.09TBHQ 2–18 0.994 2.8090.01
2.32.2090.260.4–2.6 0.998 0.6890.01

Detection limit 2.31·10−5 mol l−1=2.1 ppm
Determination limit=4.36·10−5 M

varying the BHA concentration each time. Rela-
tive errors below 10% were obtained for a 1/20
BHA/TBHQ ratio or higher, but for lower ratios
the relative error was increased, because high
TBHQ content gave rise to a very high TBHQ
peak whose descending part overlapped the BHA
peak yielding a flattened peak with decrease of its
height. On the other hand, the presence of BHA
affected the TBHQ signal for a TBHQ/BHA ratio
of 1/22 (a relative error of 9.9% was obtained for
that ratio). Smaller ratios have higher error per-
centages, probably due to the poor BHA solubil-
ity in the working medium.

4.2.7. Influence of antioxidant concentrations on
their 6oltammetric signals

Using cyclic voltammetry under the optimised
conditions, e.g. pH 1.1, 6=100 mV s−1 and 0.4%
methanol, linear relationships between peak inten-
sity and concentration, in the range from 2.0·10−4

to 20·10−4 M and from 1.0·10−4 to 3.0·10−4 M
for BHA, and from 2.0·10−4 to 18·10−4 M and
from 4.0·10−5 to 2.6·10−4 M for TBHQ, were
obtained. The detection limits can been calculated
according to the Miller and Miller criteria [41]. In
this case, a detection limit of 1.2·10−5 M (2.1 mg
l−1) for BHA and 2.3·10−5 M (2.1 mg l−1) for
TBHQ were reached. These results are shown in
Table 1. On the other hand, using differential
pulse voltammetry under optimised conditions,
linear relationships between peak intensity and
concentration, summarised in Table 2, were ob-
tained. Analytical characteristics of the method
are included in this table. The conclusion is that

BHA shows a smaller detection limit when cyclic
voltammetry was used; we have not found a clear
reason to explain why DPV is worse than VC.
For TBHQ the results obtained with differential
pulse voltammetry are better than those obtained
using the cyclic voltammetry technique.

4.2.8. Application of the analytical methods to
antioxidant determination in commercial food
samples

Recovery studies of BHA in commercial glazed
biscuits, containing this compound as antioxidant,
and of TBHQ in commercial mushroom cream,
containing propylgallate (PG) as antioxidant but
not tert-butylhydroquinone, were carried out by
applying the procedure described in the experi-
ment. Thus, in both cases, the described proce-
dure was applied to 0.5-g sample of food. To
determine the concentration of antioxidants the
standard additions method was used. Results ob-
tained using cyclic voltammetry for three glaze
biscuit samples gave a mean recovery of 9391%.
For three mushroom cream samples a mean re-
covery of 9995% was obtained.

To verify the accuracy of the differential pulse
method, recovery studies of TBHQ were carried
out on mushroom cream samples, after adding
controlled aliquot of antioxidant standard solu-
tions (10 ml of 0.05 M TBHQ). Thus the described
procedure was applied to 0.5-g blank sample. No
differential pulse voltammetric signal was regis-
tered for this blank sample. The mean recovery
for three samples is 9793% for a significance
level of 0.05.
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Table 2
Lineal relationships and detection limits obtained for BHA and TBHQ using differential pulse voltammetry (DPV)

% RSDIntercept (mA)r2 Slope·10−5 (mA Lmol−1)Range·105 (mol l−1)

5593 2.590.2 5.35BHA (DE=90 mV; 6b=25 mV 20–100 0.991
s−1)

Detection limit 1.04·10−4 mol l−1=18.7 ppm
Determination limit=3.4·10−4 M

0.960.9690.03TBHQ (DE=90 mV; 6b=25 mV 0.290.512–22 0.996
s−1)

1.7390.04 0.990.42–14 0.997 2.89
Detection limit 7.4·10−6 mol l−1=1.23 ppm
Determination limit=2.5·10−5 M

These results were for a significance level of
0.95, showing the validity of the proposed method
for the determination of BHA and TBHQ in
samples of this kind, using CV and DPV
technique.

5. Conclusions

Electrochemical polymerisation at controlled
potential is an appropriate method to prepare
nickel (II) phthalocyanine tetrasulfonated
modified polypyrrole electrodes. This system ex-
erts an important electrocatalytic effect on the
anodic oxidation of tert-butylhydroquinone and
tert-butylhidroxianysole, by comparing these
voltammograms with those obtained by using a
bare Pt electrode. So, working with the modified
polypyrrole electrode, Pt/PPy/NiPcTs, some Ep

values less positive than those of the bare Pt
electrode were obtained, as well as higher Ip val-
ues. The optimal values were pH 1.1, methanol
percentage of 0.5% and scan rate of 100 mV s−1.
A mutual interference study has been carried out,
showing that, approximately, for two antioxi-
dants, a 1/20 analyte-antioxidant/interferent-an-
tioxidant ratio does not cause high % errors.
Detection limits of ppm range were found for
both phenolic antioxidants. The application of the
proposed method to determine BHA in glaze bis-
cuits and TBHQ in mushroom cream, using the
standard addition method, gives a recovery of
9391% (BHA) and of 9995% (TBHQ), indicat-
ing that this electro-analytical method is suitable

for BHA and TBHQ determination in this type of
sample.

The Pt/PPy/NiPcTs modified electrode also
showed an analytical response when the DPV
technique was used, so the mentioned electrode
can be used for the sensitive determination of
phenolic antioxidant. Studies described in this
paper have demonstrated that the coated elec-
trode shows a good reproducibility. The devel-
oped method has been successfully used in TBHQ
detection in commercial samples of mushroom
cream. On the other hand, this electrode seems to
be suitable as indicator electrode in flowing sys-
tems when electrochemical detection of antioxi-
dants must be carried out.
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Abstract

A reversed-phase HPLC procedure based on methanol–water gradient elution for determining caffeine and
non-steroidal anti-inflammatory drugs with UV absorbance detection is proposed. Chromatographic operational
conditions were selected by considering the peak resolution and the retention times of the first and last eluted
compounds. The method was suitably validated and successfully applied to the determination of: caffeine, indoprofen,
ketoprofen, naproxen, fenbufen and ibuprofen in blood plasma samples and several analgesic/antiphlogistic pharma-
ceutical formulations © 1999 Published by Elsevier Science B.V. All rights reserved.

Keywords: High performance liquid chromatography; Non-steroidal anti-inflammatories; Blood plasma; Pharmaceutical prepara-
tions

1. Introduction

Within the pharmacologic group of non-
steroidal anti-inflammatory drugs, arylpropionic
derivatives (APDs) are very suitable drugs for
preparing analgesic, antiphlogistic and antipyretic
formulations because of their good tolerance.
APDs actions are due to the inhibition of the
cyclooxygenase enzyme, which in turn, prevents

the synthesis of certain prostaglandines [1,2]. Be-
sides these actions, APDs act as middling central
nervous system (CNS) depressors. Thus, for pre-
venting this soft CNS depression, central stimu-
lants (i.e. caffeine) are added sometimes to dosage
forms.

Today, analytical techniques based on reversed-
phase high performance liquid chromatography
(RP-HPLC) have become the procedures of
choice for determining drugs either in pharmaceu-
tical formulations or biological fluids [3]. Al-
though several RP-HPLC methods have been
proposed to assay APDs, they generally deal with
a single compound or a few ones [4]. In other
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cases, some special features about column temper-
ature [5], or detection other than based on ab-
sorbance [6,7] are needed.

The aim of this paper is to present an RP-
HPLC assay method for determining caffeine and
some typical APDs such as indoprofen, ketopro-
fen, naproxen, fenbufen and ibuprofen in human
blood plasma and pharmaceutical dosage forms.
An ODS based column, photometric detection at
254 nm and a methanol–water mobile phase have
been used.

2. Experimental

2.1. Reagents

Methanol and acetonitrile (Romil, Cambridge,
UK) were of HPLC grade. Milli-Q (Millipore,
Milford, MA, USA) treated water (with resistivity
less than 18 MV cm) was used throughout. Other
chemicals used in this study were of analytical
reagent grade (Merck, Darmstadt, Germany).
Arylpropionic acids: indoprofen, naproxen
(SIGMA, Steinheim, Germany), fenbufen, keto-
profen and ibuprofen (ICN, Costa Mesa, CA,
USA) and caffeine (Merck, Darmstadt, Germany)
were used as received. Table 1 shows the generic
INN (International nonproprietary name), propri-
etary names and Chemical Abstracts Service
(CAS) registry numbers for each APD studied [8].

2.2. Apparatus

The HPLC system consisted of an assembly of
two 510 Waters (Milford, MA, USA) pumps

monitorized by a Waters AGC-680 automated
gradient controller, a Rheodyne 7120 injection
valve with a 20 ml sample loop, a Waters 440
tunable absorbance detector operated at 254 nm
and a Hewlett Packard (Palo Alto, CA, USA)
HP3395 integrator.

A 150×4 mm Spherisorb ODS2 5 mm column
(Teknokroma, Barcelona, Spain) was used for the
separation.

2.3. Procedure

A two solvent gradient elution was performed,
solvent A being an aqueous formic acid/formate
buffer (0.1 M) of pH 3, and solvent B methanol.
The starting mobile phase was 90% A, 10% B,
and the linear gradient was run over 10 min to
proportion of 45% A, 55% B, then continued to a
final proportion of 100% B at 30 min. The flow
rate was 1.5 ml min−1.

2.4. Samples

Seven pharmaceutical dosage forms (belonging
to the Spanish catalogue of pharmaceutical prepa-
rations) marketed in Spanish chemists’ were
analysed for APDs and/or caffeine according to
the proposed method. In all cases the dosage
forms were capsules or tablets. For the assay
preparation, the content of about 20 tablets or
capsules was powdered in a mortar. A weighted
portion of the powder equivalent to the suitable
amount of drug (according to the label claimed)
was transferred into a 50ml-volumetric flask. The
drug was fully dissolved with methanol and then
diluted with this solvent to the mark. After mix-
ing, a portion of the solution was filtered through
a disposable 0.45 mm filter unit into a vial and
injected.

Drug-free human blood plasma samples were
provided by the Military Hospital of Seville.
Plasma samples were prepared by spiking concen-
trated methanol solutions of the studied analytes
to attain the suitable concentrations in plasma
and methanol (up to a total added volume of 400
ml) to 200 ml of plasma into a vial. The vial was
then vortex-mixed gently for a few seconds and
plasma proteins were precipitated. A portion of

Table 1
Identification features of the studied APDs

INNa Proprietary names CAS registry number

Flosint, Isindone 31842-01-0Indoprofen
Ketoprofen 22071-15-4Alreumun, Ketalgin
Naproxen Naprosyn, Nycopren 22204-53-1
Fenbufen Cinopal, Bufemid 36330-85-5

15687-27-1Amersol, BrufenIbuprofen

a International nonproprietary name.



M.J. Martı́n et al. / Talanta 49 (1999) 453–459 455

Table 2
Gradient program

% Aqueous buffer % CosolventTime (min)

90 100
10 45 55

100030

the retention time of the last and first eluted
analyte, can be calculated. Then, the obtained
value is divided by the gradient time (tg) If the
ratio is less than 0.25, the use of an isocratic run
is recommended, otherwise, a gradient run should
be used [9]. In our case, Dt=18.8 (ibuprofen)−
6.8 (caffeine)=12, and tg=30, which led to a
ratio of 0.4\0.25 and consequently, a gradient
method is the way to achieve the separation.
Accordingly, the selected operational conditions
were: methanol–aqueous buffer (pH 3) as mobile
phase with a linear gradient elution according to
the program indicated in Table 2, at a flow rate of
1.5 ml min−1 and photometric detection at 254
nm. A chromatogram obtained under these condi-
tions is depicted in Fig. 1.

3.2. Peak identification

APDs were identified by retention times by
matching their values with those of standard solu-
tions. At the selected operational conditions, the
retention times (in min) rounded up to the last
significant figure for the studied APDs are indi-
cated in the following: 6.8 (caffeine), 13.6 (indo-
profen), 14.3 (ketoprofen), 15.0 (naproxen), 15.5
fenbufen) and 18.8 (ibuprofen).

4. Method validation

Method validation establishes that the method
performance characteristics are suitable for the
intended use. Validation entails evaluation of var-
ious parameters of the method such as selectivity,
accuracy, precision, linearity (concentration–de-
tector response relationship), sensitivity, detection
and quantitation limit and recovery from the ma-
trix [13].

4.1. Selecti6ity

For chromatographic methods, specificity is the
ability of the method to accurately measure the
analyte response in presence of all potential sam-
ple components. The selectivity criterion for an
assay method is that analyte peaks will have

the content was transferred to a syringe and
filtered through a disposable 0.45 mm filter unit
into another vial and injected.

3. Method development

3.1. Experimental design and gradient scouting

To select properly the mobile phase composi-
tion for the separation of the APDs studied and
caffeine, we applied gradient scouting runs [9]. A
two-level factorial design was applied to get
started. The factors to be varied were: the pH of
the aqueous buffer (3 or 5), the nature of cosol-
vent (methanol or acetonitrile) and the flow rate
(1 or 1.5 ml min−1). The criteria to select a given
combination of levels was the peak resolution and
the omega peak (analysis time). Linear gradients
were performed according to the program shown
in Table 2, devised from a previous knowledge of
the polarity of the compounds according to the
octanol–water partition constants and data on
ionization constants and solubility parameters
[10–12].

Gradient runs were carried out on a standard
methanolic solution of the considered analytes
(caffeine 40 mg l−1, indoprofen 20 mg l−1, keto-
profen 10 mg l−1, naproxen 40 mg l−1, fenbufen
20 mg l−1 and ibuprofen 80 mg l−1) with photo-
metric detection at 254 nm. After the eight runs
(23 experiments) the combination that leads to the
best response (higher resolution and shorter anal-
ysis time) corresponds to the use of an aqueous
buffer of pH 3, methanol as cosolvent and a flow
rate of 1.5 ml min−1.

The next decision to be made from the scouting
runs is whether to go on with an isocratic or a
gradient run. For this purpose, the so-called re-
tention range (Dt), which is the difference between
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baseline chromatographic with suitable resolution
from all the other sample components (analytes
and no analytes). In our case, the peaks show
resolutions ]1.5 except the couple naproxen and
fenbufen that is 1.1.

Table 3
Linearity results for caffeine and APDs

SR
bAPD Range (mg l−1) Equationa

Caffeine 10–35 y= (172.791.7)x 98
Indoprofen 12225–50 y= (148.591.3)x

96Ketoprofen y= (304.991.6)x5–35
30–55Naproxen 88y= (204.290.8)x

Fenbufen 25–55 106y= (204.091.0)x
Ibuprofen 60–120 y= (11.890.1)x 17

a y, peak height; x, concentration (mg l−1).
b Standard deviation of regression.

Fig. 1. Chromatogram of a standard solution. (1) caffeine (40
mg l−1), (2) indoprofen (20 mg l−1), (3) ketoprofen (10 mg
l−1), (4) naproxen (40 mg l−1), (5) fenbufen (20 mg l−1), (6)
ibuprofen (80 mg l−1). Chromatographic conditions are given
in Section 2.

4.2. Linearity

The linearity of the analytical response, here the
peak height using absorbance detection at 254
nm, was studied for each APD. Table 3 shows the
equation of the regression line concentration–an-
alytical response, the standard deviation of the
regression line and the optimum linear range (mg
l−1) for each compound.

After a previous study, the intercept of the
calibration line was non-significant. Accordingly,
using a zero intercept, excellent linearity was ob-
tained in all cases with correlation coefficients
higher than 0.999. Optimum linearity ranges were
evaluated according to the EURACHEM proce-
dure [14] by plotting the ratio (analytical re-
sponse/concentration) versus the logarithm of the
concentration. These linear ranges should not be
considered as absolute ones but rather as the
concentration intervals for achieving optimal
measurements. Thus quantitation limits evaluated
as explained below may fall outside these opti-
mum ranges.

4.3. Limit of detection and quantitation

The detection limit (LOD) of a method is the
lowest analyte concentration that produces a re-
sponse detectable above the noise level of the
system, typically taken as three times the noise
level. The quantitation limit (LOQ) is the lowest
level of analyte that can be accurately measured,
and it is often evaluated as ten times the noise
level. Both detection and quantitation limits need
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Table 4
Detection and quantitation limits (mg l−1) for caffeine and
APDs

LODa LOQbCompound

5.71.7Caffeine
2.5 8.2Indoprofen
0.9 3.1Ketoprofen

Naproxen 1.3 4.3
Fenbufen 1.6 5.2

4.3 14.2Ibuprofen

a LOD, limit of detection.
b LOQ, limit of quantitation.

tioned above these ranges should be regarded as
limiting optimum values instead of absolute ones.
Thus, analytes at concentrations higher than the
LOQ can be determined without risks from the
calibration graph.

The LOQ data, with respect to the potential
applications of this method are very suitable be-
cause the analysis of formulation dosage forms
can be conducted to ensure analyte concentrations
higher than LOQ values. Besides, plasma concen-
tration–time curves for the studied analytes ex-
hibit maxima higher than their corresponding
LOQs [17–19].

4.4. Accuracy and reco6ery

The accuracy of the method was evaluated
from recovery assays. In our case instead of
preparing placebos, the recovery study was made
on the formulation samples. Thus, known
amounts of caffeine and each APD were spiked
into their corresponding formulation (except for
indoprofen, which is not used as active ingredient
in the Spanish catalogue of pharmaceutical for-
mulations), and the recovery was calculated ac-
cording to Cuadros et al. [20]. For assay methods,
spiked matrices were prepared in triplicate at
three levels. In our case, the average recovery was

to be determined only for impurity methods. In
our case, the proposed method is for assay of
caffeine and APDs in pharmaceutical formula-
tions, and consequently the detection and quanti-
tation limits are not required [15]. However, we
have evaluated both quantities according to the
procedure of Miller and Miller [16] calculated as
three and ten times, respectively, the ratio be-
tween the standard deviation of regression and
the slope of the calibration line. From these val-
ues (Table 3) the detection and quantitation limits
have been evaluated as depicted in Table 4. LOQ
data generally fall outside the optimum linear
ranges for every analyte. However, as was men-

Table 5
Method accuracy from recovery assays for the studied analytesa

Spiked amount (mg l−1) Found amount (mg l−1) Averaged recovery (%)Compound

15Caffeine 13.8
97.120.220

24.625
15 14.7Ketoprofen
20 19.5 98.2

24.825
29.4Naproxen 30
40.3 99.440

50 49.7
30 29.8Fenbufen

40.7 101.240
51.250
29.2Ibuprofen 30
40.5 99.740

50 50.3

a Except for indoprofen.
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Table 6
Content of caffeine and APDs expressed as % with respect to
the label claim

Drug (mg) dosage unit−1 %Brand Drug

Claimed Found

545.6550Naproxen 99.21
99.8249.52 Naproxen 250

300 304.83 Fenbufen 101.6
200.6200 100.3Ibuprofen4

50.4 100.8Caffeine 50
99.1198.2200Ibuprofen5

50 46.26 92.5Ketoprofen
50 46.07 92.1Ketoprofen

formulation were carried out on different days.
The precision expressed as % relative standard
deviation (RSD) always remained B1% for all
the studied components in the different dosage
forms.

5. Determination of caffeine and APDs in phar-
maceutical formulations and blood plasma samples

The method was applied to seven different
pharmaceutical formulations (capsules or tablets)
for determining the content of caffeine and
APDs. In the Spanish catalogue of pharmaceuti-
cal formulations, indoprofen is not used as ac-
tive ingredient, and consequently it was not
assayed. The results are expressed in Table 6 as
the drug percentage with respect to the label
claim. As can be observed, the values ranged
within 92–102%, very acceptable values accord-
ing to the AOAC guidelines [22]. Caffeine and
APDs were also determined in spiked plasma
samples following the procedure indicated in
Section 2.4. Plasma samples were spiked at two
levels within the working linear range of the
studied analytes and the recoveries were calcu-
lated from the data found by the proposed pro-
cedure. The averaged results are presented in
Table 7. They also fulfil the AOAC requirements
and accordingly were considered suitable for an-
alytical purposes.

calculated as the mean value obtained by spiking
the analyte studied at three levels within the
working range (concentrations higher than
LOQ). Each solution was injected in triplicate.
By applying the Student t-test to the average
recoveries [21], the null hypothesis (the recovery
is close to unity and the method is accurate) was
accepted at a 5% significance level. Data corre-
sponding to these recovery assays for the studied
analytes are presented in Table 5.

4.5. Precision

To test the precision of the method, triplicate
determinations of each analyte in each selected

Table 7
Recovery assays for the spiked blood plasma samples

Averaged recovery (%)Spiked amount (mg l−1)Compound Found amount (mg l−1)

18.1 102.8Caffeine 17.0
33.734.0
14.7 98.2Ketoprofen 11.6
24.823.2

26.4 25.2Naproxen 97.5
52.8 52.6
22.0 21.2Indoprofen 100.4
44.0 46.0

24.4 99.225.2Fenbufen
50.4 51.2

56.0 100.6Ibuprofen 54.0
108.0 105.2
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6. Conclusion

Several APDs together with caffeine have been
analysed in pharmaceutical formulations and
spiked blood plasma samples using the proposed
RP-HPLC method. This procedure is straightfor-
ward, simple and feasible enabling the simulta-
neous determination of the analytes indoprofen,
ketoprofen, naproxen, fenbufen, ibuprofen and
caffeine with a methanol–water gradient elution,
ODS column and photometric detection at 254 nm.
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M. Román Ceba, J. AOAC Int 78 (1995) 471.
[21] M.J. Martı́n, F. Pablos, M.A. Bello, A.G. González,
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Abstract

A precise method is presented for determination of residual spiramycin (SP) in chicken eggs and tissues by
high-performance liquid chromatography (HPLC). The sample preparation was performed by homogenizing with a
mixture of acetonitrile and n-hexane (5:4, v/v) to minimize the fat amount followed by ultra-filtration using a
MolCutII®. The extracts containing SP were free from interfering compounds when examined by the normal-phase
HPLC using a LiChrosorb® NH2 column and a mobile phase of acetonitrile–water (85:15, v/v) with a photo-diode
array detector. The average recoveries from spiked SP (0.1, 0.5 and 1.0 ppm) were in excess of 89.0% with coefficients
of variation between 1.4 and 2.4%. The limit of detection was 0.1 ppm. © 1999 Elsevier Science B.V. All rights
reserved.

Keywords: Spiramycin; High-performance liquid chromatography; Ultra-filtration unit

1. Introduction

Spiramycin (SP) is widely used in veterinary
medicine to treat diseases or as feed additives to
promote growth. The use of this compound can
result in the appearance of residues in livestock
products. The residues can result from incorrect
use of the drug and lack of withdrawal times and
pharmacokinetic data, and may have toxic effects
on consumers. Therefore, the EU has set the
maximal residue limits (MRLs) [1] for SP in live-

stock products. The MRL in animal muscles is 0.2
ppm. No MRL for SP in eggs has been fixed up
to now. In order to monitor drug residues in
livestock products, a simple and precise analytical
method for the determination would be
indispensable.

Numerous methods have been reported for SP
residue in livestock products using high-perfor-
mance liquid chromatography (HPLC) [2–10].
However, most of these methods are complicated
and time-consuming, and do not permit monitor-
ing of a large number of samples. In particular, a
method for determination of SP in eggs is lacking.
Since eggs contain many proteins and lipids have

* Tel.: +81-6-605-2864; fax: +81-6-605-2914.
E-mail address: furusawa@life.osaka-cu.ac.jp (N. Furusawa)
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high emulsion power, it is difficult to extract/
clean-up the residual drugs. Because they are
highly nutritious as shown above, cheap, and
readily available, eggs are a very important
food. Most consumers believe that eggs are nu-
tritionally ‘perfect food’.

Previous reports [11–19] of pharmacokinetic/
residual studies of veterinary drugs in eggs sup-
port the view that the risk of SP residue in the
egg is great. A biological half-life of SP (2.4
days) after the withdrawal, which indicates the
rate of decrease of SP in the egg, was greater
than those of other drugs, such as oxytetracy-
cline (1.1 days), chlortetracycline (1.6 days), ty-
losin (1.3 days) and some sulphonamides
(0.9–1.23 days), and suggests that the SP
residue continues over a long period.

The aim of this study was to develop a simple
and precise method for determination of SP in
eggs. This paper describes the procedure for de-
termination of this antibiotic in eggs and
chicken muscle by HPLC with a photo-diode
array detector.

2. Experimental

2.1. Materials and reagents

SP standard was obtained from Sigma (St.
Louis, MO). Other chemicals were obtained
from Wako (Osaka, Japan): distilled water, ace-
tonitrile and methanol were of HPLC grade;
acetic acid was of analytical chemical grade; an-
hydrous sodium sulfate was of pesticide residue
grade.

Standard solutions of SP were prepared by
accurately weighing 10 mg, dissolving it in 100
ml of distilled water and diluting to the desired
volume with distilled water. These solutions kept
at 4°C for up to 1 month.

2.2. Apparatus

Instruments used in sample preparation were
as follows: a Model PH-91 SMT® auto-homoge-
nizer (Mitsui Denki-Seiki, Tokyo, Japan); a

Model H-103N centrifuge (Kokusan-Enshinki,
Tokyo, Japan); a Model Eyela N-1M vacuum
rotary evaporator; MolCutII® (Model no. UFP1
LCC 24, fractionating molecular weight, 5000)
ultra-filtration unit (Nippon Millipore, Kogyo,
Tokyo, Japan).

The standard and extracted compound were
introduced into a Jasco HPLC (Model PU-980
pump and DG-980-50 degasser) (Jasco, Tokyo,
Japan) equipped with an SPD-M10AVP Diode
Array detector (Shimadzu, Kyoto, Japan) inter-
faced with a Fujitsu FMV-5133D7 personal
computer (Fujitsu, Tokyo, Japan). The separa-
tion was performed on a LiChrosorb® NH2 (7
mm) column (250×4 mm i.d.) (Merck, Darm-
stadt, Germany) with a guard column (4×4
mm i.d.) (Merck) using a mixture of acetoni-
trile–water (85:15, v/v) as the mobile phase at a
flow-rate of 1.0 ml/min at ambient temperature.

2.3. Egg and muscle samples

Besides commercial eggs and chicken tissues
(sample a), eggs and muscles from laying hens
that were kept in individual cages and given a
SP-free basal layer diet continuously were also
used as blank samples (sample b). In order to
validate the present method for routine monitor-
ing, eggs with residual SP and muscles from lay-
ing hens that were fed a diet containing 400
ppm SP for 7 days were also used as sample c.

2.4. Procedure

Two grams of sample accurately weighed was
mixed sufficiently with 10 g of anhydrous
sodium sulfate and homogenized at high speed
for 2 min with 30 ml of acetonitrile (saturated
with n-hexane) and 25 ml of n-hexane. After
centrifugation at 3500 rpm for 5 min, the super-
natant was poured into a separating funnel
through a funnel. The acetonitrile layer was
evaporated to dryness and the residue was dis-
solved in 1 ml 20% (v/v) methanol solution (in
water). The solution was ultra-filtered through
MolCutII. A 20-ml volume of the ultra-filtrate
was injected into the HPLC system.
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2.5. Reco6ery test

The recovery of SP was determined from blank
samples (samples a, b) spiked at 0.1, 0.5 and 1.0
ppm. In this test, fortified samples were allowed
to stand at 4°C for 12 h after the addition fol-
lowed by mixing.

3. Results and discussion

3.1. Extraction and clean-up

An advantage of the proposed extraction (ho-
mogenizing with acetonitrile–hexane) is that the
fat extraction is minimised. With the egg samples,
the extract did not form an emulsion that would
hinder the recovery of SP. After centrifugation, it
was completely recovered in the acetonitrile layer
without giving residue losses in the hexane layer.
Also, 2 g of the sample was mixed with 10 g of
anhydrous sodium sulfate to remove the moisture
in the sample, so that the treatment resulted in a
satisfactory extraction and good operability [20]
preventing sample adhesion to the homogenizer-
edge.

The extract obtained was further purified to
remove interfering materials. As a simple clean-up
technique to replace the conventional liquid–liq-
uid partition [2,4,5,7,10], the use of commercial
pre-packed (C18 or Diol) cartridges for the purifi-
cation of residual drugs in foods of animal origin
has been used [8,9,21–24]. To simplify the proce-
dure further, the present study used a MolCutII
as the ultra-filtration unit. This process was able
to deproteinize the extracted solution easily only
with syringe-pressure. A considerable saving of
time was achieved.

3.2. HPLC operating conditions

SP was dissolved in 20% (v/v) methanol solu-
tion and its absorption spectra was measured
using a photo-diode array detector. Maximum
absorption for SP was 231 nm. The monitoring
wavelength was adjusted to 231 nm and the flow-
rate was 1.0 ml/min.

As for the HPLC analysis of SP the reverse-
phase system used the C18 column as a main-
stream [8–10]. The present study examined the
separation of target compound obtained with two
C18 columns (LiChrospher® 100 RP-18 and
TSKgel ODS-80TM) and a LiChrosorb NH2 nor-
mal-phase column with a mixture of acetonitrile–
water as the mobile phase. With the two C18

columns, SP was detected as a ‘broad peak’. It
was difficult to separate SP and the interference
originating in the sample and to prevent the
broad peak. The best chromatogram with a sharp
peak of SP and clear retention time was obtained
with the normal-phase LiChrosorb NH2 column
and acetonitrile–water (85:15, v/v) as the mobile
phase. The retention time of SP was 1.6 min.

Fig. 1 shows typical HPLC traces of blank and
SP in the eggs. The resulting extract was free from
interference. There is no difference between chro-

Fig. 1. HPLC chromatograms (photo-diode array set at 231
nm). For other HPLC operating conditions see text. A, blank
egg sample; B, spiked (0.5 ppm) egg sample; C, egg laid by the
hen fed a diet containing 400 ppm of SP for 7 days (sample c,
see text). Peaks: 1, SP (retention time, 1.6 min). Arrow indi-
cates the retention time 1.6 min.
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Table 1
Recoveriesa of spiramycin (SP) from eggs and chicken muscle

n EggsSpiked (ppm) Muscle

89.5 (2.1) 89.0 (2.4)100.1
91.8 (1.4) 92.8 (1.4)0.5 10

1.0 10 96.0 (2.4)96.0 (2.0)

a Data are average recoveries (%) from samples a (n=5)
and b (n=5) (see text). Values in parentheses are coefficients
of variation (%).

higher efficiency of clean-up; (3) shorter analysis
time; (4) highly precise. Therefore, this method
can be considered as reliable for the routine
monitoring of residual SP in chicken products.
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obtained from the muscle samples.
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2–40 ng for SP. The correlation coefficient,
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ppm for SP. The value was below the MRL (0.2
ppm in muscle) [1]. The total time required for
the analysis of one sample was around 30 min.
The high recovery and low C.V. together with
the economical analysis time prove that this
method has good precision and may be accu-
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Abstract

A flame atomic absorption spectrometry (AAS) method is described for the determination of trace levels of Ni, Co,
and Fe in 62 mole percent (mol.%) Li2CO3 and 38 (mol.%) K2CO3 melts after dissolution of the sample in dilute nitric
acid. A pneumatic nebulizer with a glass impact bead is used to sample introduction. The effect of the high salt
loading of the solution on the analytical signals is minimized by optimization of acetylene flow-rate and height of
observation above the burner head. Under the optimum conditions, the results of the analysis of synthetic sample
solutions by aqueous standards calibration graphs well agree with those obtained by the method of standard
additions. Recoveries ranged from 99 to 101% and the relative standard deviation is around 1%. Detection limits for
Ni, Co and Fe in Li/K carbonate salts are similar to that in aqueous solutions, i.e. 0.5×10−6 g analyte/g (Li0.62,
K0.38)2CO3. Furthermore, a background absorption is easily compensated by D2 background correction, which does
not affect the sensitivity. The proposed method is applied to the determination of cobalt in real melt samples. © 1999
Elsevier Science B.V. All rights reserved.

Keywords: Flame atomic absorption spectrometry; Li2CO3/K2CO3 melts; Molten carbonate fuel cells; Transition metals

1. Introduction

The determination of Ni, Co and Fe in Li2CO3/

K2CO3 melts is of great interest in the technology
of molten carbonate fuel cells (MCFCs), because
the cathode materials, such as NiO, LiCoO2 and

LiFeO2 may dissolve in the electrolyte during
operation shortening the lifetime of the cell [1].
Although it is felt that solubility data are needed
for these materials, the experimental details on
solubility measurements are often lacking. Among
the spectroscopic techniques, flame atomic ab-
sorption spectrometry (F-AAS) makes it attrac-
tive to be used for trace metal’s assay in alkali
salts owing to the high precision and accuracy,
selectivity and sensitivity, easy to use and speed,
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6-30486357.
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and relative freedom from interferences of the
matrix [2,3]. Infact, one difficulty often encoun-
tered with spectroscopy techniques is the blockage
of nebulizer and/or solid deposition at the burner
head when using high salt loading solutions.
However, the nebulizers commonly used in F-
AAS [4–6] allow greater tolerance to high salt
loading of the analyte solution as compared to the
nebulization systems of other spectroscopic tech-
niques, such as inductively coupled plasma atomic
emission spectrometry (ICP-AES) [7], inductively
coupled plasma mass spectrometry (ICP-MS) [8]
and microwave induced plasma atomic emission
spectrometry (MIP-AES) [9], for which, owing to
orifice clogging problems that occur during sam-
ple introduction into the plasma, labourious and
time-consuming analyte/matrix separation meth-
ods are required.

In the present paper a simple and reliable ana-
lytical method for the determination of trace lev-
els of Ni, Co and Fe in 62 mol.% Li2CO3 and 38
mol.% K2CO3 melts by F-AAS is described. The
interference effects produced by the high levels of
lithium and potassium on the absorbance signal
of the analytes are markedly reduced by optimiza-
tion of some operating parameters, such as the
acetylene flow-rate and the height of observation
above the burner head. Under the optimized AAS
conditions the detection limits, sensitivities, accu-
racy and precision are evaluated for each analyte
in Li/K carbonate melt. The proposed method
can be applied to the solubility measurements of
nickel, iron and cobalt based cathode materials in
Li/K carbonate melts.

2. Experimental

2.1. Instrumentation

The Varian Techtron Spectr-AA 10 atomic ab-
sorption spectrometer with a deuterium lamp
background corrector was used. Varian Techtron
hollow cathode lamps of Ni, Co, and Fe were
used as sources. A pneumatic nebulizer with a
glass impact bead was used. The most sensitive
analytical wavelengths were chosen for analytes

and were: 232.0 nm (Ni), 240.8 nm (Co) and 248.3
nm (Fe). Slit width was 0.2 nm. Integration time
was 4 s. Observation height was varied between 6

Fig. 1. The effect of acetylene flow rate on absorption signals
of 1 mg l-1 Ni, Co, and Fe aqueous solutions at different
observation heights: 6 mm (�), 8 mm (), 10 mm (�), and
12 mm (�).
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Fig. 2. The effect of acetylene flow rate on absorption signals
of 1 mg l-1 Ni, Co, and Fe in 0.25 M Li and 0.16 M K
solutions at different observation heights: 6 mm (�), 8 mm
(), 10 mm (�), and 12 mm (�).

1.0 and 3.0 l min-1; air flow was kept constant at
16 l min-1.

2.2. Reagents and standard solutions

All acids were of analytical-reagent grade. De-
ionized water (18 MV cm-1) produced by a Milli-
Q water purification system (Millipore
Corporation) was used throughout. Aqueous
standard solutions from 0.5 to 2 mg l-1 were daily
prepared by using 1000 mg l-1 atomic absorption
stock solutions (Aldrich Chemical Company). Ap-
propriate amounts of Li2CO3 and K2CO3 (Supra-
pur, Merck, dried at 250°C for 4 h) were dissolved
in water to make 0.25 M Li and 0.16 M K
solutions and used to prepare the blank solution
and the standards at the same concentration as
aqueous standards for the standard additions
method. All solutions contained 0.5 M HNO3.
The impurities in the carbonate salts were all
under the limit of detection of this method.

2.3. Decomposition of melts

About 1.0 g of carbonate melt (62 mol.%
Li2CO3 and 38 mol.% K2CO3) was transferred to
50-ml covered beaker and dissolved in 3 ml of
concentrated nitric acid by gentle heating and
magnetic stirring on a hot plate. After cooling, the
solution was transferred to 50-ml clean volumetric
flask and made up to volume with deionized
water. The sample solution was directly analyzed
for the content of cobalt in five replicate runs.

2.4. Procedure

The two sets of standard solutions were intro-
duced alternatively in the nebulizer for different
values of acetylene flow rate at a given observa-
tion height, being the other parameters kept con-
stant. To avoid salt deposition at the burner head,
deionized water was aspirated until the red zone
of the flame seen when aspirating Li/K containing
solutions completely disappeared. The matrix ef-
fect M (%) was defined as the percentage differ-
ence in the signals between the Li/K containing
and the aqueous standard solutions.

and 12 mm. A slot burner for air-acetylene flame
was used. Acetylene flow-rate was varied between
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3. Results and discussion

3.1. Optimization of acetylene flow and height of
obser6ation

The variation of absorption signals of 1 mg l-1

Ni, Co and Fe aqueous solutions with acetylene
flow-rate and height of observation is depicted in
Fig. 1. The effect of acetylene flow-rate seems to
be more significant as compared to the effect of
observation height. The maximum absorbance
signal for the analytes is achieved with acetylene
flow-rates around 1.5 l min-1 and observation
height of 6–8 mm. As it can be seen from Fig. 2,
the absorbance signals of 1 mg l-1 of Ni, Co and
Fe solutions in presence of approximately 1700
mg l-1 Li and 6000 mg l-1 K increase with increas-
ing the acetylene flow rate up to 2.0 l min-1 and
then level off at any observation height, suggest-
ing that the same physical-chemical features con-
trol the atom concentration in the flame (Table 1).
The suppression of analyte signal in fuel lean
flame may be attributable to the inclusion of
analyte in a solvated particle of high salt concen-
trations, which may take longer to volatilize than
analyte particles alone. The favourable effect of
lithium and potassium in fuel rich flame is rather
due to the fast release of analyte atoms during
atomization step by lithium carbide formation
[10], than to shift the analyte ionization equi-

librium towards the free atoms in presence of
easily ionizable alkali elements. The extent of
analyte suppression/enhancement caused by a sin-
gle concomitant element at a time has been evalu-
ated. The concomitant lithium has a greater
positive effect on each analyte in fuel rich flame
than potassium. Fig. 3 shows that matrix effects
change from depressing to enhancement ones
passing across M (%)=0,where the matrix effect
can be considerably reduced. The optimum
acetylene flow-rate and observation height for all
analytes are as follow: 2.0 l min-1 and 12 mm for
Ni; 2.0 l min-1 and 10 mm for Co; 2.5 l min-1 and
8 mm for Fe.

A non-specific absorbance signal of the matrix
is observed at the wavelengths of each of analytes.
No significant difference in absorption with gas
composition and height of observation is found,
indicating a light scattering effect by particles in
the flame with samples having a high salt content.
The background level is easily corrected by using
deuterium background correction, which does not
affect the sensitivity.

3.2. Calibration, limits of detection, accuracy and
precision

Direct calibration with aqueous standards and
the method of standard additions are used for all
the analytes. The slopes of the two curves are

Table 1
Recovery and precision of Ni, Co and Fe in synthetic samplesa

Concentration added, mg l-1Element Recovery(%)Concentration found, mg l-1 RSD (%)b

Standard addition methodDirect calibration

Ni 1011.20.400.400.4
0.8 0.81 0.81 0.9 101

991.0 0.99 0.99 0.8
1.00.4 1010.40 0.40Co
0.80.8 1010.81 0.80

990.90.990.991.0
1.50.4 1010.40 0.40Fe
1.00.800.800.8 100

1.00 1000.80.991.0

a Optimum acetylene flow rates and observation heights: 2.0 l min-1 and 12 mm for Ni, 2.0 l min-1 and 10 mm for Co, 2.5 l min-1

and 8 mm for Fe.
b Relative standard deviations of five replicate measurements.
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Fig. 3. Matrix effect (M%) of 0.25 M Li and 0.16 M K on
absorption signals of 1 mg l-1 Ni, Co, and Fe as a function of
acetylene flow-rate at different observation heights: 6 mm (�),
8 mm (), 10 mm (�), and 12 mm (�).

cating that the matrix interference in the measure-
ments of any metals is overcome. Calibration
curves are linear over two orders of magnitude
from detection limits to 2 mg l-1 with correlation
coefficient better than 0.999 under the proper
AAS operating conditions. The detection limits,
based on three times the standard deviation of ten
measurements of the blank solution to the slope
of the calibration graphs, are similar to those in
aqueous solutions, i.e. 0.01 mg l-1 for all the
analytes and are converted in solid detection lim-
its, i.e. 0.5 10-6 g analyte/g (Li0.62, K0.38)2CO3 by
multiplying each calculated by a factor of 50
(considering that all constituents in the melt are
diluted 50-fold according to the decomposition of
the sample). The reliability of the proposed
method is assessed by analysing a series of syn-
thetic samples because certified values of Ni, Co
and Fe in Li2CO3 and K2CO3 are not available.
The synthetic samples are prepared by adding
known amounts of elements to Li/K carbonate
solutions so that the final matrix in analysis is
simulated. The percentage recoveries ranged from

Table 2
Determination of cobalt in real melt samplesa

XCo106g Co/g RSD (%)cTime (h)
(Li0.62,K0.38)2 =nCo/

n(Li0.62,K0.38)2CO3
dCO3

b

BD.L. – BD.L.0
2.7×10-624 20 4.5

5.52048 3.3×10-6

4.3×10-672 9.3 7.2
5.2×10-6 9.6 8.796
6.7×10-6148 7.5 11.2

192 6.6×10-6 7.6 11.0
10.56.3×10-6 8.6216

a Acetylene flow rate of 2.0 l min-1 and observation height of
10 mm.

b Solid concentration values obtained by multiplying each
solution concentration by a factor of 50.

c Relative standard deviation of five replicate measurements.
d XCo106=nCo/n(Li0.62,K0.38)2CO3=mole fraction of cobalt in

the melt obtained by multiplying the solid concentration by
the factor 1.67, i.e. 98.3 molecular weight of
(Li0.62,K0.38)2CO3/58.9 atomic weight of Co; nCo=number of
moles of cobalt and n(Li0.62,K0.38)2CO3=number of moles of
lithium and potassium carbonates in the sample.

compared by means of the t-test [11] and any
statistically significant difference was found, indi-
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99 to 101% and are in good agreement with those
obtained using the method of standard additions.
The precision, expressed as relative standard devi-
ation, is better than 1% (n=5) for all the
analytes.

3.3. Analysis of melts

The results of the analysis of cobalt in melt
samples withdrawn at different times [12] are
given in Table 2, together with the RSDs. The
gathered results are also given in mole fraction for
an easier comparison with literature data. The
amount of cobalt increases with the increasing of
the time up to 148 h, after that the value of cobalt
does not vary for more than 5% suggesting that
this value can be taken as the solubility value of
cobalt in the Li/K carbonate melt. The complete
decomposition of the melt sample requires a
rather long time period because the amount of
lithium carbonate in the melt is near the limit of
solubility in water [13]. Care has to be taken in
the decomposition of melt to ensure complete
dissolution of any precipitate that arises from the
Li2CO3 if a dilution factor less than 33 is used.

The proposed method allows the determination
of trace levels of Co, Fe and Ni in 62/38 mol/o
Li2CO3/K2CO3 melts using aqueous standard for
calibration without the need of matrix matching
or using the method of standard additons. The
time required for the melt decomposition, prepa-

ration of solutions and analysis is about 4 h for
any metal. Moreover, the method offers the ad-
vantage of time saving using a low cost AA
spectrometer.
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Abstract

Solution equilibria between the ligand ethylenediamine-N,N %-di-3-propionate (eddp2−) and copper(II), nickel(II) or
cobalt(II) ions were studied by glass electrode pH-metric and spectrophotometric measurements in 0.1 M NaCl ionic
medium at 298.090.2 K. In the concentration limits 1.05 [metal(II)]55.0, 1.05 [eddp]510.0 and 2.55−
log [H+]510.0 mM, the formation of the following complexes with their overall stability constants, log (b9s), was
proved by the non-linear least-squares data treatment: Cu(eddp), 14.2390.04; Cu(Heddp), 16.1790.08;
Cu(OH)eddp, 3.0890.06; Ni(eddp), 8.8990.02; Ni(OH)eddp, −2.1590.06; Co(eddp), 7.1690.03; Co(OH)eddp,
−0.8390.04; Co(OH)2eddp, −10.5490.05. The mechanism of the formation and structure of the complexes, as
well as their possible analytical use, were discussed. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Solution equilibria; Complexes; Ethylenediamine-N,N %-di-3-propionate

1. Introduction

A unique place among chelating ligands is
taken by complexonates containing carboxylic
acid residues. Chelates of ethylenediaminetetraac-
etate (edta)-type ligands have been studied for

over half of a century, owing to their importance
in chemistry, medicine, agriculture, etc. [1–4]. In
analytical chemistry, chelating agents of edta-type
are of particular interest since most metal ions
could be relatively easily determined in various
samples, by a fast and simple procedure employ-
ing the complexation reaction. Of particular prac-
tical and theoretical interest among dicarboxylic
complexones is ethylenediamine-N,N %-di-3-propi-
onic acid (H2L, H2eddp; eddp2− =ethylenedi-
amine-N,N %-di-3-propionate) containing two frag-

* Corresponding author. Fax: +381-34335-040.
E-mail address: preki@knez.uis.kg.ac.yu (P. Djurdjevic)
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Scheme 1.

2. Experimental

2.1. Reagents and analysis

All chemicals used were of analytical purity
grade, products of Merck (Darmstadt, F.R.G.).
The H2eddp×2 HCl was prepared according to
the procedure described by Martell and Chaberek
[21]. The final product was recrystallized from hot
water. Elemental analysis gave: C, 35.0%; H,
6.81%; N, 10.50% (calculated for C8H16N2O4: C,
34.67%; H, 6.54%; N, 10.10%). The chloride con-
tent was determined potentiometrically by the ti-
tration with standard solution of AgNO3, using a
Gran plot, and gravimetrically by precipitation as
AgCl. Both methods gave the same result (25.3%),
within the relative error of 0.2%. The stock solu-
tions of the ligand, metal(II) chlorides, HCl,
NaOH and NaCl, were prepared and analyzed as
described previously [19].

2.2. Instruments and procedure

2.2.1. Potentiometric measurements
A Tacussel Isis 20�000 pH meter equipped with

a Tacussel TC-100 combined electrode was used
for pH measurements. The apparatus and the
procedure for calibration of the electrode system
in terms of hydrogen ion concentration, were
described in detail earlier [17,18]. During the cali-
bration of the glass electrode, the ionic product of
water was calculated and found to be pKw=
13.5490.02. All measurements were made in 0.1
M NaCl ionic medium at 298.090.2 K, as a
series of potentiometric titrations. The standard
NaOH (0.165 M) was used as a titration agent. A
Metrohm (Donau, Switzerland) Dosimat model
665 was used for delivering the base. Purified
argon was bubbled through the titrated solution,
which, in addition, was magnetically stirred.

The total concentrations of metal ions were 1.0,
3.0 and 5.0 mM with ligand to metal concentra-
tion ratios 1.2:1, 1.5:1 and 2:1. Within these con-
centration ranges, no effect of ionic medium on
the stability constants should be expected. The
main contribution to the ionic medium stems
from the chloride ion, whose concentration, dur-
ing the titration, changes very little (less than 3%)

ments of natural b-alanine amino acid (Scheme
1). The lower charge of eddp2− should be an
advantage over edta4− since there is complete
charge neutralization for eddp complexes of diva-
lent metal ions. In addition, the elongated side
chain of eddp can encircle the metal(II) ion more
favorably by forming a six-membered ring of
enhanced stability.

The metal(II) complexes with the eddp ligand
were comparatively little studied. While with the
related ligand, ethylenediamine-N,N %-diacetic acid
(edda) there are a number of recent studies con-
cerning the structure and synthesis of the com-
plexes with Zn(II) [5,6], Co(II) and Co(III) [7,8],
Fe(III) [9], Cr(III) [10] and Pt(II) [11] ions, so far
only a few metal–eddp complexes have been syn-
thesized and characterized. These include cop-
per(II)–eddp [12], nickel(II)–eddp [13], and
vanadyl(IV)–eddp [14] complexes. In order to
evaluate the analytical potential of eddp, it is
necessary to determine the stability of complexes
with many metal ions. The stability constants of
eddp chelates with transition metal ions have been
determined by Martell et al. [15]. It seems that
after Martell et al.’s work, no other data on
metal(II)–eddp solution equilibria have been re-
ported. Hence, in view of recent findings related
to the structure of eddp complexes with Co(III)
[16], Cu(II) [12] and Ni(II) [13] ions, Martell et
al.’s values for metal(II) stability constants need
to be reinvestigated in terms of the precision of
the calculated stability constants, as well as the
speciation scheme in the metal(II)–eddp systems.

In the present work, we report the study with
copper(II), nickel(II) and cobalt(II) ions. In con-
tinuation with our previous studies of edta-type
metal(II) and metal(III) complexes [17–20], we
paid particular attention to the formation of
mixed ternary complexes (hydroxy and proto-
nated) which, so far, have not been characterized
in metal(II)–eddp systems.
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and thus, activity coefficients of charged species
may be assumed to remain constant. The free
hydrogen ion concentration, [H+], was de-
creased by adding CO2-free NaOH solution to
an acidified mixture of metal(II) ion and ligand.
For each system, five to 10 different titrations
with 80–120 pH readings were carried out
within the limits 2.55− log [H+]58.5–10 (de-
pending on the metal–eddp system).

2.2.2. Spectrophotometric measurements
The UV–visible spectra were recorded on a

Varian SuperScan 3 spectrophotometer in a
350–800 nm wavelength range. The quartz cells
of 1 cm pathlength were used; the reference cell
being filled with corresponding metal-free solu-
tion. The spectra of pure metal(II) chlorides, in
0.1 M HCl solution were recorded separately
and used for the correcting the corresponding
metal–eddp spectra. For each metal(II)–eddp
system, 20 solutions were prepared with total
metal concentrations 3.0 or 5.0 mM and ligand
to metal concentration ratios 1:1 or 2:1. The pH
of the solutions was adjusted with the addition
of standard NaOH or HCl solution; thus, the
pH was varied within the limits 3.05−
log [H+]58.0–8.5 (depending on the metal–
eddp system). Care was taken to avoid the
influence of atmospheric oxygen on cobalt(II)+
eddp solutions by preparing the solutions in in-
ert (argon) atmosphere and storing, before
measurements, in volumetric flasks equipped
with Teflon corks. Additional protection was
made with ‘parafilm’ folio.

2.3. Preparation of binary and hydroxy complexes

A solution of metal(II) chloride (5 mM) was
added to an aqueous solution of H2eddp (5.2
mM) with heating to 40°C and stirring. After
cooling to room temperature, the pH of the
mixture was adjusted, by gradual addition of 20
wt% NaOH, to 9.0 for copper(II) and nick-
el(II)+eddp, and to 8.0 for cobalt(II)+eddp
solution. The obtained solutions were heated to
40°C for 5 min and left to cool again to room
temperature. At this temperature, the solutions
were allowed to stand, in a vacuum desiccator,

for several days. Solutions were then passed
through an ion-exchange column (Dowex 1X8)
to give one dominant band and some small
residual material, which was completely eluted
with 0.1 M NaCl. The dominant band was
eluted with water, the solution was evaporated
to small volume and crystallized after 1 day in a
desiccator containing methanol. The results of
elemental microanalysis are in agreement with
the formula MII(eddp)×H2O (MII=Cu, Ni or
Co). The eluant obtained with 0.1 M NaCl was
desalted using a G-10 Sephadex column. From
the obtained solutions, it was not possible to
isolate any pure substance due to precipitation
of metal(II) hydroxides during the crystalliza-
tion.

2.4. Data treatment

The concentration stability constants b=
[MpHqLr ]/[M]p[H]q[L]r were calculated with the
aid of the SUPERQUAD [22] and SQUAD [23] pro-
grams. Negative values of q denote hydroxy
complexes. The SUPERQUAD was used for evalu-
ation of potentiometric data while SQUAD was
applied to spectrophotometric data. The quality
of fit of the potentiometric data was judged by
the statistical parameters U, x2, s and s. The
parameter U is defined as U=S(pHcalc−
pHobs)2, x2 (Pearson’s test) is a measure of the
normality of the distribution of the residuals,
pHcalc−pHobs, s is a standard deviation in
residuals and s is standard deviation in calcu-
lated stability constants. The fit was considered
as acceptable when x2 was less than 12.6 (at
95% confidence level with six degrees of free-
dom), s less than 2.0 (with standard deviation in
pH measurements of 0.001 pH units and that in
volume readings 0.001 ml) and s less than 0.15
logarithmic units.

In SQUAD calculations, the statistical parame-
ters S and SD were used to assess the quality of
fit of the spectral data. The SD is a standard
deviation in residuals (Acalc−Aobs), while S=
S(Acalc−Aobs)2 where A denotes absorbance.
The fit was adequate if both SD and S were
simultaneously less than 1×10−2.
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Table 1
Stability constants, bp,q,r of the complexes formed in
metal(II)–eddp systems in 0.1 mol l−1 NaCl ionic medium at
298 K. The constants refer to the equilibrium: pM2++qH++
reddp2− X MpHq(eddp)r

log (bp,q,r9s)Complex

SpectrophotometryPotentiometry

H(eddp)− 9.3890.01 –
H2(eddp)0 15.8690.01 –

–19.1490.02H3(eddp)+

22.0690.03 –H4(eddp)2+

Cu(Heddp)+ 16.1790.08 16.0990.005
Cu(eddp)0 14.2390.04 14.2290.01

3.0890.06 3.1090.02Cu(OH)eddp−

8.9090.018.8990.02Ni(eddp)0

−2.1590.06 –Ni(OH)eddp−

7.1690.03 7.1490.002Co(eddp)0

Co(OH)eddp− −0.8390.04 −1.1290.06
–Co(OH)2eddp2− −10.5490.05

Co2(OH)2 0.7390.09–

eddp2−

where M denotes Cu, Ni or Co, ZH is an average
proton number of eddp2− while index tot denotes
total stoichiometric concentration of the species.
The maximal values of the average ligand number
were 1 for Cu(II)+eddp and Ni(II)+eddp, and
1.5 for Co(II)+eddp system. The formation
curves show a steep increase at Z�0.3–0.6 for all
the systems studied. Change of the total metal ion
concentration has no effect on the formation
curve, thus indicating the formation of mononu-
clear complexes only. From the maximal average
ligand number values attained, it may be con-
cluded that no stepwise complex formation takes
place, i.e. no formation of bis or higher binary
complexes is significant. The formation curves
obtained for the Co(II)+eddp system indicate
intensive hydrolysis in the system at pH values
higher than �6.0.

The results of SUPERQUAD data treatment are
given in Table 1. The ‘best’ model of the Cu(II)+
eddp system involves the (1, 1, 1), (1, 0, 1), (1, −
1, 1) complexes. The statistical parameters
x2=13.4 and s=2.1 indicate acceptable fit. How-
ever, scatter or residuals at pH\8.0 showed a
systematic trend. Therefore, the stability constants
of the (1, 0, 1) and (1, 1, 1) complexes were fixed,
and calculation was repeated only with points in
the pH interval 8.0–10.0. The complexes (1, −
1, 1) and (1, −2, 1) were accepted (x2=12.0 and
s=1.3) with the stability constant of the (1, −
2, 1) complex, log b1, −2, 1= −8.3390.06. In a
final calculation cycle, all points from pH 2.5 to
10.0 were included with the stability constants of
(1, 1, 1) and (1, 0, 1) complexes fixed, while these
of (1, −1, 1) and (1, −2, 1) were allowed to
float. The diol, (1, −2, 1) was rejected with a set
of statistics (x2=12.9, s=1.1) indicating good fit
of the data. Since the concentration of the diol is
less than 0.2% at pH values between 9.0 and 10.0,
it could be excluded from the speciation scheme.
From the distribution diagram (Fig. 1(a)), one
can see that hydrolytic complex (1, −1, 1) is only
a minor species in the system at pHB8.0 (its
concentration was less than 0.1%). Upon increas-
ing the pH, its concentration increases up to 6%
at pH 10.0. Nonetheless, this species is not shown
in the Fig. 1(a) since it reaches the appreciable
concentration in the pH region which is not ana-

3. Results and discussion

3.1. Protonation constants of the eddp2− ion

The protonation constants of the eddp2− ion
were determined potentiometrically under the
same medium and temperature conditions as for
complexation measurements. In total, five titra-
tions were carried out within the concentration
limits 1.05 [eddp]tot55.0 mM, 2.05−
log [H+]510.0. About 350 titration points were
included in calculation. The results of least-
squares data treatments with the aid of SU-

PERQUAD and MAGEC [24] programs are given in
Table 1.

3.2. Potentiometric measurements

The treatment of the potentiometric complexa-
tion data was initiated by making Bjerrum plots
of Z= f(− log [eddp]), where Z is an average
ligand number defined as:

Z =
[eddp]tot −

[H]tot − [H+] + [OH−]
ZH

[M]tot
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Fig. 1. Distribution diagram for (a) Cu(II)+eddp, (b) Ni(II)+eddp and (c) Co(II)+eddp systems.
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Fig. 1. (Continued)

lytically interesting. The protonated complex is
formed in significant amounts in the pH interval
between 2.0 and 3.5. Since the formation of the
simple binary complex Cu(eddp) starts in the
same pH region, both complexes are formed by
the parallel mechanism. As is widely accepted, the
mechanism of the formation involves the bonding
of N from the diamine ring to Cu(II), followed by
the bonding of the N% donor and carboxylates
with release of four protons. In the case of the
formation of the protonated complex, in competi-
tion for an oxygen donor, the proton wins, so that
probably, the carboxyl group is not coordinated
to copper, although in our previous work [19], we
found that the 3-propionic carboxyl group (from
ethylenediamine-N,N %-diacetato-di-3-propionic
acid) could be coordinated to copper through the
hydroxyl group.

In the nickel(II)+eddp system, formation of
the binary complex Ni(eddp) dominates in the
entire pH region studied, with the concentration
of the hydroxy species, Ni(OH)eddp, being less
than 1% at pH�9.0 (Fig. 1(b)). The calculated

statistical parameters (x2=12.3, s=1.1) indicate
good fit of the data. A somewhat different situa-
tion is seen in the cobalt(II)+eddp system. Poor
fit was obtained when all points from the pH
range 3.0–8.5 were included in the calculation.
Only the binary complex Co(eddp) was accepted
with too bad a set of statistics. The stability
constant of this complex was therefore calculated
from the points lying in the pH interval 3.0–5.0
and fixed in all subsequent calculation cycles. The
pH region was then broadened, to pH�7.5 and
calculations were repeated. The hydroxy complex
was accepted with a greatly improved set of statis-
tics. Both constants were then fixed and calcula-
tions were made in the pH interval 7.5–8.5. The
complexes (1, 0, 1) and (1, −1, 1) gave acceptable
fit (x2=13.6, s=2.0); however, inclusion of the
diol (1, −2, 1) somewhat improved the set of
statistics (x2=12.6, s=1.8). In addition, better
scatter of residuals was obtained in the pH region
between 7.0 and 8.5. From these reasons, the diol
was accepted in the speciation scheme. No forma-
tion of protonated complex was observed, but
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Fig. 2. UV–visible spectra of (a) Cu(II)+eddp, (b) Ni(II)+eddp and (c) Co(II)+eddp systems.

both hydroxy complexes, Co(OH)eddp− and
Co(OH)2eddp2−, are formed in significant con-
centration at pH\7.0 (Fig. 1(c)). From the distri-
bution diagram, it may be assumed that these
complexes are formed by the hydrolysis of the
binary complex, Co(eddp).

3.3. Spectrophotometric measurements

The spectra of the Cu(II)+eddp, Ni(II)+eddp
and Co(II)+eddp systems are shown in Fig.
2(a)–(c), respectively. In the Cu(II)+eddp sys
tem, the spectra, within pH limits from 3 to 8,
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Fig. 2. (Continued)

show an irregular trend upon increasing the pH,
thus indicating the formation of several species.
The blue shift of the copper band centered at
800–640 nm is due to the formation of a very
stable complex. In the Ni(II)+eddp and
Co(II)+eddp systems, the spectra are pH de-
pendent, in terms of the position of the absorp-
tion maxima as well as the shape of the
absorption bands. In the Ni(II)+eddp system,
upon increasing the pH from 3 to 8, a band
centered at 660 nm shifts toward the blue region
for approximately 40 nm and, at the same time,
its intensity increases approximately fourfold. In
the cobalt(II)+eddp system, the band centered
at 515 nm shifts to 490 nm upon increasing the
pH from to 3 to 7. At pH values higher than
6.5, a new maximum centered at 540 nm ap-
pears, indicating intensive hydrolysis at higher
pH values.

The results of SQUAD calculations are summa-
rized in Table 1. The copper(II)+eddp system
can be modeled with a satisfactorily good set of
statistics (SD=2×10−3, S=1×10−3) with

three complexes: the protonated one,
Cu(Heddp)+, the binary one, Cu(eddp), and the
hydroxy complex Cu(OH)eddp−. The spec-
trophotometrically determined formation con-
stants agree very well with these obtained by
potentiometry. In the case of the nickel(II)+eddp
system, various combinations of complexes did
not give acceptable fit. In conjunction with the
binary complex, Ni(eddp), all other complexes
were rejected or caused the procedure to diverge.
Thus, spectra of Ni(II)+eddp solutions could be
interpreted in terms of the formation of only the
Ni(eddp) complex. Its formation constant is in
excellent agreement with the potentiometric one.
Fitting the cobalt(II)+eddp spectra proved to be
a difficult task. Various combinations of com-
plexes were tried. The potentiometrically deter-
mined model did not give acceptable fit.
Therefore, along with mononuclear complexes,
some polynuclears were tested too. The satisfacto-
rily good fit (SD=3×10−3, S=2×10−3) was
obtained with the model involving Co(eddp),
Co(OH)eddp− and Co2(OH)2eddp complexes.
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Table 2
Spectral characteristics of the metal(II)–eddp complexes

omax(obs)omax(calc)Complex lmax(nm)

110 130Cu(eddp) 650
595 9.2Ni(eddp) 8.6

10.2745 9.6
14 12Co(eddp) 515

with the observation that the two 3-propionate
groups, in edtp complexes in the axial position,
are only loosely bound to the metal [25]. Thus, the
hydrolytic tendencies of the eddp complexes may
be explained taking into account their structure,
where four donors are in-plane, forming one five-
membered and two six-membered rings, with two
unequivalent water molecules in the axial posi-
tion. In the case of the Cu(eddp) complex, one
water molecule is closer to the metal while the
other is at such a distance that it is difficult to
speak, whether it belongs to the structure of the
complex or not. More tightly bound water is
responsible for the hydrolysis of the complex. The
hydrolysis of the Cu(eddp) complex occurs at pH
values higher than 8 and proceeds very moder-
ately before precipitation, at pH�11. The small
extent of the hydrolysis of the Cu(eddp) complex
may be a consequence of a relatively long distance
between the water molecule and copper ion so
that the electronic cloud around copper influences
the water molecule relatively little. The hydrolysis
of Ni(eddp) is very sluggish and slight. Its extent,
before precipitation occurs, is very small. The
Co(eddp) complex is very prone to hydrolysis.
The hydrolysis begins at pH values around 7 and
steeply increases upon increasing the pH. It seems
that coordinated water molecules are in a close
position to the 3-propionate carbonyl groups,
thus forming a spatial arrangement which facili-
tates the hydrolysis.

The complex Co(OH)2eddp was not accepted in
the model. Both the diol and the dimer are
formed at pH values higher than 6, probably by
the attachment of eddp2− to the corresponding
hydrolytic species. The obtained results are in
agreement with chromatographic data. Compari-
son of calculated absorption maxima and those
obtained experimentally for binary complexes
show excellent agreement (Table 2). At the same
time, elution of residual material with 0.1 M NaCl
indicates formation of −1 charged species in all
systems. This is in agreement with the formation
of the hydroxy complexes, although in very small
concentration.

In Table 3, the stability constants of eddp com-
plexes are compared with those of other edda-
and edta-type ligands. Complexes with edda pos-
sess considerably higher stability constants owing
to the formation of in-plane five-membered rings.
The stability constants with eddp are close to
these with the edtp ligand. This is in agreement
Table 3
Stability constants of ML complexes of metal(II) ions with edda- and edta-type chelating ligandsa

log bComplex

idpc eddad eddpeidab edtaf edtpg

14.8518.314.23 (15.1)16.2CuL 9.3610.63
6.14 13.5 8.89 (9.3) 18.4NiL 10.388.19
4.926.97 8.68CoL 16.17.16 (7.3)11.2

a ida, iminodiacetate; idp, iminodipropionate; edda, ethylenediaminediacetate; eddp, ethylenediamine-di-3-propionate; edta,
ethylenediaminetetraacetate; edtp, ethylenediaminetetra-propionate. Literature values for eddp complexes [15] are given in parenthe-
ses.

b Ref. [27], 20°C, m=0.1 M.
c Ref. [27], 20°C, m=0.1 M.
d Ref. [28], 30°C, m=0.1 M.
e This work, 25°C, m=0.1 M; Ref. [15], 30°C, m=0.1.
f Ref. [29], 20°C, m=0.1 M.
g Ref. [30], 25°C, m=0.1 M.
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As seen from the distribution diagrams (Fig.
1(a)–(c)), the maximum formation of the com-
plexes is achieved at different pH values. The
Cu(eddp) complex reaches the maximum concen-
tration at pH 4.0, Ni(eddp) at pH 6.0 and
Co(eddp) at pH 7.0. At pH 4.0, the eddp complex
with cobalt(II) does not form while that with
nickel(II) forms in negligible concentration. It
means that copper could be determined in the
presence of Ni or Co by the titration with eddp in
a buffered solution at pH 4.0. That these ions
could be simultaneously determined indicates
large spacing between formation curves and dif-
ferent position of the absorption maxima of their
eddp complexes. Convenient analytical methods
could be spectrophotometry, polarography or ion-
selective potentiometry, as in the case of other
edda- and edta-related ligands [26].
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Abstract

A highly sensitive, selective, economical and rapid method for the trace determination of zinc using fourth
derivative spectrophotometry has been proposed with 1-2-(thiazolylazo)-2-naphthol (TAN) as an analytical reagent
and ammonium tetraphenylborate (ATPB)-naphthalene as an adsorbent. Zn–TAN is quantitatively retained on
ATPB naphthalene in the pH range 6.5–9.5. The calibration plot is linear in the concentration range 0.02–1.4 mg
ml−1 Zn of DMF solution. The sensitivity of the method as determined from the slope of the calibration plot is 2.640
(d4A/dl4)/(mg ml−1). Nine replicate determinations of 5.0 mg of zinc in 5 ml of DMF give a mean signal height of
2.660 (peak to peak height between l1=597 nm and l2=585 nm) with a relative standard deviation of 1.1%. The
various conditions have been optimized and the developed method has been used for the determination of zinc in
standard alloys, environmental and pharmaceutical samples. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Zinc; 1-2(Thiazolylazo)-2-naphthol; Ammonium tetraphenylborate-naphthalene; Fourth derivative spectrophotometry;
Standard alloys; Environmental and pharmaceutical samples

1. Introduction

For the growth of both plant and animal life,
the presence of small quantities of zinc is essential
[1]. Zinc exerts beneficial effects on cardiocircula-

tory function and prevention of black foot disease
[2]. It is used in the protection of steel against
corrosion, dry batteries, photoengraving and
lithography[1]. Therefore, sensitive, selective and
rapid methods for the determination of zinc are in
great demand. Atomic absorption spectrometry
(AAS) [3], graphite furnace atomic absorption
spectroscopy (GFAAS) [4], neutron activation
analysis (NAA) [5], inductively coupled plasma–
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atomic emission spectroscopy (ICP–AES) [6], in-
ductively coupled plasma–mass spectrometry
(ICP–MS) [7], direct current plasma atomic emis-
sion spectrometry (DC–PAES) [8], X-ray fluores-
cence [9] are widely applied to the determination of
zinc at trace level. However, zinc can alternativey
be determined by spectrophotometric method.
Furthermore, the use of derivative spectrophoto-
metry offers a useful means of enhancing the
selectivity of the method due to narrow peaks. The
senstivity is also enhanced due to high signal as
compared to zero order [10]. Various recent spec-
trophotometric reagents reported in the literature
for the determination of zinc are summarized in
Table 1. Most of these reagents are less sensitive
and the preconcentration factor is also limited as
compared with the present method.

Preconcentration technique allows the improve-
ment of detection limit as well as the selectivity of
the method. Preconcentration may be achieved by
evaporation, osmosis, solvent extraction, coprecip-
itation, ion exchange (column and batch mode),
modified solid supports, electro chemical deposi-
tion and on line concentration. Some of the above
mentioned methods are non-selective, tedious and
requires rigorous control of experimental condi-
tions. Moreover, the preconcentration factor
achieved is not much favoured [11].

In the present work, ammonium tetraphenylbo-
rate (ATPB) supported on naphthalene has been
used as an adsorbent for preconcentration of zinc–
1-2-thiazolylazo-2-naphthol (TAN) complex from
its aqueous solution since zinc forms an ion asso-
ciated ternary complex (zinc–TAN–TPB) when
aqueous solution of Zn–TAN is passed over the
adsorbent. Various parameters viz. pH, flow rate,
aqueous volume, reagent concentration, choice of
solvent and interference of large number of metal
ions and anions are optimized to determine zinc
content in various alloys, environmental and phar-
maceutical samples.

2. Experimental

2.1. Apparatus and reagents

A Hitachi-330 spectrophotometer with 1.0 cm

quartz cells was used for normal and derivative
spectrophotometric measurements. An Elico pH
analyzer model LI-612 with combined glass-
calomel electrode was used for pH measurements.
All atomic absorption measurements were made
with atomic absorption spectrometer model 4129
supplied by Electronic Corporation of India Ltd.
Funnel tipped glass tube (60 mm ×6 mm id) was
used as a column for the preconcentration pur-
poses. The column was plugged with polypropy-
lene fibre and then filled with the adsorbent to a
height of 1.0–1.2 cm after pressing lightly with a
flat glass rod. All glasswares were kept overnight
in a mixture of nitric and sulphuric acid (1+1) and
washed with doubly distilled water before use.

A 1000 mg ml−1 zinc solution was prepared by
dissolving 4.3970 g of ZnSO4.7H2O in 1000 ml of
distilled water and standardized [12]. A 2.0 mg
ml−1 working solution of zinc was prepared by
diluting the stock solution. TAN was procured
from Sigma Co. (St. Louis, USA) and was used
without further purification. A 0.01% solution of
TAN was prepared in methanol and stored in an
amber coloured bottle. Buffer solutions of pH
3–7 and 7–11 were prepared by mixing appropri-

Fig. 1. Zero order spectrum of Zn(II)–TAN–ATPB–naph-
thalene complex. Zn(II): 5.0 mg; pH=8, TAN: 2 ml of 0.01%
solution; Buffer 2 ml, Flow rate: 2 ml min−1, Solvent: 5 ml of
DMF, Reference: Reagent blank.
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Table 1
Comparison of the present method for the determination of zinc with some of the recent spectrophotometric methods reported in the literature

S. No. Reagent Remarks Reference

1-(2-Pyridylazo)-2-naphthol1 o=5.15×104 l mol−1 cm−1. Medium—sodium dodecylsulphate/n-butanol/n- [14]
hepatane/water microemulsion medium limited aqueous phase volume. Concen-
tration range: 0–3.4 mg of zinc/10 ml.

O-Hydroxybenzenediazo-aminoazo benzene2 o=1.50×105 l mol−1 cm−1 presence of emulsifier n-octyl polyethylene glycol [15]
phenylether, limited aqueous phase volume. Concentration range: 0–13 mg of
zinc/25 ml.

Xylenol orange3 o=1.4×104 l mol−1 cm−1, a few metal ions interfered. Concentration range: [16]
0–5 mg of zinc/ml.

a,b,g,d-Tetrakis (3,4-hydroxy phenyl) porphine o=8.1×104 l mol−1 cm−1, limited aqueous phase, some metal ions interferred.4 [17]
Concentration range: 0–0.24 mg of zinc/ml.

Bathophenanthroline5. o=7.3×104 l mol−1 cm−1 limited aqueous phase. [18]
6. 1,3-Bis(4-phenylazophenyl) triazine o=1.63×105 l mol−1 cm−1), in the presence of triton X-100, limited aqueous [19]

phase volume. Concentration range: 0–8 mg of zinc/25 ml.
7. 1-(2-Imidazolylazo)-2-naphthol-4-sulfonic acid o=4.01×104 l mol−1 cm−1), in the presence of Triton X-100, limited aqueous [20]

phase volume. Concentration range: 0–20 mg of zinc/25 ml.
Eriochrome azurol 6B, quinoline8 o=1.1×105 l mol−1 cm−1), in the presence of cetyltrimethyl ammonium bro- [21]

mide, limited aqueous phase volume. Concentration range: 0–16 mg of zinc/25
ml.

Dithizon9 o=8.5×104 l mol−1 cm−1, a few metal ions interfered, limited aqeous phase [22]
volume. Concentration range: 0–6 mg of zinc/12.75 ml.

4-p-Nitrobenzoyl 2,4-dihydro-5-methyl-1-10 [23]o=1.09×104 l mol−1 cm−1, preconcentration factor limited
phenylpyrazol-3,one
1-(p-Azophenyl)-3-(2-thiazolyl)-triazene o=9.6×104 l mol−1 cm−1), in the presence of non-ionic surfactant triton11 [24]

X100, limited aqueous phase volume. Concentration range: 0–24 mg of zinc/25
ml.

Antipyrinyldiazo amino 2,4-dinitrobenzene o=1.75×105 l mol−1 cm−1), in the presence of triton X-100, limited aqueous [25]12
phase volume, metal ions intefered. Concentration range: 0–12 mg of zinc/25
ml.

Salicylfluorne13 o=7.7×104 l mol−1 cm−1, in the presence of cetyltrimethylammonium bro- [26]
mide, limited aqueous phase volume. Concentration range: 1–8 mg of zinc/25
ml. Detection limit 0.04 mg ml−1.

1-2-Thiazolylazo-2-naphthol (Present method)14 o=7.2×104 l mol−1 cm−1. Sensitivity, 2.64 (d4A/dl4)/mg ml−1 Concentration
range: 0.02–1.4 mg of zinc/ml of DMF. Preconcentration factor-100, a few
metal ion interfered that too were easily masked with common masking agents.
Selectivity further enhanced by pre-concentration and derivative spectrophoto-
metry. Detection limit 9.5 ng ml−1.
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Fig. 2. First, second, third and fourth order spectrum of
Zn(II)–TAN–ATPB–naphthalene complex. Conditions same
as in Fig. 1.

Fig. 3. Effect of pH. Conditions same as in Fig. 1.

ate ratios of 0.5 M solution each of acetic acid–
sodium acetate and 0.5 M ammonium acetate–
ammonia respectively. All other reagents used
were of analytical grade. Double distilled water
was used throughout the present work.

2.2. Preparation of ATPB–naphthalene adsorbent

A solution of naphthalene was prepared by
dissolving 20 g naphthalene in 35 ml of acetone
on a magnetic hot plate stirrer at 40°C. This
naphthalene solution was added in a fast stream
with continuous stirring into a beaker containing
1500 ml of doubly distilled water which was con-
ditioned to pH:9.5 by adding 25 ml of 1 M
ammonium acetate and 75 ml of 1 M ammonia
solution. Then, to this solution, 500 ml of an
aqueous solution containing 1.7 g of sodium te-
traphenylborate was added. The naphthalene co-
precipitated with NH4

+ and TPB− was stirred for
about 2 h on a magnetic stirrer. The supernatant
solution was decanted off and the remaining solid
mass was washed twice with doubly distilled wa-
ter. The adsorbent in the form of a slurry was
stored in a bottle for subsequent use.

Fig. 4. Calibration plot for Zn(II) by fourth derivative spec-
trophotometry from peak to peak measurements between l1

(597 nm) and l2 (585 nm). pH=8, TAN: 2 ml of 0.01%
solution; Buffer 2 ml, Flow rate: 2 ml min−1, Solvent: 5 ml of
DMF, Reference: Reagent blank.
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Table 2
Effect of diverse ions on the estimation of 5.0 mg of zinc

Salt of the anion/metal ion added Tolerance limit/mg

Sodium fluoride 2000
3000Sodium nitrate

10,000Potassium iodide
8000Potassium chloride

Sodium potassium tartrate 1000
10,000Potassium thiocyanate
10,000Thiourea

2000Ammonium phosphate
Dimethylglyoxime 5000

5000Sodium citrate
Sodium thiosulphate 2000
Ascorbic acid 1000

500Sodium sulphate
200Au(III)

Pt(IV) 200
80Pd(II)

250Ir(III)
280Ru(III)

Mg(II) 300
400Ba(II)
80Sn(IV)

500Zr(IV)
100aCo(II)

Rh(III) 170
Ni(II) 100a

Cu(II) 100b

80cFe(III)
400Cr(VI)
150Al(III)

Mo(VI) 50
60Bi(III)
70Th(IV)

As(III) 65
Sb(III) 80
Ca(II) 450
Ge(IV) 400

a After masking with 5 ml of 0.1% of dimethylglyoxime.
b pH was maintained at 9.5 and masking was done with 5 ml

of 0.1% of thiourea.
c After masking with 2 ml of 0.1% of NaF.

column loaded with the adsorbent was condi-
tioned to pH:8 by passing 5 ml of a buffer
solution and then sample solution was passed
through it at a flow rate of 2 ml min−1. The
packing in the column was aspirated strongly for
a few minutes to eliminate excess of water at-
tached to the adsorbent. The metal complex along
with the adsorbent was dissolved out of the
column with 5 ml of DMF. The normal and the
derivative spectra were recorded against the
reagent blank.

3. Results and discussion

3.1. Spectral characteristics

Derivative spectrophotometry is an analytical
technique of great utility for extracting both qual-
itative and quantitative information from spectral
curves composed of unsolved bands. The zero-or-
der spectrum (Fig. 1) and derivative spectra (Fig.
2) of zinc were recorded against the reagent blank.
The peak height of the derivative spectra depends
on various parameters such as scan speed, slit
width, response time and the wavelength interval
over which the spectra are recorded (Dl). In the
present study, a scan speed of 60 nm min−1; slit
width 2 nm; response time 1.0 s and Dl=10 nm
were selected from the preliminary study. The
sensitivity in case of zero order, 1.1 A/mg ml−1;
first order, 0.93 (dA/dl)/mg ml−1; second order,
0.96 (d2A/dl2)/mg ml−1; third order, 1.50 (d3A/
dl3)/mg ml−1 and fourth order, 2.64 (d4A/dl4)/mg
ml−1. The sensitivity in the fourth order is con-
siderably improved (:2.75 times more than the
second order) because peaks become much
sharper in the fourth order as compared to the
lower orders and thus resulting in much more
increase in the magnitude of the signal (Fig. 2). It
is seen that derivative leads to sharper zero order
bands and gives higher signals in the resulting
spectra thus reducing the spectral interferences.
Since senstivity and resolution in case of fourth
order derivative are much higher as compared to
normal mode and other lower derivative hence
further studies were carried out using fourth
derivative spectrophotometry. The peak to peak

2.3. General procedure

An aliquot of a solution containing 0.1–7.0 mg
of zinc was taken in a beaker containing 15 ml of
doubly distilled water. To this solution, 2 ml of
ammonia–ammonium acetate buffer (pH:8)
and 2 ml of 0.01% TAN solution were added. The
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height between l1 (597 nm) and l2 (585 nm) was
measured as the analytical signal.

3.2. Reaction conditions

The reaction conditions were established using
5 mg of zinc. The retention of zinc–TAN complex
was maximal and constant on ATPB naphthalene
adsorbent in the pH range 6.5–9.5 (Fig. 3). It was
noted that 0.5–9.0 ml of a buffer of pH:8 did
not effect the peak to peak height and 2 ml was
recommended in the present work. The flow rate
was varied from 0.5–10 ml min−1. The retention
of zinc complex was not affected when the flow
rate did not exceed 8 ml min−1 and flow rate of 2
ml min−1 has been used for safe side. However, in
case of large volume of the aqueous phase, a flow
rate of 8 ml min−1 may be used. It was observed
that zinc retention was maximal and constant
when the volume of the aqueous phase did not
exceed 500 ml. Thus, a 100-fold preconcentration
is achieved. It was noted that peak to peak dis-
tance is maximal and constant when 0.5–7.0 ml

0.01% TAN solution was used and 2 ml of 0.01%
of TAN was recommended in present study. If the
other possible interfering ions are present along
with zinc, 5 ml of TAN solution may be used.
Various solvents were tried for dissolving zinc
complex along with naphthalene. In the present
work, DMF was preferred because of high solu-
bility and stability of the metal complex in it. It
was found that 2–3 ml of DMF was sufficient to
dissolve the complex along with naphthalene, thus
further increasing the sensitivity of the method.

3.3. Retention characteristic of ATPB naphthalene

Preliminary studies indicated that the retention
capacity of adsorbent is considerably improved
with the use of tetraphenylborate. It may be act-
ing as a counter ion in the formation of neutral
complexes. Tetraphenylborate forms a weakly
bonded ion pair with NH4

+ in aqueous solution
and coprecipitate with microcrystalline naph-
thalene as follows:

NH4
+ +TPB− X (NH4

+)(TPB−)(s)

Table 3
Determination of zinc in standard alloys

Sample Concentration of zinc (%)Certified composition (%)

Certified Value Observed valuea

NKK No.920 (Al 0.79490.017Si, 0.78; Fe, 0.72; Cu, 0.71; Mg, 0.46; Cr, 0.27; Ni, 0.29; Ti, 0.15; 0.80
Sn, 0.20; Pb, 0.10; V, 0.15; Bi, 0.06; Ga, 0.05; Co, 0.10; Sb, 0.10;Alloy)
Ca, 0.03

1.76 1.74590.029NKK No.1021 (Al– Si, 5.56; Fe, 0.99; Cu, 2.72; Sn, 0.10; Mg, 0.29; Cr, 0.03; Ni, 0.14;
Ti, 0.04; Pb, 0.18; V, 0.007; Zr, 0.01; Bi, 0.01; Sb, 0.01, Ca, 0.004Si–Cu–Zn alloy)

a Average of five determinations 9S.D.

Table 4
Analysis of Zinc in Environmental Samples

Sample Amount of zinc found by present Amount of zinc found by AAS
method (mg g−1)amethod (mg g−1)a

Flyash near Indraprastra power station, New 126.293.2 126.593.25
Delhi, India

24.8090.524.7190.4Soil Near Wazirpur Industrial Area, New Delhi,
India

a Average of five determinations 9S.D.
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Table 5
Analysis of zinc in pharmaceutical sample

Sample Certified composition Certified value of Value by present
method of zinc (mg)azinc (mg)

Fefol-Z (Smithkline Beecham Pharmaceutical, Ban- Iron sulphate I.P.b=150 mg; Zinc sulphate monohydrate = 22.190.3922.5
61.8 mg (22.5 mg of elemental zinc); Folic Acid 0.5 mggalore, India)

Vitamin A I.P. 5000 I.U.; Vitamin D3 I.P.4000 I.U.; Vitamin 99.791.2 (reported asZincovit (Apex Laboratories Pvt. Ltd., Sidco Phar- 100.0 (reported
E I.P.151 I.U; Thiamine Mononitrate I.P.10 mg; Riboflavinmaceutical Complex, Alathur, India) zinc sulphate)as zinc sulphate)
I.P. 10 mg; Pyridoxine hydrochloride 2.0 mg; Cyanocobal-
amine 7.5 mcg; Niacinamide 50 mg; Calcium Pantotherate 10
mg; Ascorbic Acid 75 mg; Magnesium oxide 30 mg; Man-
ganese sulphate 2.8 mg; Copper sulphate 2.0 mg; Zinc sul-
phate 100.0 mg; Selenium dioxide 70 mg.

a Average of five determinations 9S.D.
b I.P. Indian Pharmacopoeia.
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NH4
+ –TPB− ion pair produced from TPB and

ammonium acetate in aqueous solution when sup-
ported on naphthalene was unstable and partly
desorbed from the surface of naphthalene in the
column on passing the buffer solution. Thus, the
NH4

+ –TPB− ion pair was prepared in acetate
buffer pH:9.5. The adsorbent shows excellent
adsorption characteristic towards retention of
metal ions. In the present work TPB− is selected
as the counter ion because of its high purity and
moderate price.

3.4. Calibration, sensiti6ity and detection limit

On the basis of the above developed optimum
conditions, a calibration graph was constructed
according to the general procedure (Fig. 4). It was
linear over the concentration range 0.02–1.4 mg of
zinc per ml of DMF solution. Nine replicate
determination of 5 mg of zinc in 5 ml of DMF
solution gave mean intensity (peak to peak height
between l1 and l2) 2.660 with relative standard
deviation of 1.1%. The sensitivity of the method
was [2.640(d4A/dl4)/(mg ml−1)] from the slope of
the calibration plot. The detection limit of the
method was 9.5 ng ml−1[13].

3.5. Effect of di6erse ions

The effect of various salts of anions and cations
on the adsorption and subsequently on the deriva-
tive spectrophotometric determination of 5 mg of
zinc were studied. The tolerance limit (error B3%)
is given in Table 2. Among the salts examined,
most did not interfere when present 400 times in
excess. Among the metal ions studied, most did not
interfere when present 15 times in excess. However,
Cu(II), Fe(III), Co(II) and Ni(II) could be toler-
ated to higher levels by masking, Cu(II) with
thiourea–sodium thiosulphate, Fe(III) with
sodium fluoride or ascorbic acid and Co(II) and
Ni(II) with dimethylglyoxime respectively.

4. Analytical applications

The accuracy and applicability of the proposed
method was evaluated by its application on vari-

ous standard alloys, environmental and pharma-
ceutical samples.

4.1. Application to the analysis of standard alloys

A 0.1 g sample of each standard alloy was
dissolved in 50–60 ml of 6 M HCl by heating on
hot plate, then 3–5 ml of 30% hydrogen peroxide
was added to it. The excess of the peroxide was
decomposed by heating the solution on a hot
plate. The solution was cooled, filtered if needed
and diluted to 1000 ml with distilled water in a
calibrated standard flask. Then, 10 ml of this
solution was taken and made up to 250 ml in a
volumetric flask. Then, 50–100 ml of the sample
solution of standard alloys was taken and ana-
lyzed by the general procedure. The results are
given in Table 3.

4.2. Application to the analysis of en6ironmental
samples

Solid environmental samples were oven dried at
200°C for 2 h. A 1.0–5.0 g of each of the sample
was decomposed with 50–60 ml of 6 M HCl, then
3–5 ml of 30% hydrogen peroxide was added to
it. The mixture was heated on a hot plate almost
to dryness. The residue was dissolved in 10 ml of
1 M HCl filtered if needed, and the solution was
made up to 1000 ml with doubly distilled water in
a calibrated standard flask. The 50–100 ml of
each solution was taken individually and analyzed
by the general procedure after masking Fe(III)
with NaF. The results are given in Table 4.

4.3. Application to the analysis of pharmaceutical
samples

The tablet/capsule (one of each) was dissolved
in 10 ml of 70% perchloric acid. The solution was
evaporated to dryness, digested with 5 ml of 0.1
M HCl, then filtered if needed. The solution was
made up to 1000 ml with doubly distilled water in
a calibrated flask. Then 1.0 ml of this solution
was taken and made up to 250 ml in a calibrated
flask. A 50–75 ml of this solution was taken and
analyzed by the general procedure after masking
iron with NaF. The results are given in Table 5.
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Abstract

The supramolecular interaction of nile blue sulphate (NBS) with nucleic acids was studied by investigating the
characteristics of the interaction absorption spectra on the basis of the drug binding process in organic system in
which small amount of drug interacting with large amount of biological macromolecules involves, and an accordingly
binding model for organic dyes with large amount of macromolecules was established. At pH 7.40 and ionic strength
0.004, the H-aggregation of NBS occurs with increasing NBS concentration. The NBS aggregates can be bound to
both calf thymus DNA and fish sperm DNA by the ratio of each nucleotide residue with a molecule of NBS if the
concentration of DNAs is more than 15-fold excessive. The corresponding binding constant for the interaction of
NBS with DNAs is about 103 order, with which thermodynamic parameters for the interactions, such as the change
of free energy, enthalpy and entropy at 25°C, were calculated. It was found that the binding of NBS with thermally
denatured DNA is similar to that with native yeast RNA, which indicates H-aggregation of NBS can be encouraged
by single stranded nucleic acids. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Nucleic acids; Nile blue sulphate; Absorption spectrum

1. Introduction

The study of the supramolecular recognition of
organic dyes with biological macromolecules has
become an increasingly interested research field
for the recent decades, especially in the field to
study the interactions of functional organic dyes

with biological macromolecules in order to inves-
tigate the micro-structure of biological macro-
molecules and to simulate the biophysical process
[1,2]. The studies on the supramolecular interact-
ing systems, because of the formation of the com-
plex species of the interacting subunit by virtue of
the intermolecular linkage, resulting in organized
structures and functions which none of the inter-
acting subunits should have, can be studied by
investigating the binding characteristics of organic
dyes [3]. Depending on the molecular symmetry
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and the environmental conditions, the interactions
of organic dyes with nucleic acids generally in-
volve in three mechanisms: the intercalation of the
organic dyes into the base pairs of the double
stranded structure of nucleic acids [4]; the groove
binding in which the organic dyes locate in the
major or minor groove of DNA [4]; and the long
range assembly of the organic dyes on the molecu-
lar surfaces of nucleic acids [5,6]. Based on those
bindings, analytical methods of biological macro-
molecules have been established [7–13].

In the drug binding process in a practical or-
ganism system, a common observed case is the
interaction of small amount of drug with large
amount of biological macromolecules [14]. On
this account, we try to establish interaction mod-
els of organic dyes with nucleic acids on the basis
of drug binding in the presence of large amounts
of biological macromolecules in the present paper.
It was found that each molecule of NBS is bound
to one nucleotide residue of DNA and the reac-
tion is not affected significantly by ionic strength
if the concentration of nucleic acids is 15-fold
larger than that of NBS. Binding constant is
about 103 order, which indicates that the interac-
tion is weak and new supramolecular complexes
are formed [15].

2. Experimental

2.1. Reagents

The stock solutions of DNAs and RNA were
prepared by dissolving commercially purchased
calf thymus DNA (ctDNA, Beitai Biochemical
Co., Chinese Academy of Sciences, Beijing,
China), fish sperm DNA and yeast RNA (fsDNA
and yRNA, Shanghai Institute of Biochemistry,
Chinese Academy of Sciences, Shanghai, China)
in doubly distilled water. For DNAs, 24 h or
more were needed at 4°C, with gentle shaking
occasionally. The concentrations of nucleic acids
were determined according to the absorbances at
260 nm after establishing that the absorbance
ratio A260/A280 was in the range 1.80–1.90 for
DNAs and 1.90–2.00 for yRNA. The molarities
of nucleic acids were calculated by using oDNA=

6600 M−1 cm−1 and oRNA=7800 M−1 cm−1,
respectively [16]. 0.003 M and 7.5×10−5 M
working solution of nucleic acids, including
ctDNA, fsDNA and yRNA, were used according
to necessity.

The stock solution of nile blue sulphate (NBS)
was prepared by dissolving the crystallized
product (The Third Chemical Reagent Plant of
Shanghai, Shanghai, China) in to water. Its work-
ing solution was 2.0×10−4 M.

Tris–HCl buffer solution (pH 7.40) buffer was
used to control the acidity, while 0.1 and 1.0 M of
NaCl solution was used to adjust the ionic
strength of the aqueous solutions.

All other reagents were of analytical-reagent
grade without further purification. Doubly dis-
tilled water was used throughout.

2.2. Apparatus

All absorption determination was made by us-
ing a Hitachi U-3400 Spectrophotometer (Tokyo,
Japan). A pH S-10A digital pH meter (Xiaoshan
Scientific Instruments Plant, Zhejiang, China) was
used to measure the pH values of the solutions,
and an MVS-1 vortex mixer (Beide Scientific In-
strumental Ltd., Beijing, China) was used to blend
the solutions in the volumetric flasks.

2.3. Method

Into a 10-ml volumetric flask were added ap-
propriate working solution of nucleic acids and
1.0 ml of buffer solution, vortexed and then
added NBS solution. The mixture at last was
diluted to 10.00 ml by using doubly distilled water
and mixed thoroughly. All absorption measure-
ments were obtained against the blank treated in
the same way without nucleic acids.

3. Results and discussion

3.1. Absorption characteristics

Fig. 1 shows the absorption characteristics of
NBS and those for the interactions of NBS with
ctDNA. At pH 7.40, NBS has its maximum ab-
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sorption in the region from 640.2 to 637.6 nm. By
increasing its concentration, NBS has its a maxi-
mum absorption band characterized a few
nanometer’s hypsochromic shift, with the appear-
ance of an increasingly apparent absorption band
at 603.4 nm. It was found that the ratio of
Amax/A603.4 decreases with increasing NBS concen-
tration (Table 1), which indicates some aggrega-
tion of NBS occur with increasing NBS
concentration and the band located at 603.4 nm
should be ascribed to H-aggregation species of
NBS [17]. The change of Amax/AH can come to
0.338 with increasing NBS concentration from
0.4×10−5 to 2.0×10−5 M. In addition, the
aggregation mechanism of NBS in the aqueous
medium at pH 7.40 can be supported by the
absorption in the region of 640.2–637.6 nm which

does not follow Beer’s law if the concentration of
NBS is higher than 1.2×10−5 M.

In contrast to the H-aggregation mechanism of
NBS, a new absorption band at 657.8 nm appears
without any shift of the absorption band with
increasing NBS concentration if the concentration
of ctDNA or fsDNA is 15-fold more than that of
NBS in the interacting system. One important
phenomenon is that the new band at 657.8 nm
shows significant hyperchromic effect compared
to the band in the region from 640.2 to 637.6 nm,
and no significant shoulder peak can be observed
at the corresponding H-aggregation band of NBS.
These absorption spectra indicate that the interac-
tion of NBS with ctDNA or fsDNA results in new
complex. It is worth noting that the absorption
band should be ascribed to the absorption of the
new complex because nucleic acids have no ab-
sorption band in the region under consideration,
and their concentrations, 15-fold more than that
of NBS, keep the concentration of free NBS very
small, and to be neglected. Fig. 1 shows the newly
formed complexes have larger absorptivity than
that of NBS at the their maximum absorption
wavelength. It was found that the aborsbance
ratio at their maximum wavelength, ADNA–NBS/
ANBS, decreases with increasing NBS concentra-
tion until 1.2×10−5 M (Table 1), and then keeps
constant. This phenomenon possibly indicates
that the aggregation of NBS occurs with increas-
ing NBS concentration.

From Fig. 1, it is obvious that the absorption
increases with increasing NBS concentration in
the presence of 3.0×10−4 M ctDNA, and two
equal absorption points can be obtained at 637.6
and 669.7 nm for each absorption spectrum of
different concentration of NBS. The two equal
absorption points, which can obtained arbitrarily
to some degree, should be carefully determined by
measuring the absorbances at different concentra-
tion levels of NBS. In the same way, we can
obtain the equal absorption points at 637.6 and
670.8 nm for the interaction of NBS with fsDNA.
However, we can not find the equal absorption
points for the interactions of NBS with native
yRNA, which is similar to the interaction of NBS
with thermally denatured ctDNA (Fig. 2). So we
can conclude that the interaction of NBS with

Fig. 1. Absorption spectra of NBS and NBS–ctDNA mix-
tures. ctDNA concentration constant at 3.0×10−4 mol l−1;
pH, 7.40; Ionic strength, 0.004. Solid line: NBS; dashed line:
NBS–ctDNA.
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Table 1
Aggregation of NBS supported by Amax/AH and ADNA−NBS

max/ANBS
max ratio in aqueous mediuma

Concentration of NBS (×10−5 M)

2.01.60.8 1.20.4

NBS
637.4637.9638.7639.2lmax 640.2

1.279 1.200 1.158 1.105Amax/AH 1.443

DNA–NBS
1.201 1.206ADNA−NBS

max/ANBS
max 1.343 1.248 1.186

a AH was determined at 603.4 nm, where the absorption peak of H-aggregation band located. pH: 7.40; ionic strength: 0.004;
Concentration of DNAs: 3.0×10−4 M. The change of Amax/AH with was 0.338 with increasing NBS concentration from 0.4×10−5

to 2.0×10−5 M.

nucleic acids can be used to explore the helix
structure of nucleic acids.

3.2. Binding number of the interaction determined
by dual wa6elength

Since nucleic acids have no absorption band in
the region under consideration, and the concen-
trations of DNA are more than 15-fold excessive,
so the absorption band shown in Fig. 1 should be
ascribed to the absorption of the new complex.
Therefore, the absorbance at any wavelength for
NBS–DNA interacting system can be expressed
as:

A=ANBS+ANBS–DNA=o [NBS]+o %[NBS–DNA]
(1)

where o and [NBS] are the molar absorptivity and
the concentration of free NBS at equilibrium,
while o % and [NBS–DNA] are the molar absorp-
tivity and the concentration of bound NBS at
equilibrium, respectively. So, the absorbance dif-
ference at 637.6 and 669.7 nm, DA, can be de-
scribed by:

DA=A637.6−A669.7

= (o %637.6−o %669.7)[NBS–DNA]

+ (o637.6−o669.7)[NBS] (2)

Since the equal absorption of the complex at
637.6 and 669.7 nm, namely, o %637.6=o %669.7, Eq. (2)
can be expressed as:

DA= (o637.6−o669.7)[NBS] (3)

namely, DA is in proportion to the free concentra-
tion of NBS at equilibrium. So, by determining
the absorbance difference at 637.6 and 669.7 nm
we can calculate the value of [NBS], the free
concentration of NBS in NBS–ctDNA interacting
system; and by determining the absorbance differ-
ence at 637.6 and 670.8 nm we can calculate the
value of [NBS] in NBS–fsDNA interacting
system.

Define the average binding number of NBS
with each nucleotide residue of DNA, n, as:

n=
cNBS− [NBS]

cDNA

(4)

where cNBS and cDNA are the total concentration
of NBS and nucleic acids, respectively. Rearrange
Eq. (4), we have,

cNBS

cDNA

=n+
[NBS]
cDNA

(5)

so cNBS/cDNA has linear relationship with [NBS]/
cDNA by the intercept of n, the binding number of
NBS with each nucleotide residue. Table 2 lists
the binding number for the interactions of NBS
with ctDNA and fsDNA with the dual wave-
length method, from which we can conclude that
each NBS molecule binds with one nucleotide
residue of double-stranded DNA. So it is possible
in the newly formed complex of DNA that NBS
exists in monomer state, not in aggregate state.
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Fig. 2. Absorption spectra of the interactions of NBS with single-stranded nucleic acids. (a) NBS with thermally denatured ctDNA;
(b) NBS with native yRNA. Concentrations of nucleic acids constant at 3.0×10−4 mol l−1; pH, 7.40; Ionic strength, 0.004. Solid
line: NBS; dashed line: NBS with nucleic acids. Concentration of NBS in order of increasing at their maximum absorption
wavelength (×10−5 mol l−1): 0.4; 0.8; 1.2; 1.6; 2.0.

3.3. Binding constant of the interaction
determined by a6erage molar absorti6ity

According to the results of Table 2, each NBS
molecule binds one nucleotide residue of DNA, so
we can establish following equilibrium:

DNA+NBSUNBS–DNA

then the apparent binding constant, Kapp, can
expressed as:

Kapp=
[NBS−DNA]
[DNA][NBS]

(6)

where [DNA] is the equilibrium concentration of
DNA. When the concentration of DNA is large
enough, 15-fold excessive, for instance to keep
[DNA]=cDNA, we can express Kapp as:

Kapp=
[NBS−DNA]

cDNA[NBS]
(7)

Define average absorptivity, oapp, as the ratio of
the total absorbance of the solution with the total
concentration of NBS, cNBS, namely:

A=oappcNBS=oapp[NBS–DNA]+oapp[NBS] (8)

where the thickness of sample cell was considered
as 1 cm. Since

A=o [NBS]+o %[NBS–DNA] (9)

so Eq. (8) can be expressed as:

[NBS−DNA]
[NBS]

=
o−oapp

oapp−o / (10)

Substitute Eq. (10) to Eq. (7), yielding
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Table 2
The binding number of NBS with DNAs determined by dual wavelength methoda

Linear correlation coefficient (r)Linear regressionConcentration of nucleic acids (×10−6 molNucleic acids
equationl−1)

y=1.31+1.03x 0.9998ctDNA 3.0
0.9997y=1.26+1.15x6.0

y=1.08+1.08x 0.9902fsDNA 3.0
y=1.16+1.10x 0.99846.0

a [NBS] was determined by using DA=−0.0066+17616.4 [NBS] (r=0.9985) which was obtained by the absorbance difference at
637.6 and 669.7 nm for a series of concentration of NBS. pH: 7.40; ionic strength: 0.004.

Kapp=
o−oapp

cDNA(oapp−o /)
(11)

Rearrange Eq. (11), we can obtain:

(o−oapp)=
oapp−o

KappcDNA

+ (o−o /) (12)

Namely, by plotting (o−oapp) against (oapp−o)/
cDNA, which can yield a slope of K−1

app, we can
calculate the binding constant. Table 3 lists the
values of the binding of NBS with ctDNA and
fsDNA, respectively, which were calculated ac-
cording to Eq. (12) with the absorption data
obtained at wavelength 637.6 nm.

3.4. Binding equilibrium as studied by absorbance
change

When NBS coexists with DNA, suppose NBS
can interact only to one kind of separated binding
site of DNA, then,

DA= (1−x)A0+xAb (13)

where x is the molar ratio of bound NBS with
DNA to free NBS, A0 is the absorbance at the
wavelength considered without addition of DNA,
and Ab is the absorbance of the NBS–DNA
complex at the wavelength considered. By rear-
ranging Eq. (13), we have,

[NBS]’

cNBS

=
DA−A0

Ab−A0

(14)

where [NBS]% is the total concentration of bound
NBS with DNA. If DNA has an n separately
independent binding site for NBS, then the inter-
action of NBS with DNA can be expressed as:

nNBS+DNA�
Ka

(NBS)nDNA

where n is the number of NBS bound to each
nucleotide of DNA, and (NBS)nDNA stands for
the NBS–DNA complex. So we can get the bind-
ing constant of the interaction, Ka,

Ka=
[n(NBS)nDNA]
[NBS][nDNA]

=
[NBS]%

[NBS][nDNA]
(15)

According to material equilibrium principle, we
have

[NBS]=cNBS− [NBS]% (16)

and

[DNA]=
ncDNA− [NBS]’

n
(17)

Substitute Eq. (15) with Eq. (16) and Eq. (17),
yielding:

cNBS

[NBS]’
=

1
Ka(ncDNA− [NBS]’)

+1 (18)

Combine Eq. (14) with Eq. (18), yielding

A0−DA
A0−Ab

cNBS=ncDNA−
A−DA
DA−Ab

1
Ka

(19)

So by using the slope and the intercept of the
chart of (A0−DA)cNBS/(A0−Ab) against (A0−
DA)/(DA−Ab), we can obtain the binding num-
ber, n, and the binding constant, Ka. Table 4 lists
the binding number and constant for the interac-
tions of NBS with ctDNA and fsDNA, respec-
tively. It can be seen that the results of Table 4
are identical with those of Tables 2 and 3.

Generally, the binding of organic dyes with
biological macromolecules is depicted by using
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Table 3
Binding constant of NBS with DNAs determined by average molar absorptivitya

Linear regression equation Linear correlation coefficient (r) Binding constant (mol−1 l)Nucleic acids

y=0.00006+0.00031x 0.9999ctDNA 3225.8
y=0.000015+0.00030x 0.9999fsDNA 3333.3

a All data were obtained at wavelength 637.6 nm at 25°C. pH: 7.40; ionic strength: 0.004; Concentrations of DNAs: 3.0×10−4

mol l−1.

Scatchard plot [17]. It is obvious that the binding
study according to Eq. (19) is different from
Scatchard analysis. At first, the data treatment
according Eq. (19) is very simple, it does not
involve complicate calculation. In addition,
Scatchard analysis treats the reaction as a true
combination of the ligand with specific sites on
the macromolecules, but the reality is not often
the case [17].

3.5. Effects of the state of nucleic acids on the
equilibrium

Because of the negative backbone of nucleic
acids which originates from the phosphate ion,
the stranded structure of nucleic acids is very
sensitive to the change of ionic strength. Gener-
ally, the controller of ionic strength of the solu-
tion, Na+, for instance, acts as a counter ion to
reduce the unwinding tendency due to electro-
static repulsion between the negatively charged
phosphate groups on adjacent nucleotides, and
lead stability of the double stranded structure of
the DNAs if the ionic strength is higher than 0.01
[3–5]. In this report, however, the concentration
of nucleic acids is too excessive, the sensitive
effect of ionic strength seems disappear if the
ionic strength in the solution is lower than 0.02.
Table 4 lists the binding number and binding
constant of NBS with ctDNA and fsDNA, from
which it can be seen that if the ionic strength is
higher than 0.02, the binding number and binding
constant decrease.

One important phenomenon is the similarity
between the binding of NBS with single-stranded
DNA and that with native RNA. Fig. 2 shows the
binding of NBS with thermally denatured ctDNA
and with native RNA, respectively. It can be seen

that the interactions of NBS with thermally dena-
tured DNA and native RNA, namely, single-
stranded nucleic acids, produces two absorption
bands around 610 and 655 nm, showing
hypochromic effect and bathochromic shift com-
pared with the characteristic absorption bands of
NBS itself. The band located at 610 nm, corre-
sponding the H-aggregation band of NBS itself,
scarcely shows wavelength shift with increasing
the concentration of NBS; the band around 655
nm, however, having larger absorptivity than that
of the H-aggregation band. The absorbance ratio
for the two bands, Amax/AH, decreases with in-
creasing NBS concentration from 0.4×10−5 to
2.0×10−5 M, with the Amax/AH change from
0.365 to 0.414 for thermally denatured ctDNA–
NBS binding and yRNA–NBS binding, respec-
tively(Table 5).The Amax/AH ratio change, which
greatly depends on increasing NBS concentration
indicates that the interactions of NBS with single
stranded nucleic acids result in aggregation spe-
cies of NBS complex[3]. As Table 5 can be seen
that the change of absorbance ratio is obviously
larger than that of NBS itself in Table 1, that
possibly indicates the aggregation of NBS in the
presence of single stranded nucleic acids occur. In
other words, H-aggregation of NBS can be en-
couraged by single stranded nucleic acids.

3.6. Thermodynamic parameters of the
interactions of NBS with DNAs

In the binding system of supramolecular inter-
actions, Gibbs free energy change, DG0

cpl, is a very
important parameters, which reflects the binding
degree and the stability of the newly formed
supramolecular complex. DG0

cpl can be calculated
according following equation [18]:



C.Z. Huang et al. / Talanta 49 (1999) 495–503502

Table 4
Binding number and constant of NBS with nucleic acids determined by the change of absorbancea

Linear regression Binding constantLinear correlation coeffi-Nucleic acids Binding numberIonic strength
cient (r)equation (mol−1· l)

0.9967 3225.80.97y=0.00029ctDNA 0.004
+0.00031x

3448.31.020.9991fsDNA y=0.000310.004
+0.00029x

y=0.00030 3333.30.9971 1.00ctDNA 0.010
+0.00030x

0.930.9981 3225.8ctDNA y=0.000280.020
+0.00031x

0.9979 0.83ctDNA 0.030 y=0.00025 2857.1
+0.00035x

0.67 2380.10.9991y=0.00020ctDNA 0.040
+0.00042x

a All data were obtained at 25°C at the wavelength 657.8 nm. pH: 7.40; Concentrations of DNAs 3.0×10−4 mol l−1.

DG0
cpl= −RT ln K (20)

where the R is molar gas constant with the value
8.31 J K−1 mol−1, T the absolute temperature, K
the binding constant. The calculated DG0

cpl is re-
lated to the change of Helmholz free energy,
DH0

cpl, and entropy change, DS0
cpl, of the

supramolecular interactions [18]:

DG0
cpl=DH0

cpl−TDS0
cpl (21)

Since the study was constructed at constant tem-
perature and pressure, DH0

cpl approximates to
zero. So we can calculate the values of DS0

cpl for
the interactions of NBS with DNAs. Table 6 lists
the thermodynamic parameters for the suprmolec-
ular interactions of NBS with DNAs. From Table
6 it can be seen that the interaction is a sponta-
neous process characterized entropy increase.

4. Conclusion

At near physiological acidity and ionic strength
0.004, the H-aggregation of NBS resulting from
increasing NBS concentration was characterized,
and the aggregation band locates at 603.4 nm. It
was found that the H-aggregation of NBS was

encouraged by single stranded nucleic acids. Con-
sidering the drug binding process in organic sys-
tem in which small amount of drug interacting
with large amount of biological macromolecules
involves, an binding model for organic dyes with
large amount of macromolecules was established,
by which the interaction of NBS with double
stranded nucleic acids were investigated. It was
found that the interaction of NBS with double
stranded nucleic acids occurs by the ratio of each
nucleotide residue of DNAs binding one NBS
molecule with the binding constant at 10−3 order.
Calculation of the thermodynamic parameters of
the interaction, including Gibbs free energy
change, DG0

cpl, Helmholz free energy, DH0
cpl, and

entropy change, DS0
cpl, shows supramolecular

complexes formed, in which NBS exists in
monomer.
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Table 5
Aggregation of NBS in the presence of single-stranded nucleic acidsa

2.01.2Concentration of NBS (×10−5 M) 1.60.4 0.8

654.1 652.3ctDNA–NBSb lmax (nm) 657.6 656.8 654.6
1.0851.1351.1941.287Amax/AH 1.448

657.4 654.2 654.1yRNA–NBSc lmax (nm) 652.3657.3
1.376 1.258 1.180Amax/AH 1.1171.536

a pH: 7.40; ionic strength: 0.004; Concentration of nucleic acids: 3.0×10−4 M. The change of Amax/AH was 0.365 and 0.414 for
thermally denatured ctDNA–NBS binding and native yRNA–NBS binding, respectively, with increasing NBS concentration from
0.4×10−5 to 2.0×10−5 M.

b Thermally denatured ctDNA.
c Native yRNA.

Table 6
Thermodynamic parameters of the interactions of ST with nucleic acidsa

Thermodynamic parameters DG0
cpl (kJ mol−1) DH0

cpl (kJ mol−1) DS0
cpl (kJ mol−1·K)

26.806ctDNA −20.006 0
0fsDNA −20.172 28.655

a T=298 K; pH: 7.40; ionic strength: 0.004.
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Abstract

An asynchronous merging zones was proposed with simultaneous introduction of the sample and of the modifier
reagent, ascorbic acid in the studied case, for sequential determination of Fe(II) and Fe(III) in pharmaceutical
products. The sample and reagent attained a merging point at different times owing to the use of a delay reactor in
the reagent channel. By inserting a large sample and controlling the dispersion in the flow system, Fe(II) and Fe(III)
were sequentially measured in the front and in the rear of the sample zone, respectively. The results obtained for Fe
redox speciation in pharmaceutical products are in agreement at a 95% confidence level with those obtained with a
manual spectrophotometric procedure. The analytical frequency with the proposed flow analysis system was 54
samples h−1, i.e. 108 determinations h−1. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Sequential determination; Asynchronous merging zones; Redox iron speciation

1. Introduction

To increase the versatility of the flow analysis
systems several strategies have been proposed for
simultaneous or sequential determinations. These
systems were based on diverse schemes, such as
the use of various sample loops, flow splitting,
combination of various detectors and multiele-
mentar detection [1].

The serial insertion of sample loops separated
by a large coil (1400-cm) was proposed by Fer-
nandez et al. [2] and the parallel insertion of a
sample loop with different residence times was
evaluated by Kozuka et al. [3]. In both cases the
analytes had distinct reaction rates.

Cosano et al. [4] proposed an asymmetric merg-
ing zones system with parallel injection of the
sample and Nessler’s reagent. When the injector is
in the sampling state, a large volume of sample is
inserted in a loop composed by three stages, i.e. a
first sample region, an enzymatic column contain-
ing urease and a second sample region positioned

* Corresponding author. Fax: +55-16-2608350.
E-mail address: bello@dq.ufscar.br (O. Fatibello-Filho)
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in this sequence. One fraction of the sample aspi-
rated flowed through the enzymatic column twice;
the other fraction of the sample did not flow
through the column. With this strategy it was
possible to determine ammonia and urea in the
front and in the rear of the sample zone, respec-
tively. This is a creative strategy, but it is not a
general one and obviously different analytes re-
quire distinct enzymatic columns. The asymmetric
merging zones is an extension of the merging zone
concept proposed by Bergamin’s group in the end
of the 1970s [5–7].

Alonso et al. [8] proposed a sandwich technique
for multicomponent determination. In this paper,
a reducing reagent (ascorbic acid) was introduced
in series and it mixed partially with a large sample
zone. In spite of the ingenious flow diagram, the
potential disadvantages are the use of a single line
system and the possibility of carryover between
the reducing reagent presented in the rear of the
sample zone and the front of the next injected
sample.

Yamane and Goto [9] also determined Fe total
and Fe(II) with 1,10-phenanthroline. In this case,
a merging zones system was designed to insert in
a parallel and synchronous way a large sample
loop and an acid ascorbic loop. In the merging
point, occurred a partial mixing between the front
of the sample zone and the reagent. The system
must be designed to avoid the penetration of the
reducing solution in the rear part of the sample
zone, in which only Fe(II) should react forming
the ferroin complex.

The zone penetration approach was also ex-
ploited by the Center for Process Analytical
Chemistry group for multicomponent analysis.
These authors demonstrated the chemical possi-
bilities coming from the production and interpre-
tation of complex chemical gradients in flow
systems [10].

More recently Fe(II) and Fe(III) were sequen-
tially determined by inserting a confluent reagent
point in the sample loop [11]. The best character-
istic of this flow system is the possibility to create
different regions in the sample zone by confluent
introduction of the reagent.

In this work it is proposed an asynchronous
merging zones system in which a large sample

volume and a smaller reagent volume, called as
modifier reagent, since it acts chemically to mod-
ify part of the sample zone, are simultaneously
introduced, but they attain a merging point at
different times owing to the use of a delay reactor
in the reagent channel. By inserting a large sample
volume and by proper control of the dispersion in
the flow system, two analytes can be sequentially
determined in the front and in the rear of the
sample zone.

The synchronous system proposed by Yamane
and Goto [9] and the asynchronous system here
proposed are similar but they differ in the carry-
over effect that can occur in the sample zone. As
depicted on Fig. 1 the introduction of the modifier
reagent in the front of the sample zone can imply
in the dispersion of the modifier reagent zone
inside the rear of the sample zone (intra-sample

Fig. 1. The letters S and R represent the introduction point
(sample and reagent). The letters S% and R% represent the
sample zone profile and the reagent zone profile, respectively.
(a) Asynchronous merging zones system: reagent zone is
formed in the rear of the sample zone (system proposed here),
(b) Synchronous merging zones system: reagent zone is formed
in the front of the sample zone.

Fig. 2. Flow diagram of the asynchronous merging zones
system. The capital letters C, S, R, and R2 represent the carrier
(water), sample loop (400 cm, 2000 ml), ascorbic acid loop (10
cm, 50 ml), and 1,10-phenanthroline solution, respectively. LR,
B1, and D are a 75 cm delay reactor, a 100 cm tubular reactor,
and a spectrophotometric detector (l=520 nm), respectively.
Confluence points are represented as a and b. Numbers in
parentheses are the flow rates in ml min−1. W-waste.
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Fig. 3. Transient signal showing two well-resolved signals in
the same sample zone, the first one a plateau corresponding to
Fe(II) and the second one a peak corresponding to (Fe(II)+
Fe(III)).

USA) model Chicago II three channel strip-chart
recorder. Samples and/or reference solutions in-
jection were performed using a temporized pro-
portional Micronal (São Paulo, Brazil) model
B352 commutator. Reference solutions containing
Fe(II) and Fe(III) were prepared using a Schott
Geräte model T80/20 and a Braud Brinkmann
model Digital Buret II burettes.

2.2. Reagents and solutions

All reagents used were of analytical-reagent
grade and all solutions were prepared with water
from a Millipore (Bedford, MA, USA) Milli-Q
system (model UV Plus Ultra-low Organics
water).

Reference solutions containing Fe(II) and
Fe(III) were made by diluting stock solutions (200
mg l−1). The Fe(II) stock solution were prepared
from Fe(NH4)2(SO4)2.6H2O (Mohr’s salt) and the
Fe(III) stock solution was prepared with this same
salt and adding 0.02 mol l−1 KMnO4 solution,
until a persistent pink colour was obtained, before
diluting to 1000 ml with 0.014 mol l−1 nitric acid.

The chromogenic reagent was prepared dissolv-
ing 0.500 g of 1,10-phenantroline in 50 ml of 2.0
mol l−1 acetate buffer (pH 5.5) and diluting to
500 ml with deionized water. The modifier reagent
(1% w/v ascorbic acid solution) was daily pre-
pared by dissolving ascorbic acid (Merck) in
water.

The manual thiocyanate procedure for the de-
termination of Fe(III) used was identical to that
recommended by Marczenko [12].

Pharmaceutical products samples (Combiron,
Ferrous sulfate solution) were prepared by dilu-
tion of commercial liquid samples in 0.014 mol
l−1 nitric acid solution.

2.3. Analytical procedure

The diagram of the flow analysis system used is
shown in Fig. 2. Samples containing Fe(II) and
Fe(III) and the modifier reagent (ascorbic acid)
were introduced simultaneously by a proportional
comutator in each carrier. The reagent zone
flowed through a delay coil and merged with the
rear of the sample zone in the point a, reducing

carryover), which is undesirable. On the other
hand, when the modifier reagent is inserted in the
rear of the sample zone as proposed, it disperses
in the carrier and its carryover in the next injected
sample can be easily avoided. The present pro-
posal can be readily implemented for the determi-
nation of two analytes in two distinct points of
the sample zone taking full advantage of the
dispersion characteristics and of the chemistry
involved. The feasibility of this proposal was
showed using a model system for determination of
total Fe and Fe(II) in pharmaceutical products.

2. Experimental

2.1. Apparatus

An eight channel Ismatec (Zurich, Switzerland)
model 7618-40 peristaltic pump supplied with
Tygon pump tubing was used for propulsion of
fluids. The manifold was constructed with
polyethylene tubing (0.8 mm i.d.). Absorbance
was measured at 520 nm with a Micronal (São
Paulo, Brazil) model B342II spectrophotometer
using a Hellma flow-through cell (optical path 1.0
cm) and connected to a Cole Parmer (Niles, IL,
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Fig. 4. Experimental demonstration of the addictivity condition: analytical curves for Fe(II)  and Fe(III) �.

Fe(III) to Fe(II) in this zone. At point b, the
1,10-phenanthroline solution is inserted by conflu-
ence in the sample zone. The reducing and colori-
metric reactions developed in the B1 coil and the
absorbance of the formed ferroin was measured at
520 nm.

3. Results and discussion

A flow analysis system with asynchronous
merging zones was projected to attain two main
objectives: the sensitivity for Fe(II) in the front
and in the rear of the sample zone should be the
same, and the sensitivity reached for Fe(III) in the
rear of the sample zone should be equivalent to
that obtained for Fe(II). These conditions were
called as additive principle and the adoption of it
implied in a simplification of the analytical proce-
dure, since the analytical curve obtained for one
of the analytes can be used for the determination
of both and the difference between the absorbance

signal related to Fe total (the rear of the sample
zone) and the absorbance signal related to Fe(II)
(the front of the sample zone) is directly propor-
tional to the concentration of Fe(III).

In the Fig. 3 is shown a transient signal gener-
ated by inserting 2000 ml of reference solution
containing 2.5 mg l−1 Fe(II) plus 2.5 mg l−1

Fe(III) and 50 ml of ascorbic acid (1% w/v) em-
ploying the flow diagram depicted on Fig. 2. It
can be seen a clear separation between the first
plateau signal formed by the ferroin complex
formed from Fe(II) and the second peak gener-
ated by the ferroin complex formed from total Fe,
since the rear of the sample zone was modified by
action of the modifier agent.

The effect of each carrier flow rate, i.e. the
sample and the reagent carrier, on the formation
of the sample zone is pronounced. The system was
adjusted to guarantee the asynchronous character
and the volume of each loop was chosen to con-
trol the carryover between sample and reagent in
the sample zone. The best condition to form two
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Fig. 5. Triplicate transient signals for reference solutions containing each one 5.0 mg l−1 (Fe(II)+Fe(III)) generated by
combination of different concentrations of Fe(II) and Fe(III).

well-resolved signals in the same sample zone was
attained using flow rates of 3.2 and 0.8 ml min−1

for sample and reagent, respectively (Fig. 3).
To reach conditions compatible with the addi-

tive principle, it is suitable to use a sample volume
which led to two distinct regions of signal maxima
and this was attained using a sample loop larger
than 1000 ml. Unless when mentioned, a 2000 ml
sample loop was used in all experiments. The
establishment of two distinct regions of signal
maxima is not essential when using a very repro-
ducible equipment for propulsion of solutions and
a digital system for data acquisition.

The effect of the volume of ascorbic acid in-
serted in the system was evaluated and it was
observed that with volumes smaller than 250 ml
there is no carryover between the rear of the
sample zone containing the modifier reagent and
the front of the next injected sample.

Other aspect relevant is to establish suitable
experimental conditions to reach the additive con-
dition. When the delay coil (LR) varied from 55 to
75 cm, the additive condition was obeyed and the
analytical curves for Fe(II) and for Fe(III) pre-
sented the same sensitivity. In the Fig. 4 are
showed analytical curves prepared from solutions
containing 5.0 mg l−1 of total Fe, but with differ-
ent concentrations of Fe(II) and Fe(III) in each.
The transient signals are showed in the Fig. 5.
The relative standard deviation for total Fe con-
centration determined by summation of the Fe(II)
and Fe(III) was 0.74% (n=15).

The repeatabilities obtained for eleven consecu-
tive injections of a reference solution containing
2.5 mg l−1 Fe(II) and 2.5 mg l−1 Fe(III) was 1.81
and 1.30%, respectively (n=11). The mean con-
centrations of Fe(II) and Fe(III) did not differ at
a 95% confidence level.
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Table 1
Determination of Fe(II) and Fe(III) using the proposed asynchronous merging zones system and a manual procedurea

Sample Proposed procedure (g l−1) Comparative procedure (g l−1)

Fe(II) Fe(III)Fe(II)Fe(III)

7.3490.03 1.7990.08 7.2590.06 1.8390.07A
2.1490.076.9890.042.0790.076.9290.03B

2.5290.08 7.1690.05C 7.1290.05 2.6890.08

a Mean values and S.D. (n=3)

To evaluate the effect of the Fe(II) and Fe(III)
concentration ratio an experiment was carried out
maintaining constant the Fe(II) concentration in
0.25 mg l−1 and varying the Fe(III) concentra-
tions from 1.0 to 7.5 mg l−1. When the Fe(III)
concentration was 5.0 mg l−1, i.e. 20-fold higher
than Fe(II) concentration, the intra-sample carry-
over was 10%.

The analytical frequency attained with the pro-
posed flow analysis system was 54 samples h−1,
i.e. 108 determinations h−1. The flow analysis
method was applied to the determination of Fe(II)
and Fe(III) in pharmaceutical products used as a
supplement of iron and supposed to contain only
Fe(II) since this is the form of Fe easily absorbed
in our body. The results are showed in Table 1
and it can be seen that all samples contained an
appreciable amount of Fe(III) probably formed
by oxidation after starting using the product or
after expiration of the shelf lifetime, since some
samples were collected from old flasks. There is
no difference at a 95% confidence level between
the results obtained with the proposed method
and those obtained with a manual spectrophoto-
metric procedure.

The asynchronous system is feasible and it
could be adopted for others sequential determina-
tions since the chemistry involved is properly ad-
justed. Its application to redox speciation, as
demonstrated for Fe(II) and Fe(III) determina-
tion, and blank corrections is straightforward.
The analytical frequency attained with this system
was better than that reached with the reagent
introduction in the sample loop [11], without

causing adverse effects on sample and reagent
dispersion.
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Analyst 113 (1987) 803.
[3] S. Kozuka, K. Saito, K. Oguma, R. Kuroda, Analyst 115

(1990) 431.
[4] J.S. Cosano, J.L. Calle, J.L. Pinillos, P. Linares, M.D.

Luque de Castro, M. Valcarcel, Anal. Chim. Acta 221
(1989) 173.

[5] H. Bergamin Filho, E.A.G. Zagatto, F.J. Krug, B.F.
Reis, Anal. Chim. Acta 101 (1978) 17.

[6] E.A.G. Zagatto, F.J. Krug, H. Bergamin Filho, S.S.
Jorgensen, B.F. Reis, Anal. Chim. Acta 104 (1979) 279.

[7] B.F. Reis, H. Bergamin Filho, E.A.G. Zagatto, F.J.
Krug, Anal. Chim. Acta 107 (1979) 309.

[8] J. Alonso, J. Bartroli, M. Del Valle, R. Barber, Anal.
Chim. Acta 219 (1989) 345.

[9] T. Yamane, E. Goto, Anal. Sci. 5 (1989) 221.
[10] D.A. Whitman, M.B. Seasholtz, G.D. Christian, J. Ruz-

icka, B.R. Kowalski, Anal. Chem. 63 (1991) 775.
[11] A.F. Oliveira, O. Fatibello-Filho, M.C.T. Diniz, J.A.
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Abstract

A 1:12 phosphomolybdic anion film modified carbon paste electrode (PMo12 electrode) is prepared by electrochem-
ical deposition and its application is studied by cyclic voltammetry. The film modified electrode can adsorb PMo12

selectively and thus be used for the determination of trace phosphorus. In a solution containing 2 mg ml−1

phosphorus, the relative standard deviation is 4.69% (n=4), the peak height also varies linearly with the concentra-
tion of phosphorus over the range 0.4–25 mg ml−1, and the detection limit is 0.04 mg ml−1. The method is convenient
and rapid. It has been used for the determination of inorganic phosphorus in phytic acid directly with satisfactory
results. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Chemically modified electrode; Phosphomolybdic acid; Phosphorus; Phytic acid

1. Introduction

In recent years, more and more attention has
been introduced to the electrochemical study of
isopoly and heteropoly oxometalates [1–10]. Up to
now, modifications with isopoly and heteropoly
acids has been restricted to glassy carbon electrode
chiefly and carbon paste electrode is rarely dis-
cussed. In this report, a 1:12 phosphomolybdic
anion (PMo12) electrode is prepared by cycling the
potential at 100 mV s−1 between 0.6 and 0.1 V in
0.5 mol l−1 H2SO4 containing 10 mg ml−1 phos-
phorus, 3×10−3 mol l−1 paramolybdate and 16%

(V/V) acetone. The electrode is applied to the
determination of inorganic phosphorus in phytic
acid without any pretreatment. The procedure is
easy and convenient to operate, and the results are
in accordance with those obtained by the compari-
son method. The detection limit is 0.04 mg ml−1

and most anions and cations do not interfere. The
method is also very promising because it supplies
a voltammetric determination for the elements
which are difficult to determine by voltammetry.

2. Experimental

2.1. Apparatus

Electrochemical experiments were performed on
* Corresponding author. Fax: +86-27-87876070.
E-mail address: lugh@163.net (L. Guanghan)
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an XJP-821B neopolarography (Jiansu Electro-
analysis Instrumental Factory, China) equipped
with a Model 3033 X-Y recorder (Sichuan,
China). A three electrode system was used. The
reference electrode was a saturated calomel elec-
trode (SCE), the counter electrode was a platinum
sheet and the working electrode was a PMo12

electrode. The electrolytic cell was a 50 ml beaker.
A U-2000 double beam spectrophotometry
(Japan) was used for method comparison.

2.2. Reagents

Unless otherwise specified, all solutions were
prepared from analytical-reagent chemicals and
triply distilled water.

A 1 mg ml−1 stock phosphorus solution was
prepared from KH2PO4 which had been dried at
105�110°C for 2 h. Standard solutions were
obtained by diluting the stock solution with
water.

Mixed solution was prepared by adding 139 ml
concentrated sulfuric acid into 300 ml water, dis-
solving 18.5 g (NH4)6Mo7O24·4H2O after cool,
and then diluting to 1000 ml with water.

Electrode modification solution was composed
of 10 mg ml−1 phosphorus, 3×10−3 mol l−1

paramolybdate, 0.5 mol l−1 sulfuric acid and 16%
(V/V) acetone. It should be allowed to stand for
about 5 min before use.

2.3. Preparation of PMo12 electrode

Carbon paste that contained 5 g graphite pow-
der (spectroscopically pure) and 2 ml paraffin oil
(chemically pure) was put into a glass tube (4.0
mm i.d) and a copper rod was inserted through
the opposite end to establish electrical contact.
The carbon paste surface was smoothed on trans-
parent paper until the surface had a shiny appear-
ance. Thus, a carbon paste electrode was obtained
and used as the working electrode. After seven
scans between 0.6 and 0.1 V at a scan rate of 100
mV s−1 in the modification solution, the working
electrode was taken out and washed with water to
remove excess PMo12. Thus, the PMo12 electrode
was prepared (Fig. 1).

2.4. Procedure

To the standard or sample solution (0.4–25 mg
ml−1 phosphorus), added 10.00 ml mixed solu-
tion and 8.0 ml acetone. Diluted to 50 ml and
mixed thoroughly. The solution was allowed to
stand for 5 min. The measurements were carried
out after an open circuit adsorption for about 30
s while the solution was gently stirred. After a rest
period of 15 s, the cyclic voltammogram was
recorded between 0.6 and 0.1 V at a scan rate of
100 mV s−1 (Fig. 2). After each determination,
the PMo12 electrode needed rinsing with water.
ip,c1 (Ep,c1=0.33 V vs SCE) was used for quantita-
tive analysis.

3. Results and discussion

3.1. Process of electrode modification

A comparison of modified gold, glassy carbon
and carbon paste electrodes showed that the sensi-
tivity of modified carbon paste electrode was the
highest. Therefore, carbon paste electrode was
selected as the matrix.

The acidity of the modification solution had a
considerable effect on the formation of PMo12. In
the experiments, 0.5 mol·l−1 sulfuric acid was

Fig. 1. Repetitive cyclic voltammograms of the process of
electrode modification. 10 mg ml−1 phosphorus+3×10−3

mol l−1 paramolybdate+0.5 mol l−1 sulfuric acid+16%
(V/V) acetone.
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Fig. 2. Cyclic voltammograms of 1:12 phosphomolybdic anion
(PMo12) electrode in solutions to be analysed. (1) 3×10−3

mol l−1 paramolybdate+0.5 mol l−1 sulfuric acid +16%
(V/V) acetone. (2) 10 mg ml−1 phosphorus+3×10−3 mol
l−1 paramolybdate+0.5mol l−1 sulfuric acid+16% (V/V)
acetone.

Fig. 3. Dependence of the ip,c1 peak height of phosphorus on
the time in a modification solution without acetone. 10 mg
ml−1 phosphorus+3×10−3 mol l−1 paramolybdate+0.5
mol l−1 sulfuric acid.

of the complete reaction between PO4
3− and

Mo7O24
6−. Considering the solubility of

H3PMo12O40, K3PMo12O40 and the nearly re-
versible character of the two pairs of oxidation–
redox peaks showed by Fig. 2, the electrode only
needed rinsing with water before the next determi-
nation. The same PMo12 electrode was used to
determine the solutions containing 10, 1 mg ml−1

phosphorus alternately, and the relative standard
deviations both were less than 5% (n=4). This
result suggested that PMo12 adsorbed on the
PMo12 electrode was not the formation of new
film but the result of selective adsorption.

chosen because PMo12 could be completely
formed and well-defined peaks could be obtained
at this acidity.

Acetone can be used as a spiked and stabilized
reagent in analysis [11]. The electrodes were im-
mersed (carbon paste electrode as working elec-
trode) into the newly prepared modification
solution and the time� ip,c1 experiments were car-
ried out. For a modification solution without
acetone, the peak height increased with the accre-
tion of time up to 5 min, above which it started to
decline (Fig. 3). With the addition of 16% (V/V)
acetone, the peak height increased considerably
and became stable after 5 min (Fig. 4).

When cycling between 0.6 and 0.1 V, two pairs
of well-defined oxidation–redox waves were ob-
tained (Fig. 1). After seven scans, the peak height
became stable and thus the PMo12 electrode was
prepared. Both the sensitivity and reproducibility
of the PMo12 electrode were good.

3.2. Characterization of PMo12 electrode

PMo12 could be selectively adsorbed at the
PMo12 electrode under open circuit. In order to
obtain a stable peak height, the solution to be
analysed was required to stand for 5 min because

Fig. 4. Dependence of the ip,c1 peak height of phosphorus on
the time in a modification solution containing 16% (V/V)
acetone. 10 mg ml−1 phosphorus+3×10−3 mol l−1

paramolybdate+0.5 mol l−1 sulfuric acid+16% (V/V) ace-
tone.
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Table 1
Determination of inorganic phosphorus in the samples

This method (%) Spectrophotometric method (%)Samples Recovery (%)

10.3990.14 102.910.0990.47aPhytic acid 1
4.8290.15 4.9890.19 96.1Phytic acid 2

Phytic acid 3 2.1890.03 89.22.7490.04

a Values are expressed as mean9S.D. (n=3).

The effect of scan rate on the peak current was
examined over the range 20–200 mV s−1 in a
solution containing 10 mg ml−1 phosphorus. It
showed that the peak height increased linearly
with the square root of scan rate, as expected for
a diffusion-controlled process. Considering the
sensitivity and reagent blank, the scan rate was
chosen to be 100 mV s−1.

In a solution containing 10 mg ml−1 phospho-
rus, DEp of the two pairs both were nearly 30
mV. According to the equation DEp=59 mV
n−1, 25°C [12], n1=2, n2=2. Thus, the possible
stoichiometry is:

7PO4
3− +12Mo7O24

6− +72H+

=7PMo12O40
3− +36H2O

PMo12O40
3− +2nH+ +2nel [H2nPMo12O40]3−

When cycling between 0.6 and 0.1 V, n is equal
to 1 and 2.

3.3. Principle of quantitati6e

All the four peaks had linear relationships be-
tween the peak currents and the phosphorus con-
centration over the range 0.4–25 mg ml−1. The
linear regression equations and the correlation
coefficients were as follows:

ip,c1�Cp, y=5.11+2.13x, r=0.9990;

ip,c2�Cp, y=4.84+1.39x, r=0.9948;

ip,a1�Cp, y=4.25+3.00x, r=0.9991;

ip,a2�Cp, y=3.41+1.18x, r=0.9978.

From these, it can be seen that ip,c1 and ip,a1 are
better. In these experiments, ip,c1 was chosen for
its good ability to resist interference.

3.4. Interferences

The tolerence for various foreign ions was stud-
ied for the determination of 2 mg ml−1 phospho-
rus. The results showed that at least 500-fold
Na+, K+, SO4

2−, NO3
−, 100-fold Cu2+, Cd2+,

SiO4
2−, BO3

−, 50-fold AsO4
3−, TeO4

3−, 5-fold
Pb2+ had little effect on the determination.

3.5. Sample analysis

In this practical analysis, the method was ap-
plied to the determination of inorganic phospho-
rus in three different phytic acid samples. The
results are summarized in Table 1. The samples
used for method comparison should be intro-
duced into a column filled with 717 basic anion-
exchanger, inorganic phosphorus was eluted with
0.2 mol l−1 NaCl and then applied to a spec-
trophotometric method [13], respectively (Table
1). In order to evaluate the validity of the pro-
posed method, recovery studies were carried out
on samples to which known amounts of phospho-
rus had been added (Table 1).
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Abstract

A rapid and sensitive method is described for the detection of melatonin in rat pineal gland and melatonin tablets.
Capillary electrophoresis (CE) with electrochemical detection (EC) was used. This method had high sensitivity and
good reproducibility. The detection limit of melatonin was as low as 1.3×10−9 mol/l (0.30 fg). There was a linear
range of concentration from 3.9×10−7 to 3.25×10−5 mol/l with a correlation coefficient of 0.999. The linear
equation was Y=8.27+0.0042X with a slope of 0.0042 pA/nM. The relative standard deviations of the peak current
response and the migration time for 16 continuous injections of 6.5 mM melatonin were 4.5 and 0.48%, respectively.
The proposed method was applied to detect melatonin in the rat pineal gland and the melatonin tablets. Good results
were obtained compared with previous reports. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: End-column; Amperometric detection; Melatonin; Capillary electrophoresis

1. Introduction

Melatonin, a hormone of pineal gland, plays a
very important role in many mammalian physio-
logical functions. Increasing attention has been
focused on it because of its important influence on
mammalian life. Melatonin may delay the aging
process perhaps owing to its ability to scavenge
free radicals [1,2]. The temporal changes of mela-
tonin level can lead to reproductive malfunctions
[3–5], neurological and psychiatric disorders [6,7],
and can also affect some genomic actions [8]. So,

in recent years, there has been an increased inter-
est in developing accurate analytical methods
valid for the quantitation of melatonin including
amino acid method [9], gas-liquid chromatogra-
phy with electron-capture detection [10], gas chro-
matography-mass spectrometry (GC-MS) [11],
high performance liquid chromatography with ra-
dioimmunoassay (RIA) [12], fluorometric [13] and
amperometric detection [14–16]. However, these
methods have some limitations on sensitivity, se-
lectivity or versatility.

High performance capillary electrophoresis
(HPCE) has become a very important technique
in separation and detection areas because of its
minimal sample volume requirement, short analy-

* Corresponding author. Fax: +86-431-5689711.
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sis time and high separation efficiency. Moreover,
HPCE coupled with electrochemical detection
(EC) can also provide high sensitivity and selectiv-
ity. The detection of melatonin by HPCE-EC has
advantages over other methods mentioned above
such as rapid speed, high sensitivity and good
selectivity. Moreover, this method was very
reproducible.

Fig. 3. The effect of 10 mM MES running buffer pH on the (a)
peak current and (b) migration time of 32.5 mM melatonin at
the CFE. Separation capillary, 25 mm i.d., 40 cm long. Operat-
ing voltage, 15 kV. Sample injection, 2 s at 15 kV. Detection
potential, +1.0 V vs. Ag/AgCl.

Fig. 1. Cyclic voltammograms of MES buffer (10 mM, pH
5.44) (a) without and (b) with 0.25 mM melatonin at the CFE.
Scan rate: 50 mV/s.

In this work, a 33-mm carbon fiber microdisk
electrode (CFE) was used for end-column amper-
ometric detection of melatonin. It is a rapid and
sensitive method for the determination of mela-
tonin. The detection limit of melatonin was as low
as 1.3×10−9 mol/l (0.30 fg). There was a linear
range of concentration from 3.9×10−7 to 3.25×
10−5 mol/l with a correlation coefficient of 0.999.
The linear equation was Y=8.27+0.0042X with
slope of 0.0042 pA/nM. The relative standard
deviations of the peak current response and the
migration time for 16 continuous injections of 6.5
mM melatonin were 4.5 and 0.48%, respectively.
This method was used to detect melatonin in rat
pineal gland and melatonin tablets.

2. Materials and methods

2.1. Reagents

Melatonin was obtained from Aldrich (Milwau-
kee, WI) and 2-(N-morpholinol)-ethanesulfonic
acid (MES) (pKa 6.15) was purchased from
Sigma. Melatonin tablets were made by Zhejiang
Huangyan Pharmaceuticals. All chemicals were

Fig. 2. Hydrodynamic voltammograms of MES buffer (10
mM, pH 5.44) (a) without and (b) with 32.5 mM melatonin at
the CFE. Separation capillary, 25 mm i.d., 40 cm long. Operat-
ing voltage, 15 kV. Sample injection, 2 s at 15 kV.
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analytical reagent grade and used as received. A
stock solution of melatonin (1.3 mM) was made
in doubly distilled water and stored at −70°C.
Working solutions were freshly prepared daily to
the required concentration with doubly distilled
water (passed through a 0.45-mm membrane
filter).

2.2. Apparatus

Electrophoresis in the capillary was driven by a
high-voltage power supply (Spellman CZE 1000R,
Plainview, NY). A 40-cm length of 25-mm i.d.,
320-mm o.d. uncoated fused-silica capillary was
used (Yongnian Optical Fiber Factory, Hebei,
China). The capillary was flushed with 0.1 mol/l
sodium hydroxide solution overnight before use.

The construction of the complete CE system
with electrochemical detection was built in the
laboratory [18]. End-column detection was em-
ployed using a wall-jet configuration. Detection
was performed in the amperometric mode using a
three-electrode system, with a carbon fiber mi-
crodisk (33 mm diameter) working electrode, a
Ag/AgCl (saturated KCl) reference electrode and
a platinum auxiliary electrode. Potential control
and current output was provided by a PAR
Model 400 amperometric detector (USA). Data
collection from the electropherogram was pro-
vided by a Philips computer configured as a
Gilson 715 HPLC system controller software.

Cyclic voltammetry was carried out with a
Model 832 computerized voltammetric analyzer
(CH Instruments, TN) in a three-electrode system
cell which was similar to the detection cell system.

Sample introduction was accomplished by an
electromigration system and the volume injected
was calculated in the continuously filling mode by
recording the time required for the sample to
reach the detector.

2.3. Sample preparation

Samples for the determination of melatonin
were obtained from male albino rats of weight ca.
200 g. The animals were killed at 07:00 h under a
very dim red light and the pineal were removed.
The pineals were stored at −70°C until use.
Before analysis, the pineals were dissolved in 0.1
M perchloric acid and then thoroughly disrupted.
After that, the tissue homogenate was immedi-
ately centrifuged at 2500 rev. min−1 for 20 min at
0°C. The clear supernatant was rapidly frozen in
poly(propylene) tubes at −70°C.

The melatonin tablets were crushed to fine pow-
der and dissolved in doubly distilled water. The

Fig. 4. Electropherograms of (A) 130 mM standard melatonin,
(B) melatonin tablets, (C) rat pineal gland (I) without spiked
melatonin and (II) with spiked 10 mM melatonin. Other condi-
tions (A) and (B): MES buffer (10 mM, pH 5.44); (C) MES
buffer, (0.1 M, pH 5.44). Separation capillary, 25 mm i.d., 40
cm long. Operating voltage, 15 kV. Sample injection, 2 s at 15
kV. Detection potential, +1.0 V vs. Ag/AgCl.
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solution was filtered through a membrane filter
(0.45 mm). This stock sample was further diluted
with the electrophoretic medium before injection.

3. Result and discussion

3.1. Cyclic 6oltammetry

The cyclic voltammogram of melatonin at the
CFE is shown in Fig. 1. It can be seen that
melatonin can be easily oxidized with peak poten-
tial at 0.85 V.

3.2. End-column CE-EC system using a carbon
fiber microdisk electrode

Compared to the normal-sized electrode, a mi-
croelectrode has many advantages, including
rapid mass transport towards the electrode, very
rapid relaxation, very small ohmic drop values,
and in flow systems a high signal-to-noise ratio
owing to edge effect [17]. A 33-mm CFE was
employed in our work.

Fig. 2 shows the hydrodynamic voltam-
mograms (HDVs) of the CFE with and without
melatonin in the buffer electrolyte over the ap-
plied potential range between 0.6 and 1.2 V (vs.
Ag/AgCl). From the HDVs, it can be seen that
the response of the melatonin increases with in-
creasing positive potential until reaching a plateau
at 0.95 V. As a compromise of high sensitivity
and low background current, a potential of 1.0 V
vs. Ag/AgCl was chosen for melatonin detection.

The effect of pH of MES running buffer on
peak current and migration time with CE-EC of
melatonin at the CFE was investigated over a
range of pH from 3.06 to 9.00 (Fig. 3). When pH
changed from low to high, the peak current in-
creased and migration time decreased. After pH
5.50, the tendency of both peak current and mi-
gration time was towards the plateau. Considering
both the sensitivity and migration time of mela-
tonin, a pH value 5.44 was chosen for CE-EC.

The electropherogram of melatonin is shown in
Fig. 4A. The different concentrations of mela-
tonin were measured and the response versus
concentration for melatonin is linear from 3.9×

10−7 to 3.25×10−5 mol/l. The linear equation
was Y=8.27+0.0042X with a correlation coeffi-
cient of 0.999 (n=6). The detection limit was
found to be 1.3×10−9 mol/l (S/N=3). Based on
an injection volume of 1.0 nl, this corresponds to
0.30 fg. The slope of the curve obtained was
0.0042 pA/nM.

In order to observe the reproducibility of this
method, the response of melatonin at the CFE in
the CE-EC system was studied by making 16
replicate injections of 6.5 mM melatonin. To guar-
antee reproducibility, the capillary was rinsed
with doubly distilled water (1 min), 0.1 M sodium
hydroxide (1 min), doubly distilled water (1 min)
and running buffer (5 min) before each run. The
relative standard deviations of current response
and migration time were 4.5 and 0.48%,
respectively.

3.3. Application

In order to examine the application of the
method, the level of melatonin was measured in
melatonin tablets. The electropherogram for
melatonin tablet is shown in Fig. 4B. The content
of melatonin in each piece of melatonin tablet was
found to be 18.2 mg by the internal standard
addition method.

Fig. 4C (I) and (II) are the electropherograms
of the rat pineal gland sample without and with
spiked melatonin. The level of melatonin in rat
pineal gland was very low. But as the amperomet-
ric detection in capillary electrophoresis has high
sensitivity and selectivity, it can be applied to
detect melatonin in the rat pineal gland. The
concentration of melatonin in the rat pineal gland
was 19.394.5 pg/pineal which is similar to a
previous report [15].

3.4. Life of the electrode

When the standard melatonin sample and mela-
tonin tablets sample were analysed, in order to
obtain good reproducibility, only the capillary
was washed before each run as mentioned above
and the electrode was not treated. When detecting
the rat pineal gland, some species from the sample
was adsorbed onto the surface of the electrode, so
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the electrode was required to be reactivated. The
electrode can be refreshed by means of cyclic
potential scanning for 3 min between −0.5 and
1.5 V vs. Ag/AgCl at a scan rate of 100 mV/s
without dislocating from CE-EC cell body. The
electrode can be used continuously for about 6
months.

4. Conclusion

The present study demonstrates that an end-
column CE-EC system with a CFE can be used to
detect melatonin. This method has high sensitivity
and good reproducibility. The detection limit of
melatonin was as low as 1.3×10−9 mol/l (0.30
fg). A linear range of concentration was from
3.9×10−7 to 3.25×10−5 mol/l with a correla-
tion coefficient of 0.999. The linear equation was
Y=8.27+0.0042X with a slope of 0.0042 pA/
nM. The relative standard deviations of the peak
current response and the migration time for 16
continuous injections of 6.5 mM melatonin were
4.5 and 0.48%, respectively. It can be applied to
practical samples such as melatonin tablets and
rat pineal gland.
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Abstract

A rapid and sensitive sorbent extraction hydride generation-flow injection analysis atomic absorption spectrometric
(HG-FIAS-AAS) method is described for the determination of As(III) and As(V) based upon online preconcentration
on a microcolumn packed with activated alumina. In the present procedure these arsenicals are complexed with
quinolin-8-ol-5–sulphonic acid from neutral solutions in the flow injection system and adsorbed on the column. The
preconcentrated species are eluted with 10% HCl, mixed with 0.5% sodium borohydride and carried to the HG-FIAS
cell with a carrier gas flow rate of 75 ml min−1. The retention efficiency is found to be better than 98% with sensitivity
enhancement of 12 and 10 for As(III) and As(V), respectively, for a 20 s preconcentration period. The respective
detection limits are 0.05 and 2 ng ml−1 for As(III) and As(V). The throughput of the samples is found to be 60 h−1,
with a loading time of 20 s. The method has been applied to sea water samples. © 1999 Elsevier Science B.V. All
rights reserved.

Keywords: Arsenic; Sea water; Atomic absorption spectrometry

1. Introduction

The detection of arsenic species can be greatly
increased through the use of hydride generation
(HG) [1–8], HG-total reflection X-ray fluores-
cence [9] and HG-graphite furnace atomic absorp-
tion spectrometry (AAS) [10] have been used for
the determination of arsenic in biological materi-

als and food respectively. Magnuson et al. [11]
have recently developed an ion-chromatographic
separation for arsenic species with a HG system
and inductively coupled plasma-mass spectromet-
ric (ICP-MS) detection. Palladium and iridium
are used as modifiers during determination of
arsenic by electrothermal vaporisation-ICP-MS
following in-situ trapping of hydrides [12]. Mester
and Foder [13] have measured different arsenic
species by using HG-atomic fluorescence
spectrometry.

* Corresponding author. Fax: +91-471-490186/491712.
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Flow injection analysis (FIA) procedures for As(III)/As(V)

SI. no. Species Detection ReferencesSample Sample fre- FIALinear rangeDetection limit
quency (samplesmethod
h−1)

(2) (3) (4) (5) (6) (7) (8)(1) (9)
As(III) AAS – – 8 mg l−11. 40 ng–0.5 mg [22]Hydride genera-

tionml−1

As(III) ICPAES –2. – 5.2 mg ml−1 – ’’ [23]
As(III) GFAAS – –3. – – ’’ [24]
As(III) UV-Vis4. – 30 – – ’’ [25]
As(III) AAS – –5. 3.9 mg l−1 – ’’ [26]
As(III) AAS – – –6. – ’’ [27]
As(III) and ’’AAS – 107. 0.25 mg ml−1 Upto 30 mg [28]
As(V) ml−1

8. As(III) and [29]AAS – – 0.4 mg l−1 Upto 100 mg ’’
ml−1As(V)

As(III) ICPAES – – 50 mg l−1 Upto 100 mg ’’9. [30]
ml−1

As(III) UV-Vis Soil10. 15 – – ’’ [31]
As(III)11. PSA – – – – – [32]
As(III) AAS – 3312. 0.003 mg l−1 – Coprecipitation [33]

on
La(OH)3 or
Hf(OH)4

As(III) and13. AAS – 180 0.111 mg l−1 – Hydride genera- [34]
As(V) tion
As, Sb, Bi, Se AAS –14. – – – ’’ [35]
As, Hg, Se, Sb, [36]GFAAS –15. – – – ’’
Sn and Bi
As, Sb, Bi, Hg, ’’AFS –16. – 0.02–0.2 Upto 300 mg [37]
Se and Te l−1

As, Sb, Se17. ICPAES – – 1 mg l−1 – Hydride genera- [38]
tion

As and Se AAS Environment – 10–20 pg ml−1 – Cold trap collec- [39]18.
tion

As and Se AAS CRMs of water liver, [40]19. – 10–20 pg ml−1 – ’’
citrus

As, Se, Mo, S [41]ICPAES – – 13 mg l−120. – Anion exchange
and Cr
As ICPMS Estuarine water21. – – 92 pg – [42]
As(III) and 0–2, 2–100 mg22. AAS CRMs for sediment, Present methodSorbent extrac-60 0.05, 2 mg l−1

l−1As(V) tionlobster, and sea plants
and seawater
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The growing interest in the use of flow-injec-
tion analysis (FIA), in conjunction with atomic
spectrophotometric techniques was highlighted
in several reviews [14–20] and in a recent book
[21]. Various FIA procedures described for ar-
senic since 1990 have been summarised in Table
1. Of these FIA procedures described for ar-
senic, only one procedure utilizes anion ex-
change preconcentration prior to determination
by ICP-AES [41]. Siska et al. [39,40] have de-
scribed AAS procedures in combination with
cold trap collection. Recently, sorbent extraction
FIA-AAS procedures for the determination of
Mo [43], Cu, Cd and Pb [44], Fe, Co, Ni, Mn
and Zn [45] were described and in speciative
determination of chromium [46]. In the present
study, a sorbent extraction based on sorption of
As(III)/As(V) in presence of quinoline-8-ol onto
activated alumina and subsequent HG-FIAS-
AAS determination is described. This method is
useful for the determination of total arsenic in
sea water samples.

2. Experimental

2.1. Apparatus

A Perkin Elmer Model 3100 AAS was used.
The instrumental parameters are given in Table
2. A standard HG system was used with a car-
rier gas flow rate of 75 ml min−1.

A Perkin Elmer FIAS-200 flow injection sys-
tem connected to the HG cell was used for on-
line sorbent extraction of As(III) or As(V). The
automatic operation of the injector valve and

two multichannel peristaltic pumps were pro-
grammed using the spectrometer software.
Tygon pump tubes were used to propel sample
and reagent solutions. A conically shaped micro-
column of 50 ml capacity (Perkin Elmer, Uber-
lingen, Germany) packed with 20 mg of
activated alumina (40–60 mM size) was used.

Time resolved absorbance signals of the
As(III) or As(V) were displayed on the com-
puter monitor and were printed with peak-
height and integrated absorbance values.

2.2. Reagents

All reagents were of analytical reagent graqde
purity. Ultrapure water (18.2 MV) was used.
Quinoline-8-ol-5–sulphonic acid (Aldrich, USA)
(0.02%) was prepared in 0.2 M ammonium ac-
etate (E merck) (pH 7.091.0) 10% HCl (E
merck, Suprapure) and 0.5% sodium borohy-
dride (Aldrich, USA) were used for elution and
for hydride generation, respectively.

Standard solutions of As(III) or As(V) were
prepared by standardising the solutions obtained
by dissolving sodium arsenite (E Merck) or
sodium arsenate (E Merck) by standard titrimet-
ric procedures. Quality assurance was carried
out by analysing standard reference materials
viz, MESS (Marine sediment reference material
supplied by NRC, Canada), TORT (Bilogical
reference material supplied by NRC, Canada),
BCR 279 (Seaplant-Sealautice supplied by
IAEA), and IAEA 140 (Seaplant supplied by In-
ternational atomic energy agency).

2.3. Procedure

The FI manifold (0.3 mm i.d. type) for online
preconcentration and elution is shown in Fig. 1.
Samples and quinoline-8-ol-5–sulphonic acid so-
lutions were pumped simultaneously and mixed
online. The preconcentration time was usually
20 s. The duration and function of each se-
quence are given in Table 3. Linear calibration
graphs were obtained over the concentration
ranges of 0–2 and 0–100 ppb for As(III) and
As(V), respectively, using aqueous standard so-
lutions.

Table 2
Instrumental parameters

Parameter As(III) or As(V)

Hollow cathode lamp current (mA) 18
193.7Wavelength (nm)

Slit width (mm) 0.7
AAMeasurement mode

75Carrier gas flow rate (ml min−1)
Cell temperature (°C) 900
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Fig. 1. Hydride generation-flow injection analysis (HG-FIAS)
manifold for online preconcentration P1, P2, peristaltic pumps;
C, microcolumn packed with activated alumina; G, gas–liquid
separator; AAS, atomic absorption spectrometer; (A) sample
loading sequence; (B) elution sequence.

or NaOH and made up to 50 ml. These solutions
were subjected to HG-FIAS-AAS determination
by following the procedure described above.

2.4.2. TORT (Lobster Pancreas, NRC, Canada)
BCR 279 (sea plant), IAEA 140 (sea plant)

To 0.2 g of sample, 5 ml of 70% HNO3 and 1
ml of 70% HClO4 were added and then digested
in the microwave digestion. Subsequently the pro-
cedure described above was followed.

2.4.3. Sea water
Sea water samples were collected at various

locations in Arabian sea (5 km from the shore)
and filtered through a 0.45 m membrane filter.
These samples were oxidised by digesting in a
microwave digestion with 5 ml of 70% HNO3 and
2 ml of 30% H2O2 to convert various forms of
arsenic to As(V). They were then subjected to
sorbent extraction and hydride generation AAS
by following the procedure described above for
the determination of arsenic.

3. Results and discussion

Preliminary studies indicated that As(III) or
As(V) were sorbed on C18 bonded silica gel in the
presence of quinoline-8-ol-5–sulphonic acid or di-
ethyl ammonium dithiocarbamate. Both As(III)
and As(V) are sorbed in the presence of quinoline-
8-ol-5–sulphonic acid. onto activated alumina
column and can be eluted easily with 10% HCl.
The detailed evaluation and optimisation of vari-
ous analytical parameters during sorbent extrac-
tion HG-FIAS-AAS determination are given
below. (A summary of which is given in Table 4.)

2.4. Analysis of standard reference materials

2.4.1. MESS (marine sediment, NRC Canada)
To 0.2 g MESS, add 10 ml of 48% HF, 5 ml of

70% HNO3 and 1 ml of 70% HClO4 and digest in
a Mega 240 Milestone microwave digestor (diges-
tion programme 5 min, 250 W; 1 min, 0 W; 5 min,
400 W; 10 min, 500 W; 2 min, 600 W). After
digestion, HF was evaporated off, 40 ml of water
added and pH was adjusted to 791 by using HCl

Table 3
Sequence of operations for on-line flow injection (FI) sorbent extraction preconcentration for the determination of As(III) and As(V)
by hydride generation-flow injection analysis atomic absorption spectrometric (HG-FIAS-AAS)

Pump 2Pump 1Time (s) Pumped mediumStage of operationSequence Valve position

Pump2(ml min−1) Pump1

1. 20 6.0, 2.5 4.0 Elute Sample, HOX HClPrefill
6.0, 2.5 Off Load Sample, HOX –2. Load 20

Elution HCl3. OffElute4.0Off20
60Total
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Table 4
Optimal ranges and optimal concentrations of various parameters

Parameters Optimal range Optimal concentrations

Arsenic (V)Arsenic (III)Arsenic (III) Arsenic (V)

0.020.01–0.050.01–0.05 0.02Quinoline-8-ol-5–sulphonic acid (% w/v)
0.05–0.2 0.2Ammonium acetate concentration (M) 0.20.05–0.2

5–9 7.0pH 6–8 7.0
1010–15 1010–15Acidity of the HCl eluent (% w/v)

0.5 0.5Sodium borohydride concentration (% w/v) 0.2–0.5 0.5–1.0
75 75Carrier gas flow rate (ml min−1) 50–100 50–100

3.1. Optimisation of analytical parameters for the
determination of As(III) and As(V)

3.1.1. Effect of sample pH
The quinoline-8-ol complex of As(III) or As(V)

was effectively sorbed on activated alumina in the
pH range 6–8 and 5–8, respectively, and there
was no significant influence on the retention effi-
ciency in this pH range (Fig. 2). However, there is
a decrease in retention efficiency at higher and
lower pH values. Hence the sample was adjusted
7.091.0 with dilute HCl or NaOH before
analysis.

3.1.2. Effect of quinolin-8-ol-5–sulphonic
acid(HOx) concentration

Variation of HOx concentration from 0.01 to
0.05% did not effect the retention efficiency of
As(III) or As(V) on activated alumina. Therefore,
a concentration of 0.02% of HOx was used for
subsequent studies.

3.1.3. Effect of ammonium acetate concentration
Variation of ammonium acetate buffer concen-

tration from 0.05–0.2 M did not effect the reten-
tion efficiency of As(III) or As(V) on activated
alumina. A concentration of 0.2 M of ammonium
acetate was used as buffer in subsequent studies.

3.1.4. Effect of acidity of the eluent
As(III) or As(V) complex of HOx on activated

alumina was stripped quantitatively in the range
10–15% (w/v) HCl. Hence, 10% (w/v) HCl was
used to strip the As(III) or As(V) sorbed on
activated alumina in the presence of HOx.

3.1.5. Effect of sodium borohydride concentration
The sodium borohydride concentration was

varied from 0.1 to 1.0% (w/v) (in steps of 0.1)
during the formation of AsH3 from As(III) or
As(V). The absorbance reaches maximum when
sodium borohydride concentration is 0.2–0.5 or
0.5–1.0% for As(III) and As(V), respectively.

Fig. 2. Effect of pH on the analytical signal of 1.0 mg l−1 of
As(III) and 50 mg l−1 of As(V) (after subtracting blank) eluted
with 10% HCl and reduced with 0.5% NaBH4 after preconcen-
tration on activated alumina in the presence of quinoline-8-ol-
5–sulphonic acid as sorbing agent.
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Hence, 0.5%(w/v) sodium borohydride was used
in subsequent studies.

3.1.6. Effect of carrier gas flow rate
The carrier gas flow rate was varied from 10 to

100 ml min−1 during the determination of As(III)
or As(V) after sorbent preconcentration. The opti-
mum carrier gas flow rate was found to be 50–
100 ml min−1 for both As(III) and As(V), and
hence 75 ml min−1 was chosen in subsequent
studies.

3.2. FI flow condition optimisation

High sample loading flow rates are needed for
efficient preconcentration as well as high sample
throughput. In general, FI sample flow rates are
limited by the back pressure produced by the
column and/or the sorption efficiency, which de-
creases with increasing flow rate. No degradation
in sorption efficiency was observed upto a loading
flow rate of 7.0 ml min−1 for As(III) and As(V),
which is the highest flow rate that can be handled
with reproducibility by the peristaltic pump and
the type of column used in this work. The reagent
flow rate adds to the total loading flow rate and
hence calls for a proportional reduction of the
sample flow rate. For good mixing of sample and
reagent solutions the reagent flow should not be
too low. A flow rate of 2.5 ml min−1 was used in
all subsequent experiments. The elution flow rate
of 4.0 ml min−1 was selected which provides
optimum sensitivity and elution peaks with mini-
mum tailing.

3.3. Performance of online sorbent extraction
preconcentration system

Characterstic data for the performance of the
online preconcentration system is summarised in
Table 5. The efficiency of sorption was investi-
gated by analysing the previously collected
column eluent of a standard solution of As(III) or
As(V) using the same preconcentration technique.
From the results obtained by this repeated pre-
concentration, retention efficiencies of 99 and 98%
were calculated for As(III) and As(V), respec-
tively. The sorption/elution is highly reproducible

Table 5
Performance data for online preconcentration by activated
alumina

Arsenic (III)Parameters Arsenic (V)

Working range (ng 2–1000–2
ml−1)

Sensitivity 12 10
enhancementa

5.03.6Precision (% R.S.D.)
2.52.5Sample consumption

(ml)
Sample frequency 6060

(number h−1)
0.05 2.0Limit of detection (ng

ml−1)

a Compared to normal hydride generation-flow injection
analysis atomic absorption spectrometric (HG-FIA-AAS) de-
termination.

giving an overall precision of 3.6 and 5.0% for
As(III) and As(V), respectively (Table 5.). A lin-
ear relation was observed between preconcentra-
tion time and absorbance from 5 to 40 s of
preconcentration time only. With a preconcentra-
tion time of 20 s, 12- and 10-fold enhancement in
sensitivity (compared to normal HG-FIA-AAS
method) was obtained for As(III) and As(V),
respectively, allowing a sample frequency of 60
h−1. Higher sensitivities could be obtained by
modifying the method using longer preconcentra-
tion periods upto 40 s at the expense of reduced
sample throughput.

3.4. Interference studies

The interference due to the coexisting ions on
the determination of 0.1 or 10 mg l−1 of As(III) or
As(V) was studied. NaCl (5%), KCl (0.1%),
MgCl2 (0.25%), CaCl2 (0.1%), KI (0.2%), Cu, Cd,
Pb, Zn, Fe, Mn, Hg, Se, Sb (all 1 mg ml−1), NO3

−

(500 mg ml−1), PO4
3− (500 mg ml−1) and MoO4

2−

(10 mg ml−1) do not interfere in the sorbent
extraction-HG-FIAS determination of As(III) or
As(V). Twenty-fold amounts of As(V) do not
interfere in the determination of 0.1 mg l−1 of
As(III). On the other hand, As(III) interferes at
all concentrations during the determination of
As(V).
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Table 6
Analysis of reference materials

Amount of total ar- Certified value for to-Sample
senic founda (mg g−1) tal arsenic (mg g−1)

12.491.0 10.691.2MESS
22.491.3 24.692.2TORT

BCR279 3.2090.12 3.0990.20
IAEA140 46.494.0 44.394.0

a Average of three determinations.

5–sulphonic acid results in 12- or 10-fold en-
hancement in sensitivity compared to normal
HG-FIA-AAS method. The determination of
As(III) is highly selective as several other anions
and cations at \1000-fold level and 20-fold
amounts of As(V) do not interfere. On the other
hand As(V) is determined only after reduction to
As(III) (which is little slow)and then generation of
AsH3 vapour. So As(III) determination is more
sensitive and interferes at all concentrations in
As(V) determination. Further, the proposed
method was successfully used for the determina-
tion of ultra trace amounts of total As in sea
water samples.
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Abstract

The complex formation reactions of iodine and bromine with two new macrocycle diamides (1 and 2) and di-ortho
methoxybenzoyl thiourea (DOMBT) (3) have been studied spectrophotometrically at various temperatures in
chloroform solution. In all cases the resulting 1:2 (macrocycle to halogen) or (DOMBT to halogen) molecular
complexes were formulated as (macrocycle...X+) X3

− or (DOMBT.... X+) X3
−. The formation constants of the

resulting molecular complexes were evaluated from computer fitting of the absorbance-mole ratio data. For iodine
complexes we found that the values of Kf vary in the order of 1:2\3. In the case of bromine complexes the values
of Kf are larger (\108) and vary in the order of 1\2\3. The enthalpy and entropy of complexation reactions of
iodine with 1, 2 and 3 were determined from the temperature dependence of the formation constants. In all cases it
was found that the complexation reactions are enthalpy stabilized, but entropy destabilized. © 1999 Elsevier Science
B.V. All rights reserved.

Keywords: Spectrophotometry; Complexation; Macrocyclic diamide; Hallogen

1. Introduction

The macrocyclic polyethers, a class of com-
pound firstly synthesized by Pederson [1] were
shown to bind cations much more powerfully
than mono functional and linear poly functional
ethers of similar basicity [2–5]. Studies on neutral
molecule–macrocycles interactions have been far
fewer in number than those on cation–macrocycle

interactions. The motivation to study neutral
molecule–macrocycle interactions is understand-
able because the function of neutral molecules is
as important as that of charged molecules in
many chemical and biochemical processes. In ad-
dition there is increasing interest in molecular
complexes of macrocyclic compounds by their
possible application in different areas such as
separation process, catalytic chemical reactions,
conversion of chemical reactions to optical or
electronic signals and to separate certain neutral
molecules from environmental systems [6–9].

* Corresponding author. Tel: +98-71-276013; fax: +98-71-
20027.
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Much work has been done on the interaction of
iodine and bromine with different donor com-
pounds. In some of these reactions stable charge
transfer complexes were isolated as solids where
halogen is converted to polyhalogen unites, such
as X3

− and X5
− [9–14].

In the present work thermodynamic and kinetic
studies of the complexation of iodine with 1,15-di-
aza-3,4; 12,13-dibenzo-5,8,11-trioxacyclohexade-
cane-16-thiocarbonyl-2,15-dione (1) and
1,18-diaza-3,4; 15,16-dibenzo-5,8,11,14-tetraoxa-
cyclononadecane-19-thiocarbonyl-2,18-dione (2)
which we synthesized in our laboratory [15], were
carried out spectrophotometrically in chloroform
solution. In addition, we report the result of a
spectrophotometric investigation of complex for-
mation of bromine with these new dilactam
macrocycles, in chloroform solution. Respective
results are compared with a linear compound,
di-ortho methoxybenzoyl thiourea (3), of similar
basicity.

2. Experimental

2.1. Chemicals

Reagents grade iodine, bromine and chloro-
form were obtained from Merck and used without
further purification. The macrocycles (1, 2) and
di-ortho methoxy benzoyl thiourea (3) were pre-
pared and purified according to [15].

2.2. Apparatus

IR spectra were recorded on a Nickolet Impact
400D FTIR spectrophotometer. All UV–Vis
spectra were recorded on a Philips PUB 8750
spectrophotometer and the absorbance measure-
ments were made with a Philips PU 8675 spec-
trophotometer at various temperature (90.5°C).
Conductance measurements were carried out with
a metrohm 660 conductivity meter.

2.3. Mole ratio data

The stoichiometry of 1:2 complexes between
donors (1, 2, 3) and iodine or bromine were

determined by absorbance measurements at l 510
nm for iodine and 272 nm for bromine in which
varying concentration of donors were added to
fixed concentration of iodine (3.8×10−4 mol
dm−3) or bromine (3×10−3 mol dm−3)in chlo-
roform at 25°C. The plot of absorbance vs.
macrocycle/I2 or Br2 mole ratios indicated the
formation of 1:2 (donor to iodine or bromine)
complexes (Figs. 2 and 4).

2.4. Formation constants

For the evaluation of the formation constants
of the resulting molecular complexes, kf, from the
absorbance–mole ratio data, a non-linear least-
squares curve fitting program KINFIT was used
[16]. The program is based on the iterative adjust-
ment of calculated values of absorbance to the
observed values by using either the Wentworth
matrix technique [17,18] or the Powell procedure
[19]. Adjustable parameters are kf and o, where o is
the molar absorption coefficient of iodine.

The observed absorbance of an iodine solution
in chloroform at its lmax is given by:

Aobs=ob [I2] (1)

The mass balance equations can be written as:

CI= [I2]+2[(donor…I+) I3
−] (2)

Cdonor= [donor]+ [(donor…I+) I3
−] (3)

The formation constant of complex is equal to:

Kf=
[(donor...I+) I3

−]
[donor][I2]2

(4)

Substitution of Eq. (2) and Eq. (3) into Eq. (4)
and rearrangement yields:

Kf[I2]3+Kf(2Cdonor−CI)[I2]2+ [I2]−CI=0 (5)

The free iodine concentration, [I2], were calculated
from Eq. (5) by means of a Newton–Raphson
procedure. Once the value of [I2] had been ob-
tained, the concentration of all other involved
species were calculated from the corresponding
mass balance equations by using the estimated
value of Kf at the current iteration step of the
program. Refinement of the parameters is contin-
ued until the sum-of-squares of the residuals be-
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Fig. 1. Absorption spectra of 1.2×10−4 mol dm−3 macrocycle 2 in chloroform in the presence of various concentration of I2. The
I2: macrocycle mol ratios from the bottom to the top spectrum are: 0.0, 0.2, 0.4, 0.6, 0.8, 1.0, 1.2, 1.4, 1.6:1.

tween calculated and observed values of ab-
sorbance for all experimental points is minimized.
The output of program KINFIT comprises the
refined parameters, the sum-of-squares and the
standard deviations of data.

2.5. Thermodynamic data

In order to understanding the thermodynamics
of the complexation reactions of iodine with the
used macrocycles and DOMBT, it is useful to
consider the enthalpic and entropic contributions
of these reactions. The enthalpy and entropy of
the complexation reactions were determined by

measuring the formation constants as a function
of temperature [20]. The formation constants of
all molecular complexes in chloroform at various
temperatures, obtained by computer fitting of the
corresponding absorbance–mole ratio data and
are listed in Table 2. The fair agreement between
the observed and calculated absorbances is a fur-
ther support of the occurrence of a 1:2 complexa-
tion between used donors and I2 in chloroform
solution. For obtaining the thermodynamic
parameters, plots of log Kf vs. 1/T are considered
for the all studied cases. The enthalpies and en-
tropies of complexation were determined in the
usual manner from the slopes and intercepts of



H. Sharghi et al. / Talanta 49 (1999) 531–538534

Fig. 2. Plots of absorbance vs. macrocycle 1: I2 mole ratio in chloroform solution at 510 nm and various temperature.

plots respectively. The results are also included in
Table 2.

2.6. Kinetic data

In order to investigate the kinetics of triiodide
formation, the absorbance at 364 nm was moni-
tored as a function of time in a chloroform solu-
tion containing the reactants in I2:macrocycle
mole ratio about 18:1 (analytical concentration of
I2=5.0×10−4 mol dm−3) at 25°C. The ab-
sorbance changes were found to be in accord with
first order kinetics. The rate constants were calcu-
lated by the Guggenheim method using the
relationship:

ln(A�−At)= −k(t�− t0)+ ln(A�−A0) (6)

The rate values obtained from the slope of the
corresponding plots of ln(A�−At) vs. (t�− t0).
As is seen in Table 2, the rate constants vary in
the order of 1:2\3.

3. Results and discussion

3.1. Part A: complexation with iodine

The electronic absorption spectra of macrocycle
2 in the presence of increasing amounts of iodine
in chloroform solultion at 25°C is shown in Fig.
1. The corresponding spectra for macrocycle 1
and DOMBT (3) are very similar to those of
macrocycle 2 and thus are not included. Addition
of donors to iodine results in two new absorption
bands at 292 and 364 nm. The existence of these
bands are presumably due to the formation of
iodine–macrocycle complex (or iodine–DOMBT
complex). These bands are well known to be
characteristic for the formation of triiodide ion,
I3
−, in the complex formation process between

iodine and different electron pair donating ligands
[14,21,22].

For understanding of the stoichiometry of reac-
tions the mole ratio method was used. The plot of



H. Sharghi et al. / Talanta 49 (1999) 531–538 535

Table 1
Conductivity of macrocycle donors, DOMBT and their complexes with iodine and bromine in chloroform solution at 25°C

Donors Conc. mMa k ×105, V−1 cm−1

After Br2 addition After I2 additionBefore X2 addition

0.8720.2181.24 0.6671
0.6210.7202 1.07 0.202
0.4320.4883 1.16 0.224

a [I2]=2.85 mM, [Br2]=2.88 mM.

absorbance vs. macrocycle/I2 mole ratio indicated
the formation of a 1:2 (macrocycle to iodine) and
(DOMBT to iodine) complexes in chloroform so-
lution. (Fig. 2) Moreover, the existence of an
isosbestic point in the spectra (see Fig. 1) supports
the occurrence of a simple complexation equi-
librium in solution. It is interesting to note that,
the curvature of absorbance–mole ratio plots de-
crease in the order of 1:2\3 which reflects a
decrease in the stability of the resulting iodine
complexes in this sequence.

For supporting of the formation of triiodide
ion the conductivity of solution was measured
before and after addition of iodine to macrocycle
solution. The increasing of the conductivity of
solution (Table 1) indicates the formation of I3

−

in the solution.
Based on the observed spectral behavior and

conductivity measurements, the formation of tri-
iodide ion can be reasonable assumed to occur in
two steps: The first step involves the formation of
a molecular complex in the form of (macrocy-
cle...I+) I3

− in which the I3
− ion exists as a con-

tact ion paired anion, i.e.

macrocycle+2I2 X (macrocycle…I+) I3
− (7)

The formation of such molecular complexes have
been reported previously [21–23]. In the second
step, which is actually the rate determining step
for the formation of triiodide ion, the resulting
molecular complex is further decomposed to re-
lease free I3

− ion into chloroform solution, as:

(macrocycle…I+) I3
− X (macrocycle…I+)+I3

−

(8)

As the data in Table 2 indicate, the stability of
both macrocycle complexes with iodine are similar
and, especially, for DOMBT complexes are sev-
eral times of magnitude smaller than macrocyclic
donors with iodine. This results exhibit, the effect
of macrocyclic cavity on the stability of the result-
ing complexes. In other word the cavity can sur-
rounded the I+ ion and keep it, but the flexibility
of DOMBT is larger and cannot completely keep
the I+ ion, therefore, the stability of complex is
decreased.

As can be seen in Table 2, the iodine complexes
with macrocycles 1, 2 and DOMBT are enthalpy
stabilized but entropy destabilized. It should be
noted that similar behavior was previously ob-
served for the macrocyclic complexes with iodine
in different solvents [12–14]. The data indicate
that, the entropy of reaction of iodine with
macrocyclic donors are more negative than
DOMBT. The degree of flexibility is maybe re-
sponsible for this effect. Because of the larger
flexibility of DOMBT than macrocyclic donors,
the I+ ion can change the conformation of
DOMBT partially and thus the change of entropy
is less negative. The reported thermodynamic data
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Table 2
Rate constants and thermodynamic data for the formation of molecular complexes between iodine and macrocycles1, 2 and
DOMBT in chloroform solution

log Kf DHDonors DSk (min−1)

40°C (kJ mol−1)10°C 20°C 25°C 30°C (J mol−1 °−1)

−35.295.60 −14.221 5.790.83 6.17 6.07 5.89
5.73 5.57 −40.9 −24.662 0.79 6.15 6.06 5.82

−6.34−30.63.753 0.025 3.934.29 4.15 4.03
— −13.718-C-6a — — — 0.69 — −32.6

a Data taken from [12].

for the 18-crown-6 system are included for
comparison.

3.2. Part B: complexation with bromine

The complexation of macrocycle 1 AND 2
and DOMBT (3) with bromine were studied in
chloroform solution at 25°C. The electronic ab-
sorption spectra of bromine in the presence of
increasing amount of macrocycle 1 is shown in
Fig. 3. The corresponding spectra for macrocy-
cle 2 and DOMBT 3 are very similar to those
with 1 and thus are not included. The observed
blue shift of bromine visible bond and increas-
ing the intensity of bromine UV-band with in-
creasing of macrocycle concentration can be
attributed to the formation of charge transfer
complex. Bromine in the presence of tetrabuty-
lammonium bromide in chloroform solution has
shown such absorption behavior. It should be
noted that 272 nm band is well known to be
characteristic for the formation of tribromide
ion, Br3

−, in the process of complex formation
between bromine and different electron donors
[24,25].

The mole ratio method was used for evalua-
tion of stoichiometry of the resulting molecular
complexes, which absorbance versus mole ratio
plots of the resulting molecular complexes are
exhibited in Fig. 4. From the figures, the mole
ratio of 0.5 indicates 1:2 stoichiometry of the
complexes obviously. Moreover, the existence of
a well defined isosbestic point in the spectra of
bromine upon titration with the macrocycle

(Fig. 3) further supports the occurrence of a
simple complexation equilibrium in solution.

The formation of tribromide ion is supported
by conductivity measurement of fixed donors
concentration prior and former the addition of
bromine to the solutions (see Table 1). The con-
ductivity enhancement can be attributed to the
releasing of Br3

− from contact ion pair to free
or solvent separated ion pair. Based on spectral
behavior and conductivity measurements the for-
mation of tribromide ion can be reasonably as-
sumed to occur in two steps: the first step
involves the formation of a molecular complex
as (macrocycle…Br+) Br3

− in which the Br3
−

ion exists as a contact ion paired anion, i.e.

macrocycle+2Br2 X (macrocycle...Br+) Br3
−

(9)

In the second step, the resulting molecular com-
plex is further decomposed and finally forms the
free tribromide ion, as:

(macrocycle...Br+) Br3
−

� (macrocycle...Br+)+Br3
− (10)

for the evaluation of the formation constants of
the resulting molecular complexes, the ab-
sorbance–mole ratio data were obtained at 367
nm at 25°C and by using a non-linear least-
squares curve fitting program KINFIT [14,16],
the values of Kf were calculated. For both of
macrocyclic donors complexes with bromine the
Kf�108. It should be noted that this method
generally becomes unreliable for very strong
comlexes with Kf\108.
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Fig. 3. Absorption spectra of 3×10−3 mol dm−3 bromine in chloroform in the presence of various concentration of macrocycle
1. The macrocycle: Br2 mol ratios from the bottom to the top spectrum are 0.0, 0.18, 0.36, 0.54 0.72, 0.9 and 1.02: 1

The FTIR spectra of both macrocycles show
the C�O vibrational frequency shifted to higher
frequency in the complexes than free
donors,(1729�1750 cm−1 for 1, 1729�1736
cm−1 for 2) and the intensity of all bands show a
considerable increasing in the complexes. This
effects have been observed previously for some
other charge-transfer complexes [23]. Two proba-

ble factors are responsible for these increasing
shifts. The first effect is more contribution of
non-bonding electrons of nitrogen in resonance
with C�S, which increases the electron density of
sulfur, and its ability to donation of electron to
s* orbital of bromine. The second effect may be
attributed to the more symmetrical shape of the
macrocycle molecule after complexation with
bromine.

The conductivity, spectrophotometric and IR
data indicate that the cavity of macrocycle 1 is
fitter than 2 for Br+ ion. Probably higher flexibil-
ity of 2 and its larger size, can not keep Br+ ion
completely. On the other hand the corresponding
results for the linear DOMBT–bromine complex
show that the stability of this complex is very
smaller than macrocyclic donors with bromine
and it is attributed to the effect of macrocycles
cavity and more donor sites of these compounds
on the stability of the resulting complexes. There-
fore, the cavity can surround the Br+ ion and
keep it, whereas the flexibility of DOMBT is
larger so can’t keep Br+ ion completely, conse-
quently the stability of complex is decreased
considerably.

Fig. 4. Plots of absorbance vs. macrocycle 2: Br2 and
DOMBT: Br2 in chloroform solution at 272 nm and 25°C.
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Abstract

A multiwavelength spectrophotometric (WApH) titration method for determination of acid dissociation constants
(pKa values) of ionizable compounds developed previously was applied in the case of pyridine derivatives of
pharmaceutical interest. Specifically, UV absorption spectra of the drug solution are acquired in the course of a
pH-metric titration using an optical device based on a fibre optics dip probe, a light source and a diode array
detector. Target factor analysis was applied to deduce the pKa values from the spectral data recorded at different pH.
Using this technique, the pKa values of six pyridine derivatives were determined successfully. It was demonstrated that
the WApH technique in this case outperforms conventional pH-metric methods with respect to the measurement of
pKa values of the sparingly water soluble samples reported in this study. © 1999 Elsevier Science B.V. All rights
reserved.

Keywords: Acid dissociation constants; Spectrophotometric titration; Target factor analysis; Pyridine

1. Introduction

Acid dissociation constants (pKa values) are
important parameters to denote the extent of
ionization of molecules in solution at different pH
values. In the context of pharmaceutical drug
discovery and development, the aqueous solubility
of compounds may not be high enough for precise

pKa determination using conventional pH-metric
titration. If the sample is sufficiently soluble in a
water-miscible organic solvent, it is possible to
determine pH-metrically the apparent pKa (psKa)
in co-solvent mixtures [1]. Aqueous pKa values
can be determined by extrapolation of the psKa

values, using the Yasuda–Shedlovsky method, to
zero organic solvent content (a plot of psKa+
log[H2O] vs. A/o+B, where [H2O], o, A and B
represent, respectively, the molar concentration of
water, the dielectric constant of the co-solvent
mixture, the slope and the intercept of the plot)

* Corresponding author. Tel.: +44-1324-820-720; fax: +
44-1324-820-725.

E-mail address: sirius@cix.compulink.co.uk (K.Y. Tam)
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[2]. We have recently reported the use of eight
popular organic solvents for this purpose [3].
However, it may even be difficult to apply this
technique for water-insoluble samples that are
only sparingly soluble in the co-solvent mixtures.

Spectrophotometric pKa determination is an al-
ternative method provided the compound is water
soluble to the extent of 10−6 M and it contains
chromophore(s) in proximity to the ionization
centre(s). Traditionally, spectral data at a single
analytical wavelength is acquired from the sample
in a series of solutions with known pH values. If
the molar absorptivities of the reacting species are
known, the pKa value(s) can be computed by
fitting the experimental data to established formu-
lae [1]. Computer programs used for calculating
the acid dissociation constants from multiwave-
length spectrophotometric data have been re-
ported [4,5, and the refs. therein]. Most of these
methods involve a least-squares procedure where-
by the differences between the theoretical and
experimental absorbance values are minimized by
means of the Gauss–Newton–Marquardt al-
gorithm [5]. To this end, the unknown pKa values
and/or the molar absorptivity of individual react-
ing species are treated as adjustable parameters.
Chemometric approaches based on factor analysis
have been applied to determine acid dissociation
constants from spectroscopic titrations [6,7]. In
these reported procedures, the molar absorptivi-
ties are usually not required for analysis. How-
ever, explicit equations for the equilibrium
expression are necessary to rotate the eigenvec-
tor(s) to give the correct concentration profiles. It
may be difficult to generalize these explicit equa-
tions for multistep ionization systems. For in-
stance, [6] called for the Henderson–Hasselbalch
equation as the parametrized model while [7]
needed to solve each element of the transforma-
tion matrix algebraically which is obviously te-
dious for real-life ionizable drug substances with
larger number of unknown pKas than those stud-
ied in the paper.

In our previous work [8], we developed a multi-
wavelength spectrophotometric (WApH) titration
approach to interrogate drug compounds with
one or two pKa values. Specifically, we used a
fibre optics dip probe, a UV light source and a

photodiode array (PDA) detector in conjunction
with a commercially available titrator (Sirius
PCA101) to capture the absorption spectra of the
sample in the course of a pH-metric titration.
Target factor analysis (TFA) was applied with
success to deduce the pKa values of drug sub-
stances and resolve the absorption spectra of the
reacting species, without prior knowledge of their
optical properties. In another study [9], we have
shown that the TFA method outperforms the
established first derivative technique in terms of
obtaining pKa results. Moreover, the WApH tech-
nique has been utilized to examine several multi-
protic ionization drugs which involved four
unknown pKas [10]. In particular, some of these
pKa values were within mid pH range which were
difficult to determine because of insufficient spec-
tra data acquired in the un-buffered region of the
titration curve. With the aid of the WApH tech-
nique in coupled with an optically transparent
buffer, all the unknown pKa values have been
successfully determined and were in excellent
agreement with the pH-metric results. In contrast
to the related approaches using factor analysis
method [6,7], we generated the target matrices (i.e.
the theoretical concentration profiles) using the
Cramer’s rule method [8] which is relatively easy
to extend to multiprotic ionization systems [10].

In this work, we have examined six pharmaceu-
tical intermediates (pyridine derivatives) with
structures given in Fig. 1. We deliberately selected
samples that were: I) soluble in water, acetoni-
trile–water or methanol–water mixtures (SKF-
75250, SB-209471 and SB-221789) and II)
sparingly soluble in water and other co-solvent
mixtures (SB-221787, SB-209247 and SB-234013)
to exemplify the use of the WApH technique in
measuring the pKa values. It is envisaged that the
pKas of these substituted pyridine compounds are
less than 2 which implies precise potentiometric
determination would be difficult [1]. Moreover,
the solubilities of type II compounds in water and
other co-solvent mixtures are so low such that
pH-metric titration is hard to obtain reliable re-
sults. In the framework of spectrophotometric
titration, the pKa values are derived from the
spectral changes recorded at the extreme region of
pH (B2) whereby the pH data may be problem-
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atic. Here, we employed an established four-
parameter equation to calibrate the pH electrode
[2,3,11] so giving more reliable measurements as
compared with the conventional electrode calibra-
tion protocols using two or three buffer solutions
[12]. The goal of this study is to apply the WApH
technique in conjunction with a robust electrode
calibration procedure to determine the pKa values
which are virtually impossible to measure by
means of conventional pH-metric titration. In the
following discussion, a brief account on the TFA
and WApH methods is presented. It was demon-
strated that, when available, the pKa values ob-

tained from pH-metric co-solvent titrations agree
with those deduced by the WApH technique.

2. Calculations

With WApH titrations, the data obtained con-
sist of a series of spectra acquired at different pH
values. According to Beer’s law, the absorbance
matrix, A, can be expressed as follows:

A=CE (1)

where C and E represent, respectively, the concen-
tration–pH profile of the ionization system and
the molar absorptivity matrix with the inclusion
of the optical path length. The unknown pKa

values are derived from the A matrix using the
mathematical treatment as shown below.

Principal component analysis [13–15] is first
applied to A to calculate an abstract solution for
C and E, namely, Cabs and Eabs, which contain
only the primary eigenvalues (lr) and eigenvectors
(Qr). The residual standard deviation [14], IND
function [13,14], eigenvalue ratio [16] and reduced
eigenvalue ratio [17,18] are utilized to identify the
number of principal components (independent
light absorbing species) present in the chemical
system. In the TFA treatment, the abstract solu-
tion can be rotated to the one with relevant
physical significant Cp and Ep by a transformation
matrix T [14,19,20] as given below:

T=l r
1Cabs

T Ct (2)

A:CabsTT−1Eabs (3)

A:CpEp (4)

where the superscripts −1 and T denote, respec-
tively, inverse and transpose operations. The test
matrix Ct in Eq. (2) contains the concentration–
pH profiles of the m-step ionization system which
are generated theoretically by solving the follow-
ing mass balance equations [8].

Xn _̀
pKa, n

H+ +Xn+1 n=1…m (5)

Y= %
m+1

n=1

C(n) (6)
Fig. 1. Structural formula of (a) SKF-75250, (b) SB-209471,
(c) SB-221789, (d) SB-221787, (e) SB-209247 and (f) SB-
234013.
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where pKa,n and Xn represent, respectively, the
acid dissociation constant and the individual re-
acting species (with charge being excluded for
clarity) while Y and C(n) symbolize the initial
concentration and concentration of Xn, respec-
tively. In this study, the concentration pH value
(pcH(= − log[H+])) is related to the operational
pH reading by a multiparametric equation as
given below [2,3,11]:

pH=a+SpcH+ jH[H+]+ jOH+
Kw

[H+]
(7)

The intercept parameter a corresponds to the
negative logarithm of the activity coefficient of
H+ at working temperature and ionic strength.
The S term denotes the ratio between the actual
slope and the Nernst slope. The jH term corrects
pH readings for the non-linear pH response due
to liquid junction and asymmetry potentials in
moderately acidic solution (pH 1.2–2.5), while the
jOH term corrects for any high-pH (pH\11) non-
linear effects. These parameters are determined by
a weighted non-linear least squares procedure
[11]. The ionization constants of water (Kw) as a
function of temperature and ionic strength, were
taken from Sweeton et al. [21].

The SPOIL function as derived by Malinowski
[14,20] is utilized to determine whether a test
matrix is acceptable or not. In general, a test
matrix in which the SPOIL function is minimized
to a value not greater than 3.0 is considered as the
solution for the target transformation procedure
[8–10,14,19,20,22]. For a particular A matrix, the
SPOIL function depends only on Ct which in turn
is a function of the sought pKa values (see Eqs. (5)
and (6)). The TFA computation optimizes the pKa

values for a global minimum of the SPOIL func-
tion. The SIMPLEX method [23] can be used for
this purpose.

3. Experimental

3.1. Reagents and apparatus

Pharmaceutical intermediates SKF-75250, SB-
209471, SB-221789 (hydrochloride salt), SB-
221787, SB-209247 and SB-234013 (hydrochloride

Fig. 2. Schematic for the experimental setup utilized in the
WApH titration.

salt) were provided by SmithKline Beecham Phar-
maceuticals (Tonbridge, Kent, UK). Acetonitrile
(far UV grade) was supplied by Romil (Cam-
bridge, UK). Methanol and potassium chloride
(all AR grade) were obtained from Fisher
(Loughborough, UK). Solutions were prepared in
deionized water of resisitivity \1014 V cm. The
preparation and standardization of HCl and
KOH solutions have been described elsewhere
[11]. Potassium chloride was added to standardize
the ionic strength of water and solvent–water
mixtures. All titrations were performed by using a
PCA101 or a GLpKa automatic titrator (Sirius,
Forest Row, UK) [2]. The pH electrode was sup-
plied by Orion (Ross™ type, Beverly, USA) and
was calibrated titrimetrically in the pH range of
1.6–12.2 in the relevant solvent media before use
[2,11]. The processing of the pH-metric data, cal-
culations of psKa values via a non-linear least
square procedure and Yasuda–Shedlovsky ex-
trapolation treatments were carried out using
pKaLOGP ™ software (v5.01, Sirius).

For the WApH titration, a schematic diagram
of the experimental setup is given in Fig. 2. The
optical system consists of a pulsed deuterium
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lamp (Cathodeon, Cambridge, UK) and a 256-ele-
ment photodiode array (PDA) detector (Carl Zeiss,
Herts., UK). This combination offers a spectral
range of 200–735 nm with blaze wavelength at 220
nm. A bifurcated fibre optics dip probe (Custom
Sensor & Technology, MO, USA) with optical
path length of 1-cm was connected to the deu-
terium lamp and the PDA detector. Synchroniza-
tion of the titrator, pulsed deuterium lamp and
spectrum acquisition by the PDA detector was
accomplished using a terminate-and-stay-resident
system [24]. The program for TFA treatment on
the WApH data was coded in a Turbo C environ-
ment [8–10].

3.2. UV/pH titrations

All titrations were performed in solutions of 0.15
M KCl under argon atmosphere at 2590.5°C
using standardized 0.5 M HCl or 0.5 M KOH
titrants. In the present study, sample concentra-
tions of 1.6×10−3–4.7×10−3 M and 5.5×
10−6–4.4×10−5 M were employed, respectively,
for pH-metric and WApH titrations. In general,
sample solutions of 10–20 ml volumes were pre-
acidified to a relatively low pH value (ca. 1.4) and
then titrated alkalimetrically to an appropriate
high pH value (4.0–8.0). The pH change per titrant
addition was limited to ca. 0.1 pH units. pH data
were acquired when the drift was less than 0.01 pH
units min−1. For each co-solvent experiment, a
weighed amount of sample was dissolved in 8–40
wt.% of acetonitrile or methanol before titration.
For the WApH titration, a stock solution was
prepared either by dissolving ca. 1.0 mg of sample
in 1.0 ml 80 wt.% methanol or 50.0 ml acidified
water. 50-ml or 1.0-ml aliquots of the stock solu-
tions were then transferred into a sample vial
containing 10–20 ml 0.15 M KCl solution to
produce the required sample concentration. Spec-
tral data were recorded in the region of 200–450
nm after each pH adjustment.

4. Results and discussion

Six pharmaceutical intermediates of pyridine
derivative were interrogated in this study. In the

Fig. 3. (a) Absorption spectra of SKF-75250, (b) Distribution
of species for SKF-75250 as a function of pcH with the
symbols (* fully protonated species, + mono-protonated spe-
cies, � fully deprotonated species) represent the Cp matrix
and solid lines denote the Ct matrix. (c) Molar absorptivity
coefficients of SKF-75250. The symbols (see (b)) represent the
elements in matrix Ep. Solid lines are generated using the cubic
spline interpolation method.



K.Y. Tam et al. / Talanta 49 (1999) 539–546544

Table 1
pKa values of SKF-75250, SB-209471, SB-221789, SB-221787, SB-209247 and SB-234013 as determined using the WApH and the
pH-metric techniques at 25°C and an ionic strength of 0.15 M

WApHaType pH-metric

Acetonitrile–waterb Methanol–waterbAqueousa

1.4890.07 1.7990.02 1.4390.32I —cSKF-75250 pKa,1

6.3390.396.5490.026.5690.016.5990.07pKa,2

— —SB-209471 pKa,1 1.2190.05 —
6.5190.01 6.5690.05pKa,2 6.5290.04 6.6190.06

2.6590.192.5190.072.7490.03 —SB-221789 pKa,1

— —II SB-221787 pKa,1 1.5590.03 —
———1.6490.04SB-209247 pKa,1

— —pKa,2 3.1490.08 —
— —SB-234013 pKa,1 1.4790.02 —

a Uncertainties equal to the standard deviation of the pKa values from three experiments.
b Values obtained using the Yasuda–Shedlovsky extrapolation method [2,3] (uncertainty represents the estimated standard

deviation).
c Not available.

subsequent discussion, we classified the com-
pounds into two types:

Type I: Compounds soluble in water, acetoni-
trile–water or methanol–water mixtures, e.g.
SKF-75250, SB-209471 and SB-221789
Type II: Compounds sparingly soluble in water
and co-solvent mixtures, e.g. SB-221787, SB-
209247 and SB-234013

4.1. Type I compounds

SKF-75250 and SB-209471 were water soluble
up to mM concentrations while SB-221789 was
soluble in acetonitrile–water and methanol–water
mixtures at similar concentrations. This permitted
a direct comparison of the pKa values determined
using the WApH technique with pH-metric re-
sults. TFA was applied to absorption spectra of
these three compounds and in all cases the correct
number of light-absorbing species was identified.
Fig. 3 shows the absorption spectra, the distribu-
tion of species and the resolved molar absorptivity
coefficients of SKF-75250. The unknown pKa val-
ues were successfully determined with the SPOIL
function of each component less than 3.0. Table 1
lists the pKa values of SKF-75250, SB-209471 and
SB-221789 obtained by the WApH and the pH-
metric techniques. It can be seen that the agree-

ment between the WApH and the pH-metric
results is generally good. However, when using
pH-metric measurements, accurate determination
of the low pKa values of the 2-bromo-pyridine
derivatives such SKF-75250 as SB-209471 was
difficult due to the potentiometric data at the
extreme region of pH (B2) being relatively noisy
compared with the data obtained from the mid-
range of pH. It has previously been established
that a sample concentration \15 mM (or 400
times the buffer capacity of water) should be
utilized for measuring pKa values in the extreme
pH region [25]. However, this concentration level
was difficult to obtain for the type I compounds.
The WApH technique was able to determine the
pKa values of the pyridine derivatives in this
extreme region of pH.

4.2. Type II compounds

The solubilities of the type II samples in water,
acetonitrile–water and methanol–water mixtures
were so low that reliable pH-metric determination
was difficult. TFA treatment revealed the correct
number of principal components in these chemical
systems. Fig. 4 shows the absorption spectra, the
distribution of species and the resolved molar
absorptivity coefficients of SB-234013. Again, the
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Fig. 4. (a) Absorption spectra of SB-234013, (b) Distribution
of species for SB-234013 as a function of pcH with the
symbols (* fully protonated species, � fully deprotonated
species) represent the Cp matrix and solid lines denote the
Ct matrix. (c) Molar absorptivity coefficients of SB-234013.
The symbols (see (b)) represent the elements in matrix Ep.
Solid lines are generated using the cubic spline interpolation
method.

SPOIL function was found to be less than 3.0 for
each component. Table 1 gives the pKa values of
type II compounds derived using the WApH
method. By considering the pKa values of type I
and II compounds, it can be seen that the pKa

value of the pyridine group varies with the nature
of the substituents in the 2-position which may be
summarized as below:
1. Bromo-substituent: 1.2BpKaB1.8 (SKF-

75250, SB-209471, SB-221787)
2. Phenylthio- and propenoic ester-substituent:

1.4BpKaB1.7 (SB-209247, SB-234013)
3. Propenoic ester-substituent: 2.5BpKaB2.8

(SB-221789)
The WApH results derived from the analysis of

the compounds examined are generally in line
with expected values. The presence of the bromo
group at the 2-position would be expected to exert
a strong negative inductive effect on the pyridine
nitrogen, reducing its basicity markedly in com-
parison to 3-hydroxypyridine (pKa value ca. 4.8,
[26]). Replacement of the bromo group with other
less electronegative substituents eg. propenoic es-
ter or acid groups has the effect of reducing the
negative inductive effect and reducing basicity to
a lesser extent in comparison to the bromo
substituent.

5. Concluding remarks

A multiwavelength spectrophotometic titration
(WApH) method was developed for the determi-
nation of pKa values of ionizable compounds. The
WApH technique was applied with success to
determine the pKa values of several water-insolu-
ble pyridine derivatives of pharmaceutical inter-
est. Typically, a 10–20 ml sample of
concentration in the region of 10−6 M is sufficient
for measurement. It was demonstrated that for
water-insoluble samples with low pKa values, the
WApH technique in this case outperforms con-
ventional pH-metric methods. It was also demon-
strated that the pKa value of the pyridine group
present in the series of compounds examined de-
pends very much on the nature of the substituents
in the 2-position.
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Abstract

For the first time, solid-phase extraction (SPE) has been combined to room-temperature phosphorimetry (RTP) to
determine the 16 polycylic aromatic hydrocarbons related as major pollutants by the US Environmental Protection
Agency (EPA). These include naphthalene, anthracene, acenaphthylene, acenaphthene, fluorene, fluoranthene,
benzo(a)anthracene, benzo(k)fluoranthene, benzo(b)fluoranthene, benzo(a)pyrene, indeno(1,2,3-cd)pyrene, pyrene,
chrysene, phenanthrene, benzo(g,h,i)perylene and dibenzo(a,h)anthracene. The pre-concentration factor obtained by
SPE, combined with the sensitivity of RTP, resulted in calibration curves with linear dynamic ranges at the
parts-per-billion level (ng ml−1). The limits of detection were estimated at the parts-per-trillion level (pg ml−1).
Several pollutants usually encountered in water samples were tested for interference. These included polychlorinated
biphenyls, pesticides, and volatile organic compounds. As a result of the appropriate combination of excitation
wavelength (330 nm) and phosphorescence enhancers (0.1 M TlNO3 and 0.05 M sodium dodecyl sulfate, SDS), no
interference was observed. The results demonstrate the potential of SPE-RTP for screening polycyclic aromatic
hydrocarbons (PAHs) in environmental waters. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Solid-phase extraction; Room-temperature phosphorimetry; PAHs

1. Introduction

There is a critical demand to have rapid and
simple screening techniques for polycyclic aro-
matic hydrocarbons (PAHs) in environmental
samples. The development of screening techniques
leads to shorter turnaround analysis time and

reduced costs for environmental monitoring and
remediation.

A typical assay for the analysis of PAHs in-
cludes an extraction procedure followed by a
chromatographic determination scheme. Gas
chromatography-mass spectrometry (GC-MS) [1–
4] and high-performance liquid chromatography
(HPLC) [5–9] are major tools for the analysis of
PAHs in water samples. Because of their
lipophilic character, PAHs attach chemically to
organic carbon in stream-bottom sediments. The
partitioning process into sediment results in very

* Corresponding author. Tel.: +1-701-231-8702; fax: +1-
701-231-8831.

E-mail address: campigli@prairie.nodak.edu (A.D.
Campiglia)
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low concentrations in water samples below the
limits of detection of the chromatographic
method. Therefore, a concentration step is usually
performed prior to chromatographic analysis.

Recently, the US Environmental Protection
Agency (EPA) adopted solid-phase extraction
(SPE) as the pre-concentration technique for
PAHs in water and biological samples [10]. PAHs
are separated from the sample onto a non-polar
solid matrix by reversed phase mechanisms. The
adsorbent phases are packaged in two basic for-
mats: cartridges or membranes. For water analy-
sis, membranes are preferred over cartridges, since
the larger cross-sectional area and the shorter
depth of extraction disks result in high flow rates
and short analyses times [10].

The composition of SPE membranes consists of
alkyl bonded silica particles enmeshed in an inert
support. Unfortunately, free silanol (Si–OH)
groups are also present on the silica which result
in non-reversed phase interactions. The strong
adsorption of PAHs on the silica surface results in
low anlayte recoveries. It is common to observe
recoveries as low as 40%. Thermally assisted des-
orption, sonication of the adsorbent material, and
microwave-assisted elution are often employed to
improve analyte recoveries [11,12]. Although ther-
mal desorption improves extraction efficiencies to
acceptable recoveries for analytical use, this ap-
proach increases analysis time and provides ample
opportunity for introduction of laboratory con-
taminants, loss of target compounds, and worker
exposure. Time and labor to perform these and
other necessary tasks are important since they
affect analytical costs and delays in obtaining
results.

In this study, a new approach for screening
PAHs in water samples is presented. The new
analytical tool combines SPE with solid-surface
(SS) room-temperature phosphorimetry (RTP)
[13,14]. Since the analysis of PAHs is performed
on the adsorbing material, the drawbacks associ-
ated with SPE procedures are eliminated. The
lack of interference from pollutants commonly
encountered in water samples demonstrates the
selectivity necessary for the determination of total
PAHs. The pre-concentration factor obtained by
SPE, combined with the sensitivity of RTP to-

wards PAHs, results in limits of detection at the
ppt (pg ml−1) level of concentration. The studies
demonstrate that SPE-RTP provides a simple,
rapid, and inexpensive experimental procedure for
routine screening of PAHs in water samples.

2. Experimental

2.1. Chemicals

All chemicals were analytical-reagent grade and
were used without further purification. Nanopure
water was employed throughout. Octyl (C8) and
C18 membranes were obtained from Ansys Diag-
nostics. Their composition consists of bonded sil-
ica particles enmeshed in a glass fiber support.
The average size and mean pore size of the silica
particles were 30 mm and 7 nm, respectively. The
mean thickness and diameter of the membranes
were 1000 mm and 47 mm, respectively. Naph-
thalene, phenanthrene, pyrene, chrysene, 1,12-
benzperylene [benzo(g,h,i)perylene], dibenz(a,h)
anthracene [1,2:5,6-dibenzoanthracene], anthr-
acene, acenaphthylene, acenaphthene, fluorene,
fluoranthene, 1,12-benzanthracene [benzo(a)an-
thracene], 11,12-benzfluoranthene [benzo(k)fluo-
ranthene], 3,4-benzfluoranthene [benzo(b)fluor-
anthene], benzo(a)pyrene, thallium(I) nitrate,
lead(II) acetate, and sodium dodecyl sulfate (SDS)
were purchased from Aldrich at their highest pu-
rity available. Indeno(1,2,3-cd)-pyrene, 2-chloro-
4-ethylamino-6-isopropylamino-s-triazine [atrazi-
ne], 3,5-dibromo-4-hydroxybenzonitrile [bromox-
ynil], 3-(3,4-dichlorophenyl)-1,1-dimethylurea [di-
uron], 2-chloro-N-[2-ethyl-6-methylphenyl]-N-[2-
methoxy1-methylethyl]acetamide [metolachlor],
N - [5 - 1,1 - dimethylethyl - 1,3,4 - thiadiazol - 2 - yl]-
N,N %-dimethylurea [tebuthiuron], a,a,a-trifluoro-
2,6-dinitro-N,N-dipropyl-p-toluidine [trifluralin],
2,3-dihydro-2,2-dimethyl-benzofuran-7-yl methyl-
carbamate [carbofuran], bis(2-ethylhexyl)phtha-
late, 1,1-bis(4-chlorophenyl)-2,2,2-trichloroethane
(p,p %-DDT), and 2,2-bis(4-chlorophenyl)-1,1-
dichloroethylene (p,p %-DDE) were purchased from
Chem Service at their highest purity available.
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Methanol was acquired from EM Science at
99.8% purity.

Note : Use extreme caution when handling thal-
lium and lead salts, PAHs, and organochlorine
compounds that are known to be extremely toxic.

2.2. Background reduction treatment

SPEC disks from several lots were tested for
RTP measurements. The disks were solvent ex-
tracted with n-hexane for 8 h, cut into 1×2 cm
tabs, and introduced into quartz tubes for UV
irradiation (8 h). No significant difference was
observed in the background emission of tabs from
the same lot or within tabs from different lots.
Similar behavior was observed in the analyte sig-
nal of compounds adsorbed on tabs from the
same lot or tabs from different lots. The relative
standard deviations reported for RTP measure-
ments account for the effect of possible variations
existing among silica grain size, binder coverage
and coverage by octadecyl chains. The irradiated
membranes were stored in a desiccator to be used
as solid substrates.

2.3. Standard solutions and synthetic mixture
preparation

Stock solutions of PAHs were prepared in
methanol. Working solutions were obtained by
appropriate dilution in methanol. Thallium ni-
trate, lead acetate, and sodium dodecyl sulfate
(SDS) solutions were prepared in methanol/water
50:50 v/v.

Interference studies were carried out with a
synthetic mixture of PAHs prepared in methanol.
The concentration of each PAH in the mixture
was 10 ppm. Standard solutions of atrazine, bro-
moxynil, diuron, metolachlor, tebuthiuron, trifl-
uralin, carbofuran, bis(2-ethylhexyl)phthalate,
p,p %-DDE and p,p %-DDT were prepared in
methanol. Their potential interference was evalu-
ated individually (at the 100 ppm concentration
level) or in a mixture containing each pesticide at
the 10 ppm level.

2.4. Sample procedure

2.4.1. Phosphorescence measurements
All solutions were spotted on solid substrates

with 10-ml micropipettes (Oxford Labware). Five
ml of surfactant and heavy-atom solutions were
successively spotted on the solid substrate and
dried in an oven for 15 min at 110°C. The sub-
strates were placed into a desiccator (containing
CaSO4 chips) to be used for RTP measurements.
A volume of 5 ml of PAH solution was used in all
the studies. The same volume was used for all the
interference studies. After spotting the analyte
solution (or interferent solution) on the solid sub-
strate, the samples were placed into a desiccator
until measurement time.

2.4.2. SPE-RTP measurements
SPE was performed by the usual procedure [10].

The extraction membrane was conditioned with
10 ml of methanol prior to sample application.
Vacuum suction was adjusted to allow 1 l of
sample to pass through the membrane in approxi-
mately 45 min. For a 38 mm active diameter disk,
this flow rate is equivalent to a linear velocity of
0.03 cm s−1, which is significantly slower than the
maximum linear velocity (0.18 cm s−1) recom-
mended by EPA [15]. By working at 0.03 cm−1, a
high retention efficiency of organic pollutants was
assured.

Following water extraction, the SPE disk was
cut in six pieces to fit in the spectrofluorimeter
sample holder. After adding 5 ml of 0.1 M TlNO3

to each substrate, the samples were dried in an
oven for 15 min at 110°C. The samples were then
placed into a desiccator until measurement time.

2.5. Instrumentation

The collection of phosphorescence spectra, sig-
nal intensities and lifetime measurements were
performed with a Fluorolog-3 spectrofluorimeter
(ISA, JobinYvon-Spex, model FL3-11). A pulsed-
lamp phosphorimeter attachment (Spex 1934)
provided signal-gating circuitry so that a selected
window of sample emission (gate time), after exci-
tation (delay time), was allowed to reach the
detector. The pulsed source consisted of a UV-vis
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Xenon lamp with adjustable pulse rate between
0.05 and 33 flashes s−1. The full-width, half max-
imum (FWHM) of each pulse was 3 ms. Two
single-grating (1200 grooves mm−1) spectrome-
ters were used for wavelength selection. The exci-
tation and emission blaze wavelengths were 250
and 500 nm, respectively. The detector was a
photomultiplier tube (Hamamatsu, model R928)
operating at room temperature in a photon-
counting mode. Appropriate software (dM 3000,
Spex Industries) was used for automated scanning
and data acquisition.

The UV irradiation treatment for background
reduction of solid substrates was carried out in a
Rayonet photochemical reactor (Southern N.E.
Ultraviolet Middletown) using eight lamps with
maximum wavelength of emission (lem) at 254
nm, four with lem at 300 nm, and another four
with lem at 350 nm.

3. Results and discussion

3.1. Comparison of C8 and C18 membranes

Recently, the feasibility of detecting phospho-
rescence emission from PAHs adsorbed on oc-
tadecyl (C18) extraction membranes was
demonstrated. The RTP signals of pyrene,
phenanthrene, 1,2:3,4-dibenzanthracene, 1,2:5,6-
dibenzanthracene, benzo[g,h,i]perylene and chry-
sene were enhanced by co-spotting 0.1 M TlNO3

and 0.05 M SDS on SPE disks. The limits of
detection were estimated at the nanogram (ng) to
sub-ng level [16].

As a tentative means of improving the limits of
detection of PAHs, the phosphorescence enhanc-
ing efficiencies of C8 and C18 extraction mem-
branes were compared. RTP studies performed by
Ciolino and Dorsey [17,18] on bonded silica sub-
strates showed an inverse correlation between the
phosphorescence emission of phenanthrene and
the length of the alkyl group bonded to the silica
surface. Since octyl membranes are suitable mate-
rials for the extraction of PAHs from contami-
nated waters, their use could lead to an
improvement in the limits of detection.

The studies were carried out with three model
compounds: phenanthrene, fluoranthene and ben-
zo[a]pyrene. The extraction membranes were
treated for background reduction [16,19]. A com-
bination of solvent extraction (n-hexane) and UV
irradiation results in a 50% reduction of the back-
ground signal. In addition to background reduc-
tion, the treatment causes a 2× improvement in
the standard deviation of the blank, which con-
tributes to lower limits of detection.

Table 1 shows the phosphorescence intensities
of the model compounds adsorbed on C8 and C18

membranes. 0.1M TlNO3 and 0.05M SDS were
used as phosphorescence enhancers [16]. Although
the background emission (IB) of C18 membranes
was higher than the one observed from C8 mem-
branes, the net analyte signals (IA) were higher on
C18 membranes. Apparently, the octadecyl alkyl
chains provide higher analyte rigidity than the
octyl groups suggesting that the entrapment of
analyte molecules within the alkyl chains plays an
important role in the phosphorescence enhance-

Table 1
Phosphorescence emissiona of polycyclic aromatic hydrocarbons (PAHs)b on octyl (C8) and octadecyl (C18) extraction membranesc

IA9SA
fIB9SB

e IA+B9SA+B
d IA9SA

fIB9SB
elexc/lemAnalyte IA+B9SA+B

d

292/500 810928.3 113913.0 697931.1 561935.4 84.494.15 477935.6Phenanthrene
374/542 85.4913.3Fluoranthene 49.691.04260914.4 135913.3158915.992.196.65

Benzo[a]pyrene 5.2092.8517.291.9622.49 .0715.793.7821.590.9037.293.67400/685

a Phosphorescence intensities in thousands of counts per second (cps).
b A 5 ml spot of 10 ppm analyte was applied to the solid-phase extraction (SPE) surface.
c Five microliter volumes of 0.05 M SDS and 0.1 M TlNO3 were employed as phosphorescence enhancers.
d IA+B, analyte signal. Each value is the average of three samples. SA+B, standard deviation of the analyte signal.
e IB, blank intensity. Each value is the average of three samples. SB, standard deviation of the blank signal.
f IA, net analyte signal. (IA+B−IB)=IA. SA, standard deviation of the net analyte signal.
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Table 2
Heavy atom effecta on the phosphorescence emissionb of polycyclic aromatic hydrocarbons (PAHs)c adsorbed on octadecyl
membranes

lexc/lem Tl(I)Analyte Pb(II)

IA9SA
fIA+B9SA+B

d IB9SB
eIA9Sa

fIA+B9SA+B
d IB9SB

e

19.599.1476.698.5296.193.32Naphthalene 141931.3294/505 269931.2 12891.70
10.891.57 10.290.73Anthracene 255/675 22.192.61 17.591.17 4.6092.86 g

356936.1 65.594.94Phenanthrene 292/500 810928.3 113913.0 697931.1 291936.4
59.795.20127916.3 67.3917.1Fluoranthene 158915.9374/542 260914.4 92.196.65

15.793.78 16.390.85 9.1090.20Benzo[a]pyrene 7.2090.87400/685 37.293.67 21.59 .90

a Five microliter volumes of 0.05 M SDS, 0.5 M Pb(OAc)2, 0.1 M TlNO3 were employed as phosphorescence enhancers.
b Phosphoresence intensities in thousands of counts per second (cps).
c A 5 ml spot of 10 ppm analyte was applied to the C18 membrane surface.
d IA+B, analyte signal. Each value is the average of three samples. SA+B, Standard deviation of the analyte signal.
e IB, blank intensity. Each value is the average of three samples. SB, standard deviation of the blank signal.
f IA, net analyte signal. (IA+B−IB)=IA. SA, standard deviation of the net analyte signal.
g No analyte signal detected.

ment of PAHs. It is important to mention that the
results are not contradictory to those previously
reported by Ciolino and Dorsey [17,18]. The
membranes tested in the studies contain glass fiber
as a binder, which was not present on the bonded
silica phases previously investigated [17,18].

3.2. Hea6y-atom salts and SDS

The phosphorescence characteristics of PAHs
have been investigated under a wide variety of
experimental conditions [20–43]. In general, filter
paper has been the substrate of choice, and Tl(I)
and Pb(II) appear to be the most effective phos-
phorescence enhancers. Considering that the
heavy-atom effect is also related to the nature of
the solid substrate [13,14], the enhancing effi-
ciency of Tl(I) and Pb(II) on C18 membranes was
evaluated. Benzo[a]pyrene, fluoranthene, chry-
sene, phenanthrene, and pyrene were employed as
model compounds. The heavy-atom and surfac-
tant concentrations were selected based on previ-
ous RTP studies [17,41,42]. Table 2 shows the
obtained results. For all the studied compounds,
the highest phosphorescence enhancements were
observed in the presence of 0.1 M TlNO3.

Since the mass of heavy-atom and surfactant on
the solid substrate play an important role in the
enhancement of phosphorescence emission [44],

the optimization of TlNO3 and SDS concentra-
tions was performed. The maximum analyte sig-
nals were observed with 0.1 M TlNO3 and 0.05 M
solutions. Heavy-atom and surfactant concentra-
tions above these values reduced the analyte sig-
nal. These concentrations, therefore, were used
for all further studies.

3.3. Nitrogen purging studies

Previous studies on octadecyl membranes
showed a certain degree of oxygen quenching. The
presence of oxygen was minimized by purging the
sample compartment of the spectrofluorimeter
with nitrogen gas. The maximum phosphores-
cence intensities were observed after 9 min of
nitrogen purging [16].

As a tentative means of increasing sample
throughput without compromising the limits of
detection of SPE-RTP, two new substrate holders
for extraction membranes were designed (see Fig.
1). The outer dimensions of both sample holders
were 1.2 cm×1.2 cm×7.8 cm, approximately the
width and depth of a standard cuvette designed to
fit most commercial spectrofluorimeters. Both
configurations were machined to collect phospho-
rescence emission at a right angle from the excita-
tion beam. The main difference between the two
designs is the nitrogen flow path. While the sub-
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strate holder in Fig. 1A delivers the nitrogen flow
to the front surface of the solid substrate, the one
in Fig. 1B directs the passage of nitrogen through
the sample from the backside of the solid sub-
strate. In both cases, nitrogen is fed to the sub-
strate holders via an orifice in the base of the
sample chamber. When the substrate holders are
positioned for phosphorescence measurements,
the alignment between the orifice located in the
base of the sample chamber and the one in the
substrate holder provides continuous path to the
nitrogen flow.

The performances of both designs were com-
pared to purging nitrogen into the entire sample
compartment of the spectrofluorimeter. This is a

common procedure in SS-RTP analysis. Since
commercial sample compartments are designed
for measurements in pre-deoxygenated liquid so-
lutions, the nitrogen flow in RTP measurements is
not directed towards the solid substrate. Phenan-
threne was used as a model compound. 0.1 M
TlNO3 and 0.05 M SDS were employed as phos-
phorescence enhancers. Fig. 2 shows the obtained
results. Phosphorescence intensities were mea-
sured in 2 min increments from 0 to 20 min. A
flow meter was used to keep a constant purging
rate. Each point plotted in the graphs is the result
of three analyte and blank signal measurements.
As expected, directing the nitrogen flow towards
the solid substrate enhanced phosphorescence
emission. Moreover, the highest enhancing effi-
ciency was observed by forcing the nitrogen flow
through the SPE membrane (configuration 1B).
This design is also the most efficient approach to
reach maximum intensity in the shortest period of
nitrogen purging time. Taking these features into
consideration, all further studies with the sample
holder shown in Fig. 1B.

3.4. Analytical figures of merit (AFOM)

The AFOM of the 16 PAHs included in the
EPA’s priority list [15] were estimated on octade-
cyl extraction membranes. According to the litera-
ture survey, the RTP characteristics of
acenaphthylene, benzo(b)fluoranthene, ben-
zo(k)fluoranthene, and indeno(1,2,3-cd)pyrene
were investigated for the first time. Fig. 3 shows
their excitation and emission spectra.

All phosphorescence measurements were per-
formed after 5 min of nitrogen purging. Assuming
a similar behavior for all PAHs to the one ob-
served for phenanthrene (see Fig. 2), 5 min of
nitrogen purging would provide approximately
80% of maximum phosphorescence emission. All
samples were prepared by spotting 5 ml of surfac-
tant, heavy-atom and analyte solutions on SPE
membranes. Table 3 shows the obtained results.
The correlation coefficients of the calibration
curves were close to unity, indicating a linear
relationship between analyte concentration and
phosphorescence intensity. Depending on the lim-
its of detection, the linear dynamic ranges varied

Fig. 1. Solid-phase extraction (SPE) disk holder configurations
delivering nitrogen upon the face (A) and the backside (B) of
the SPE disk. In configuration 1B, the sample is held in place
by a copper plate with a hole drilled though the middle. The
hole position in the copper plate is optimized for the incident
beam and the passing nitrogen. The restraining pin is designed
to hold the top of the copper plate in place with the bottom
firmly wedged into a machined ridge. Figure key is as follows:
b, nitrogen flow (hole in aluminum); 
, SPE disk; , copper
plate (low luminescent paint covering); a, restraining pin
(designed to hold copper plate in place at high nitrogen flow
velocities).
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Fig. 2. Phosphorescence intensity of phenanthrene as a function of nitrogen purging time: (—�—) purging into the sample
compartment; (—�—) front sample delivery; (——) backside nitrogen delivery.

from 1 to 3 orders of magnitude. In all cases, the
upper linear concentrations were lower than 100
ng. The phosphorescence lifetimes included short
and long-lived components. Their values were cal-
culated by the stripping method [45]. The least-
squares analysis of the long-decay components
yield correlation coefficients higher than 0.999.

The ALOD varied from picograms (pg) to ng
levels. Although these values are comparable to
those estimated on paper substrates [20–42], the
limits of detection on octadecyl membranes can
be improved by taking advantage of the high-pre-
concentration factors of SPE. Fig. 4 shows the
phosphorescence spectra of a 10 ppb (ng ml−1)
phenanthrene solution on octadecyl membranes.
The samples were prepared either by SPE (A) or
by conventional SS-RTP (B). In both cases, the
heavy-atom and surfactant solutions were added
to the substrate after analyte deposition on the
membrane.

When compared to the conventional sampling
procedure, SPE increases the amount of phenan-
threne on the solid substrate by approximately 6
L. By processing 1 L of water through the extrac-
tion membrane, it was possible to deposit 10 ng of

phenanthrene on the solid substrate. This is ap-
proximately 100× the mass estimated as the
ALOD for phenanthrene (see Table 3). On the
other hand, the SS-RTP procedure-which typi-
cally employs 5 ml of sample volume—deposited
on the solid substrate 5×10−14 g of phenan-
threne, which is well below its ALOD. As a
consequence, the spectral characteristics of the
compound were not distinguishable. It is impor-
tant to mention that spotting larger volumes of
sample with a syringe is inappropriate because
solutions migrate to the edges of the substrate
causing analyte losses [13,14]. Therefore, the de-
termination of phenanthrene by conventional SS-
RTP is not possible at the ppb level.

A calibration curve for phenanthrene (y=
165 939x+43 220; R2=0.9981) was obtained by
SPE-RTP. Each point plotted in the calibration
graph was the average of six phosphorescence
measurements. For each concentration, 1 L of
standard solution was processed through the SPE
membrane. The heavy-atom and surfactant solu-
tions were spotted on the substrate after sample
deposition. The linear dynamic range of the cali-
bration curve was extended from 0.5 to 10 ppb.
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Fig. 3. Excitation and emission spectra of (A) acenaphthylene, (B) benzo(b)fluoranthene, (C) benzo(k)fluoranthene, and (D)
indeno(1,2,3-cd)pyrene. A total of 100 mg ml−1 standard solutions were used for A and D. A total of 20 mg ml−1 concentrations
were used for B and C. The excitation (lexc) and emission (lem) wavelengths used to obtain the spectra were the following: (A)
240/520 nm; (B) 373/529 nm; (C) 410/567 nm; (D) 434/656 nm. Spectra are not corrected for instrumental response.
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Fig. 3. (Continued)
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Since there was interest in estimating the limit of
detection, no attempts were made to establish the
upper linear concentration of the calibration
curve. The relative standard deviation of six mea-
surements—resulting from one SPE disk—was
approximately 5%. The limit of detection
(LOD=3SB/m) [46] was estimated as 2 pg ml−1.

3.5. Interference studies

The composition of water samples is complex
and diverse. It depends on the surrounding indus-
try and various run-off sources such as agricul-
ture, sewer, rain water and oil spills. Recently, the
US Geological Survey published a comprehensive

Table 3
Analytical figures of merit for the 16 EPA PAH prioity pollutants obtained on octadecyl extraction membranesa

Emission (nm)b LDR (ng)cCompound RdExcitation (nm)b ALOD (ng)e Short Tau (ms)f Long Tau (ms)f

240, 256, 282, 472, 505, 541 1.6–44 0.9991 1.6 1.2090.05 3.9990.12Naphthalene
294

1.4590.09Anthracene 0.3790.068.30.99848.3–44675, 730s255*, 285, 350,
368, 385

0.1–44 0.9991 0.1270, 292, 302 1.2690.08 3.9090.24Phenanthrene 468, 500, 534s
486, 520, 558sAcenaphthylene 10.7–88240*, 256, 297 0.9990 10.7 0.8290.06 4.2290.26

0.4–44 1.0000238*, 254, 306Acenaphthene 0.4 3.5590.04482, 514, 554 0.7490.02
0.2–22 0.9992 0.2427s, 449, 481s 0.9790.02Fluorene 3.1690.04236s, 282, 304

542, 584 0.2–44 0.9996Fluoranthene 0.2256, 270, 296, 0.9690.01 3.6690.10
358, 374*

Benzo(a) 298, 354*, 372 598, 654 0.2–44 1.0000 0.2 0.8590.03 3.7090.04
anthracene

590, 645 0.1–44Pyrene 1.0000254, 280, 328s, 0.1 1.0990.02 3.2690.18
344

Chrysene 278, 316 330s, 3.3190.011.3290.04510, 544, 590s 0.070.99910.07–44
370
312, 346, 392, 567, 617, 661 0.03–44 0.9999 0.03 1.2390.03 3.5190.07Benzo(k)

fluoranthene 410
248, 306, 360s, 529, 573, 625 0.08–44 0.9994 0.08 1.6990.09Benzo(b) 4.1990.05
373*fluoranthene

0.40.99910.4–22 1.4290.08685 0.4090.02262, 286, 300,Benzo(a)pyrene
312, 382s, 400*

Indeno(1,2,3 260, 274, 298, 656, 724 0.4–22 0.9998 0.4 0.4890.02 1.3790.14
358, 376, 398,–cd)pyrene
434

3.4290.03Benzo(ghi) 1.0490.01304, 374, 392 618, 674 0.03–33 0.9990 0.03
perylene

304, 342, 360s 554, 600, 654 0.02–44 0.9981 0.02 1.4990.06 4.1790.01Dibenz(a,h)
anthracene

a Octadecyl membranes previously spotted with 5 ml of 0.1 M TlNO3 and 5 ml of 0.05 M SDS.
b Maximum excitation and emission wavelengths. The peak with maximum intensity is underlined. Symbol (*) represents the

maximum excitation ratio of analyte to blank. Figures of merit were therefore established at this wavelength (S, shoulder).
c Linear dynamic range (LDR) is estimated from the limit of detection to the upper linear calibration.
d R, correlation coefficient of the calibration curve.
e ALOD, absolute limit of detection. Calculated on a basis of the equation LOD=3sB/m, where sB is the standard deviation of

the blank and m is the slope based upon four concentrations within the linear dynamic range.
f Short and long lifetime components based upon stripping method from J.N. Demas, Excited State Lifetime Measurements,

Academic Press, New York, 1983.
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Fig. 4. Phosphorescence emission of a 10 ng l−1 phenanthrene solution deposited on octadecyl extraction membranes. The samples
were prepared by processing 1 l of sample through the SPE membrane (A) and by the conventional solid-surface room-temperature
phosphorimetry (SS-RTP) procedure using 5 ml of sample (B).

survey assessing the water-quality conditions of
more than 50 of the Nation’s largest river basins
and aquifiers [47]. In the specific case of the Red
River of the North Basin (MN, ND and SD), the
major organic pollutants present in the aquatic
ecosystem are PAHs, pesticides, polychlorinated

biphenyls (PCBs) and volatile organic compounds
(derivatives of benzene such as mono-, di- and
tri-methylbenzenes).

The potential interference of concomitants were
evaluated taking into consideration two simple
criteria: (i) their potential retention by the SPE
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matrix; (ii) their ability to show phosphorescence
emission. These criteria ruled out the inorganic
species not retained by the SPE membrane—such
as mercury and nitrate—and the pollutants with
no aromaticity in their molecular structure. Table
4 shows the remaining list of compounds tested
for interference under the experimental conditions
optimized for PAHs. Benzene was included in the
list as a representative compound of benzene
derivatives.

Each compound was tested individually by the
conventional RTP sampling procedure, i.e. by
spotting the standard solution on the solid sub-
strate with a microliter syringe. The same proce-
dure was used for the deposition of heavy-atom
and surfactant solutions on the solid substrate.
The phosphorescence intensities of 100 ppm solu-
tions were measured at two excitation wave-
lengths: 280 and 330 nm. These wavelengths were
selected based on the excitation characteristics of
PAHs (see Table 3). Due to their broad excitation
spectra, sample excitation at 280 or 330 nm pro-
motes the phosphorescence emission of the 16
PAHs. No phosphorescence emissions were ob-
served from the potential interferents when the
substrates were excited at 330 nm. Their phospho-
rescence signals were exactly the same as those

observed from the blanks. Similar results were
obtained with a synthetic mixture containing all
the interferents at the 10 ppm level.

To check for interfering effects that could alter
the spectral features of the PAHs mixture, the
interferents were mixed with the 16 PAHs prior to
their deposition on the solid substrate. The con-
centration of each PAH in the final mixture was
10 ppm. The phosphorescence characteristics of
the PAHs mixture in the presence of interefrents
were compared with those from a mixture con-
taining the 16 PAHs at the same level of concen-
tration. For a confidence interval (CI) of 95%
(P=0.05) and four determinations (N=4) [46],
no statistical difference was observed in the inten-
sity of the phosphorescence signal and the spectral
features of the PAHs mixture.

4. Conclusions

The studies demonstrate the feasibility of
combining SPE and RTP for the analysis of
PAHs in water samples. The high pre-concentra-
tion factors obtained by SPE, associated with the
sensitivity of RTP, result in limits of detection at
the pg ml−1 level. Taking into consideration that
PAH concentrations range from pg ml−1 in pure
ground water supplies to mg ml−1 in heavily
contaminated sewage [48], it can be stated that
SPE-RTP has the sensitivity required for screen-
ing PAHs in water samples. It is important to
mention that PAHs at lower concentrations than
ppt levels could be detected by processing larger
volumes of sample through the SPE membrane.

The selective retention of PAHs by SPE, com-
bined with the forbidden nature of the phospho-
rescence electronic transition, reduces the number
of potential interferents in the analysis of water
samples. Several organic pollutants commonly en-
countered in aquatic ecosystems did not show
phosphorescence emission at the excitation wave-
length (330 nm) selected for the determination of
PAHs. In the analysis of complex mixtures with
several phosphorescent concomitants, the selectiv-
ity towards PAHs can be enhanced by selective-
external heavy-atom perturbation (SEHAP),
time-resolved phosphorimetry (TRP) and syn-
chronous excitation techniques [13]. [14]

Table 4
List of organic pollutantsa tested for interferences

Pesticides
Alachlor, Atrazine, Bromoxynil, Cyanazine, Diuron,

Metolachlor, Simazine, Tebuthiuron, Trifluralin

Insecticides
Carbofuran, Diazanon

PCBs
4-Chlorobiphenyl, 4,4-Dichlorobiphenyl,

3,4-Dichlorobiphenyl, 3,3-Dichlorobiphenyl,
3,3,5,5-Tetrachlorobiphenyl,
3,3,4,4,5-Pentachlorobiphenyl,
3,3,4,4,5,5-Hexachlorobiphenyl, Arochlor 1016, Arochlor
1242, Arochlor 1221

Volatile organics
Benzene, bis(2-Ethylhexyl)phthalate

Organochlorine compounds
p,p %-DDE, p,p %-DDT, o,p %-DDT

a The commercial names are listed for some of the pollu-
tants. See Section 2.1 for the IUPAC nomenclature.
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The experimental procedure of SPE-RTP is
relatively simple. Since the PAHs are detected
on the extraction membrane, the drawbacks as-
sociated to elution steps in SPE procedures are
eliminated. In addition, the use of organic sol-
vents is avoided, which reduces analysis costs
and avoids disposal of toxic solvents. After
performing SPE, the RTP procedure takes ap-
proximately 20 min. Since several SPE mem-
branes can be dried simultaneously, which
takes 15 min per batch, the sample throughput
is appropriate for routine analysis of a large
number of samples. The new substrate holder
optimizes oxygen removal and provides reason-
able phosphorescence intensities with 2 min of
nitrogen purging.

Shorter analyses times can be obtained by
reducing the length of the drying step. This
parameter is under optimization in our labora-
tory. However, it is important to mention that
the drying step should not be considered a dis-
advantage when the technique is compared to
chromatographic analysis. The efficient elution
of PAHs from the octadecyl membrane prior
to chromatographic analysis depends on prior
removal of water sorbed to the silica surface.
This can be accomplished by using an eluent
that is miscible with water, such as ethyl ac-
etate/toluene (50:50 v/v). Toluene is added to
ethyl acetate to increase the solubility of PAHs
and to enhance their elution from the solid
phase. If a more hydrophobic solvent is re-
quired to remove highly non-polar compounds,
such as hexane or methylene chloride, the sor-
bent must be carefully dried and free of water
[49].
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Abstract

A simple and sensitive field detection and spectrophotometric method for determination of copper described
herewith is based on the formation of a red coloured species of copper(II) with 1-[pyridyl-(2)-azo]-naphthol-(2)
(PAN), TX-100 and N,N %-diphenylbenzamidine (DPBA) at pH range 7.8–9.4. The red coloured Cu(II)-PAN-(TX-
100)-DPBA complex in chloroform shows maximum absorbance at 520 nm with molar absorptivity value of
1.14×105 l mol−1 cm−1. The detection limit of the method is 2 ng ml−1 organic phase. The system obeys Beer’s law
up to 0.6 mg Cu(II) ml−1 in organic solution. Most of the common metal ions generally found associated with copper
do not interfere. The repeatability of the method was checked by finding relative standard deviation (RSD) (n=10)
value for solutions each containing 0.2 mg ml−1 of Cu(II) and the RSD value of the method was found to be 1.5%.
The validity of the method has been satisfactorily examined for the determination of copper in soil and airborne dust
particulate samples. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Spectrophotometry; Copper determination; 1-[Pyridyl-(2)-azo]-naphthol-(2) (PAN); Soil and airborne dust particulates;
Field detection

1. Introduction

Copper is both micro-nutrient as well as toxic
element for living beings, depending up on the
concentration level [1]. Inhalation of dusts, fumes
and mists of Cu-salts results in congestion of

nasal mucous membranes, ulceration with perfo-
ration of the nasal septum on occasion and some-
times, pharyngeal congestion [2]. It is also a
gastrointestinal tract irritant [3].

Many techniques i.e. AAS [4], ICP-AES [5,6],
voltammetry [7], spectrophotometry [8] have been
reported for the determination of copper. AAS
and ICP-AES are most selective and sensitive
techniques used for the determination of copper.
These techniques, however, are quite expensive
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0771-545984.

E-mail address: manish@lakshya.kalptaru.com (M.K. Deb)

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.

PII: S0039 -9140 (99 )00054 -5



M. Thakur, M.K. Deb / Talanta 49 (1999) 561–569562

and require costly maintenance and skilled
hands for operation. Voltammetry is the most
sensitive technique but suffers from matrix inter-
ference [9,10]. Various organic and inorganic
reagents viz. Phenols [11,12], amines [13–15],
carbazones [16–19], carbamates [20,21], oximate
[22], thioamides [23,24], carbonohydrazide [25]
and azo [26–29] compounds have been proposed
for the spectrophotometric determination of
copper at trace levels. These methods, however,
are not entirely suitable due to the involvement
of one or more of the following reasons: the
tedium involved in the methods, critical pH
ranges, poor sensitivity and the problem of ma-
trix interference. Some other reagents like
alizarin s-methyl violet-poly(vinyl alcohol) sys-
tem [30], 4-(2,3-dihydro-1,4-phthalazinedione-5-
triazeno)-azobenzene [31], 5-Br-PADAP [32],
diphenylcarbazide [33] have also been reported
for the spectrophotometric determination of
copper.

The present paper deals with a simple and
sensitive method for the field identification and
spectrophotometric determination of copper in
soil and airborne dust particulates using 1-
[pyridyl-(2)-azo]-naphthol-(2) (PAN) in presence
of TX-100 and N,N %-diphenylbenzamidine.

2. Experimental

2.1. Apparatus

A Carl-Zeiss Jena spectrophotometer fitted
with EK-5 unit and matched quartz cells of 1
cm path length was used for all absorbance
measurements. A Systronic digital pH-meter
type 335 was employed for the measurement of
pH value of solutions.

2.2. Reagents

All chemicals used were of analytical reagent
grade, BDH/E. Merck/Glaxo or SD fine Chem.
The standard Cu(II) solution was prepared by
digestion of a weighed amount of copper metal
(99.9%) in 5 ml concentrated nitric acid. The
excess of nitric acid was removed by heating the

dried mass with concentrated hydrochloric acid.
The solution was heated up to dryness. The
dried mass was dissolved in 1 ml of 10 mol l−1

hydrochloric acid and diluted to 100 ml with
distilled water. The working standard solutions
were prepared by suitably diluting with distilled
water. N,N %-Diphenylbenzamidine (DPBA), as
shown by its structural formula below, was syn-
thesized according to the procedure in the litera-
ture [34] and its 7.3×10−3 mol l−1 (or 0.2%,
w/v) solution in chloroform was employed for
extraction. A 4.01×10−3 mol l−1 (or 0.1%, w/
v) 1-[pyridyl-(2)-azo]-naphthol-(2) (PAN), as
shown by its structural formula below, solution
was prepared in chloroform for colour develop-
ment and 1.54×10−3 mol l−1 (or 0.1%, w/v) of
Triton X-100 was prepared in distilled water.
NaOH-H3BO3 buffer solution [35] (:pH 8.5)
was used for adjusting the pH of aqueous solu-
tion.

2.3. Procedure

An aliquot of the standard solution contain-
ing up to 6.0 mg Cu(II) was taken in a 125 ml
separatory funnel. To the above solution, mix
0.7 ml of TX-100 and 1 ml of PAN solution.
Adjust pH of the aqueous solution at 8.590.2
with buffer solution in a total volume of 10 ml.
Shake the above solution vigorously for 2 min
with 2×2 ml of DPBA solution in chloroform.
Wash the aqueous phase with 1 ml fresh chloro-
form. Combine the extracts and dry over anhy-
drous sodium sulphate (:2 g). Make up the
total organic phase to the mark with chloroform
in 10 ml volumetric flask. Measure the ab-
sorbance of the complex against reagent blank
at lmax 520 nm.
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2.4. Field detection of copper

Take 0.1–1.0 g of test samples viz. crushed soil
(200 mesh) and airborne solids in a micro test
tube. Add to this 0.5–2.0 ml of hot (30–60°C) 0.1
mol l−1 nitric acid. Shake the tube gently and
leach out the samples. Put 2–3 drops of the
leachate in another micro test tube using capillary
tube or dropper. Add 0.2–0.5 ml of buffer, into it,
adjust pH around 8.5 and add 2–3 drops each of
PAN, DPBA and aqueous TX-100. The presence
of copper in test samples is indicated by genera-
tion of intense red colouration in the organic
phase which persisted for several minutes.

2.5. Determination of copper in soil and airborne
dust particulates

This method has been applied to the determina-
tion of Cu(II) in soil and airborne dust particulate
samples. The samples were collected from differ-
ent representative places of Raipur city, M.P.,
India viz. from residential, commercial, industrial
and heavy traffic areas. Weighed amount of dust
samples were taken, digested with nitric acid and
excess of hydrochloric acid (1:3). The samples
were neutralised with ammonium hydroxide (1:8)
and its excess was removed by boiling. The solu-
tions were filtered and the filtrates diluted to a

known volume (10 ml). Aliquots of this solution
were analysed for Cu(II).

3. Results and discussion

While establishing the optimum concentration
ranges for various analytical parameters for deter-
mination of 2.0 mg Cu(II) 10 ml−1 organic phase
(for which, Amax=0.360) all parameters, except
the one whose optimal range was being deter-
mined, were employed within the obtained opti-
mum ranges

3.1. Absorption spectra

The absorption spectra of Cu(II)-PAN-(TX-
100)-DPBA complex shows maximum absorption
around 520 nm against reagent blank in chloro-
form at an extraction pH of 8.5. Fig. 1 exhibits
the family curves at different concentration of
Cu(II) and different pH values.

3.2. Effect of pH

The effect of pH on the extraction of Cu(II)-
PAN-(TX-100)-DPBA complex was seen in an
optimum pH range of 7.8–9.4 of aqueous solu-
tion, Fig. 2. Therefore, a pH 8.5 was kept con-

Fig. 1. Absorption spectra of Cu(II)-PAN-(TX-100)-DPBA complex in chloroform against their respective reagent blanks at
different pH of extraction of the complex with 3 different concentrations of the analyte; a, pH 5.0; b, pH 7.0; c, pH 8.5; d, pH 10.5;
CPAN=4.0×10−4 M, CTX-100=1.1×10−4 M, CDPBA=1.5×10−3 M.



M. Thakur, M.K. Deb / Talanta 49 (1999) 561–569564

Fig. 2. Effect of pH on the extraction and absorbance of the
Cu(II)-PAN-(TX-100)-DPBA complex in chloroform; CTX-

100=1.1×10−4 M, CPAN=4.0×10−4 M, CDPBA=1.5×
10−3 M.

(3.5–6.0)×10−4 mol l−1 PAN solution was ade-
quate for maximum colour development of
Cu(II)-PAN-(TX-100)-DPBA complex. The con-
centration of PAN beyond the upper limit caused
enhanced blank absorbance. Therefore, 4.0×
10−4 mol l−1 PAN was employed. The studies on
the effect of concentration of TX-100 indicated
that a concentration range of (0.73–1.54)×10−4

mol l−1 TX-100 solution was sufficient for maxi-
mum colour development of Cu(II)-PAN-(TX-
100)-DPBA complex. Therefore, 1.1×10−4 mol
l−1 TX-100 solution was kept constant through-
out the experiment.

3.5. Beer’s law, molar absorpti6ity, precision and
detection limit

The system obeyed Beer’s law up to 0.6 mg
Cu(II) ml−1 with an excellent linearity in terms of
correlation coefficient value [36] of 0.997. The
molar absorptivity of the Cu(II)-PAN-(TX-100)-
DPBA complex, calculated in terms of Cu(II), is
1.14×105 l mol−1 cm−1 at lmax 520 nm. The
precision of the method in terms of relative stan-
dard deviation (n=10) for the determination of
2.0 mg Cu(II) is 1.5%. In this method the detection
limit, defined as for photometry, the concentra-
tion of analyte causing more absorbance than
twice the standard deviation of ten replicate mea-
surements of blank absorbance at 95% probability
[37], of copper is 2 ng ml−1 in the organic phase.
The lowest concentration of copper that can be
detected in real samples is 2.6 ng Cu g−1.

3.6. Composition of the
Cu(II)-PAN/(TX-100)/DPBA complex

The complex of the copper complex was deter-
mined by the curve fitting method [38]. The molar
ratio of metal to PAN, TX-100 and DPBA was
determined by logarithmic value of distribution
ratio of metal [log{Aeq/(Amax−Aeq)}] (where,
Amax=maximum absorbance of the complex at
lmax under optimum reagent concentrations at a
level of 2.0 mg Cu(II) per 10 ml organic phase and
Aeq/absorbance of Cu(II) complex at equilibrium
concentration, obtained by equilibration with dif-
ferent known concentrations of reagents viz.

stant throughout the experiment by using NaOH-
H3BO3 buffer.

3.3. Sol6ent effect

The effect of various organic solvents on the
formation and extraction of Cu(II)-PAN-(TX-
100)-DPBA complex was studied. The values of
molar absorptivity at the wavelength of maximum
absorption of the complex in different solvents are
as follows: toluene (� , 4.8×104; lmax, 520), ben-
zene (� , 2.2×104; lmax, 520), n-butyl alcohol (� ,
3.8×104; lmax, 525), xylene (� , 5.4×104; lmax,
525), and chloroform (� , 1.14×105 l mol−1

cm−1; lmax, 520 nm). Complete extraction and
maximum absorbance of the complex is observed
with chloroform as compared to the other sol-
vents. Due to its superiority, chloroform was
therefore chosen as solvent for extraction of
Cu(II) complex.

3.4. Effect of reagents

The results obtained indicated that at least
(1.2–2.0)×10−3 mol l−1 DPBA in chloroform
was adequate for complete extraction of the com-
plex of Cu(II). Therefore, a 1.5×10−3 mol l−1

DPBA was employed throughout the experiment.
It was observed that a concentration range of
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PAN/TX-100/DPBA) versus logarithmic values
of varied known concentrations of PAN/ TX-
100/ DPBA in chloroform.

The inclination of the curves for PAN, TX-
100 and DPBA were found to be very closed to
integer 2 in all cases. Thus, a 1:2:2:2 molar ratio
complex of Cu:PAN:TX-100:DPBA in chloro-
form was predicted. Fig. 3 indicates sets of
curves for the metal-ligand ratio pertaining to
three different concentrations of the analyte viz.
2.0, 3.0, and 4.0 mg. It is quite evident that
virtually all curves are superimposed in all dif-
ferent concentrations of the analyte in the deter-
mination of molar composition of all individual
ligands. This shows that the composition of the
complex, Cu(II)-PAN-(TX-100)-DPBA, does not
change on variation of the concentration of
Cu(II). The probable overall reaction mechanism
can be represented as:

Cu2+ + 2(PAN)− +2DPBA

X {(TX-100)2{Cu(PAN)2}.(DPBA)2}o

subscript ‘o’ here describes the organic phase or
chloroform.

3.7. Effect of di6erse ions

The effect of various diverse ions on the de-

Table 1
Tolerance limit of diverse ions in the determination of 2.0 mg
Cu(II)/10 ml at pH 8.590.2

Tolerance limita mg 10 ml−1 or-Ions added
ganic phase

Cd(II) 0.04
Zn(II) 0.1
SCN− 0.3
Tartarate 0.4
Fe(III), NO3

− 0.5
Cl−, SO4

2−, EDTA 0.8
Cr(III), Pb(II), Bi(III) 1.0
Br− 1.6
Co(II), Ag(I), Sn(IV), 2.0

PO4
3−

Fe(II) 2.5
Ni(II) 3.0

4.0V(V), Mn(VII)
Mo(VI) 5.0

8.0Cr(VI)
9.0Ca(II), Mg(II)

a Ions were considered to interfere when they caused a
change in the absorbance of the Cu(II)-PAN-(TX-100)-DPBA
complex (A=0.360) by ]92%

termination of 2.0 mg of Cu(II) was studied as
per the proposed procedure. Only Zn(II) and
Cd(II) were found to interfere in the determina-
tion of Cu(II). The field test as well as the de-
termination procedure for Cu(II) is completely
free from interfering ions under the optimum
conditions of the method. The real sample anal-
ysis is completely free from matrix interference
because, in the present method, at least 20 and
50-fold concentrations of Cd(II) and Zn(II) re-
spectively, are tolerated in the determination of
2.0 mg of Cu(II). Usually, all soils and airborne
dust particulates are reported to have contained
Cu(II), Cd(II) and Zn(II) in a proportion of :
120:5:80 ppm, respectively [39]. This concentra-
tion ratio of Zn(II) and Cd(II) with Cu(II) is
too far less than that tolerated by the present
method. However, these interferences could be
removed by prior extraction with 3 ml chloro-
form solution of dithizone (0.1%, w/v) at pH
3.090.2 [40]. The tolerance limits of various di-
verse ions are summarized in Table 1.

Fig. 3. Plot of curve fitting data for the determination of
stoichiometry of the Cu(II)-PAN-(TX-100)-DPBA complex in
chloroform at three different concentrations of the analyte viz.
2.0, 3.0, and 4.0 mg. a, PAN (CTX-100=1.1×10−4 M,
CDPBA=1.5×10−3 M; b, TX-100 (CPAN=4.0×10−4 M,
CDPBA=1.5×10−3 M); c, DPBA (CPAN=4.0×10−4 M,
CTX-100=1.1×10−4 M).
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4. Application of the present work and its
validation

The method has been satisfactorily applied for
the determination of Cu(II) in airborne dust par-
ticulate and field detection of soil. The actual
content of Cu(II) in real samples were determined
with the help of the calibration curve [37]. The
results obtained for Cu(II) content of these sam-
ples were also verified by AAS method. The AAS
determination were carried out on the same solu-
tion used for the photometric determination. The
Cu(II) concentration in various soil and airborne
solid samples have been incorporated in Table 2.
The comparison of the results indicates good cor-
relation between the recommended procedure and
AAS method.

Various standard and certified reference materi-
als including different kind of steel, some alloy
and rock samples have been tested for the deter-
mination of Cu using the proposed method for
the purpose of test of validation of the present
method. A weighed amount of standard samples
(0.1–0.5 g) were digested with acid treatment as
according to the standard method[41]. The acidic
samples were then neutralised with the addition of
ammonium hydroxide (1:3). Excess ammonia was
removed by boiling the solution. The volume of
the samples were then made up to the mark with
distilled water in a 50 ml volumetric flask. Differ-
ent aliquots of the samples were then taken for
analyses. For samples with high concentration of
Cu, five observations were made, whereas ten
observations were carried out for those samples

Table 2
Determination of copper in soil and airborne dust particulate samplesa

Cu(II) found bySamples Relative standard deviation of the
present method, n=5 (%)

AAS METHOD (PPM)PRESENT METHOD PPM

Soil samples
9.26 9.97 1.6S-1

1.76.81S-2 6.78
S-3 4.304.33 1.7
S-4 1.86.776.74

6.90 1.86.88S-5
S-6 7.267.29 1.7

9.89S-7 9.81 1.9
S-8 6.67 6.63 1.8

1.74.78 4.81S-9
5.77S-10 5.78 1.8

Dust fall samples
0.130Df-1 0.132 2.7
0.070Df-2 0.091 2.6

Df-3 0.104 0.105 2.6
Df-4 0.104 0.106 2.5

0.075Df-5 0.081 2.6
2.40.083 0.086Df-6

0.038 2.40.035Df-7
0.030Df-8 0.033 2.6

Df-9 2.50.225 0.237
2.50.1090.100Df-10

a S-1, … , S-10 and Df-1, … , Df-10 are soil and dust fall samples, respectively, collected from different representative locations of
Raipur, M.P., India.

b GBC Flame, AAS model 932.
c Wavelength, 324.7 nm; slit width, 0.5 nm.
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Table 3
The validation of the present method based on analysis of standard reference samples for the spectrophotometric determination of
coppera

Cu found by present method, N=10Content of other major matrix (%)Samples (%) Actual content of
copper (%) (x9SD) (%)

Carbon steel
0.23 Mn-0.64, Cr-0.10, Mo-0.027BCS No. 218/2 0.2190.03

0.1590.04Mn-0.91, Cr-0.085, Mo-0.035, Sn-0.025152/2 0.16

Alloy steel
Co-23.4, Ni-11.22, Sn-7.95, Mn-0.235 5.0390.12BCS No. 233 5.09

3.33 Co-23.4, Ni-13.3, Al-7.95266 3.3090.10

Mild steel
0.2190.04BCS No. 275 W-0.20, Cr-0.165, Mo-0.095, Ni-0.0800.205

Low alloy steel
0.4790.03Ni-2.92, Mo-0.94, Cr-0.34, V-0.220BCS No. 253 0.495

Ni-5.15, Mo-0.185, Mn-0.165, Co-0.07 0.0990.04251 0.090

Aluminium base
alloy

4.1890.614.42BCS No. 216/1 Mn-0.73, Fe-0.40, Zn-0.11, Ti-0.10
0.026 Mg-10.57, Fe-0.19, Mn-0.06 0.0390.01262

Copper base
alloyb

86.84 Sn-9.8, Zn-2.53, Pb-0.41BCS No. 207 87.791.3
179 58.8 58.691.7Zn-33.9, Sn-1.75, Al-1.62, Mn-1.03, Ni-1.01, Fe-

0.91

Rock samplesc

110.297.8Cr-91.51, Zn-79.6, Pb-37.66, Cd-3.10, Sb-0.85USGS W-2 106.2
124.7 Cr-372.5, Zn-69.6, Pb-33.11, Cd-3.17, Sb-0.50 129.399.9BIR-1

a BCS, British Chemical Standards, Bureau of Analysed Samples Ltd., Middlesborough, England; USGS, US Geological Survey,
Mafic Rock Reference Samples, Washington, USA.

b N=5.
c Concentrations are expressed in ppm for Cu including other metals.

with low content of Cu for each and individual
standard sample. Prior extraction with dithizone in
chloroform was carried out in samples with compar-
atively high concentration of zinc to avoid interfer-
ence [40]. A high degree of correlation was observed
between the results obtained by our method and the
actual Cu content. The analytical data are incorpo-
rated in Table 3.

5. Conclusion

A simple and sensitive field test and extraction-
spectrophotometric method for the determination

of Cu(II) at trace level in soil and airborne dust
particulates has been described. The extraction in
chloroform of red coloured Cu(II)-PAN-(TX-100)-
DPBA complex makes the method very sensitive
and selective as well. As little as 2 ng Cu(II)/ ml in
organic solution could be detected by this method.
A comparison of characteristic features of some
spectrophotometric methods reported earlier for
the determination of copper made in Table 4 reveals
the suitability of the present work in the terms of
molar absorptivity, matrix interference, linear dy-
namic range, etc. The present method overcomes all
the drawbacks of classical PAN method and other
reported photometric methods [11–33].
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Table 4
Comparison of characteristic features of various spectrophotometric methods for the determination of copper(II)a

lmax RemarksMolar absorptivity, � (l Linear dynamic ReferencesReagents
mol−1 cm−1)×105(nm) range, mg ml−1

562 - 5-300 V(IV), Cd(II) interfere2,6-Dichlorophenolindophenol [11]
[12]545 0.872-(5-Bromo-2-pyridylazo) 0–0.5(BL) Co(II), Ni(II), Fe(III), Zn(II) interfere

-5-diethyl-aminophenol
540 0.51 1.0 (DL)5-(5-Chloropyridylazo-2,4)diamine Ni(II), Co(II), Fe(III) interfere [13]

N,N’-bis(pyridylmethylene)- ethylenedi- 740 0.06 1–10 (BL) Poor sensitivity, Ti(IV), Fe(III), Co(II), [14]
amine CN-, EDTA interfere

[15]4151-(2-Chlorophenyl) 0.01 3.2–25.4 Very poor sensitivity
-3-hydroxy-3-methylazen

402p-Anisaldehydethiosemi-carbazone 0.06 0.1–1.0 Poor sensitivity, Fe, Pt, Pd, Os interfere [16]
360 0.14 1.0–10 lmax at near-UV, Fe3+,Cr3+interfere [17]2,4-Dihydroxyacetophenone-thiosemicar-

bazone
540 0.63Diphenylcarbazone 0.05–1.4 less sensitive [18]
520 0.56 – Fe, Co, Ni interfere [19]Biacetyl-2-pyridylhydrazon-ethylo-semicar-

bazone
434 0.13 0.054490.0017 [20]Poor sensitivity, Fe, Ni, Co interfere, crit-Dithiocarbamate

(DL) ical pH
445Diethyldithiocarbamate – 0.5–9 (BL) Ag(I), Hg(I), Bi(III) interfere, critical pH [21]
470 0.63 9.6 (DL) Fe(II), Co(II), Ni(II), Pb(II), Os(VIII) in-Phenanthrene-9,10-quine- monoximate [22]

terfere
520 0.05N-((-Pyridyl)-2-thioquinaldiamide 3–12 Poor sensitivity [23]
420 0.103-Thiobenzoyl-1-p-tolylthio- carbamide 0.5–4.5 Poor sensitivity, EDTA, Ni, Co interfere [24]

Co(II), Ni(II), Fe(III), Hg(I), Hg(II) inter-4201,5-bis(di-2-pyridylmethylene)- thiocar- 0.42 [25]0.1–1.3
bonohydrazide fere

535 0.13Antipyrinylazo/pentane-2,4- dione 0.2–15 Poor sensitivity, Zn interfere [26]
1-(2-Pyridylazo)-2-naphthol 595 – 0.5–3.6 Many metals interfere [27]

555 0.52 0.08–4.0 Fe, Co, Cd, Hg, Ni, Mn, Zn interfere, [28]1-(2-Pyridylazo)-2-naphthol
less sensitive

532 0.47Pyridylazo dye – less sensitive [29]
1-(2-Pyridylazo)-2-naphthol-(2) Present methodhighly sensitive and selective, only Zn and520 1.14 0.05–5.0

Cd interfere but could be removed/TX-100/N-phenyl-N’-(4-methylphenyl)
-benzamidine

a DL, Detection limit, BL, Beer’s law.
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Abstract

A non-suppressed ion-chromatographic assay combined with a novel double cell quartz crystal (DCQC) detector
is developed for analysis of different valency chlorine species including chlorite, chloride, chlorate, hypochlorite. The
retention characteristics of the anions are discussed. The chromatographic system involves the use of a Shimadzu
Shim-pack IC-A1 anion analysis column with 0.5 mM potassium acid phthalate (KHP), pH 6.7, as a mobile phase.
The DCQC detector has a low temperature coefficient and a high conductance sensitivity independent of the
background from 7.2 to 2500 mS. The analysis of sample is completed without the use of an ion suppression device.
© 1999 Elsevier Science B.V. All rights reserved.

Keywords: Double cell quartz crystal; Chromatography; Chlorine dioxide

1. Introduction

Chlorine is an active element. There are many
different valency species in nature including chlo-
ride, hypochlorite, chlorite and perchlorate. Each
of the chlorine species has definite effects on
human, animal and plant, chloride has an impor-
tant biological effect on bio-body, hypochlorite is
usually used as a disinfectant. Perchlorate and
chlorate from industrial waste are recognized as

reactive chemical hazards. Because of the require-
ments of the environment control and water qual-
ity control, the analysis of the different valency
chlorine species is very important.

There have been many analytical methods for
the chlorine species, such as high-performance
liquid chromatography (HPLC), ion-chromatog-
raphy (IC), photolytic spectroscopy, flow injection
analysis (FIA), electrical chemical assay etc.[1–8].
Most IC methods used suppressed conductivity
technology to detect the species. The methods are
complex and difficult to operate.

Bulk acoustic wave (BAW) sensor exhibits sen-
sitive response to the change of the solution con-
ductivity. In this laboratory, series piezoelectric
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quartz crystal (SPQC) detector and electrode-sep-
arated piezoelectric crystal (ESPC) detector base
on the BAW sensor have been developed and
applied in HPLC and non-suppressed IC [9–13].
The high sensitivity, low cost and conceptual sim-
plicity of the detectors are their advantages versus
conventional conductivity detector. In this paper,
a novel double cell quartz crystal (DCQC) detec-
tor is proposed for use in non-suppressed IC. It
has many advantages such as a low temperature
coefficient and a high conductance sensitivity, in-
dependent of the background conductance. Dif-
ferent chlorine species have been determined
simultaneously using this new technique. The re-
tention characteristics of the chlorine species have
been discussed.

2. Experimental section

2.1. Reagents and chemicals

Sodium chlorite (80% pure, Aldrich), sodium
chlorate (analytical-reagent grade), sodium chlo-
ride (analytical-reagent grade), sodium hypochlor-
ite (available chlorine 10–13%, ACS-grade
chemicals, Fisher Scientific, Pittsburgh, PA) and
perchloric acid were used to prepare standard

solutions. Water was purified using a Milli-Q
system (\80 MV, Waters Chromatography Divi-
sion, Millipore Corporation, Milford, USA). All
other chemicals were of analytical reagent grade
and were used as received without further purifi-
cation. The mobile phase and sample solutions
were filtered through a 0.45 mm filter membrane
(Millipore, USA).

2.2. Apparatus

IC analyses were performed using a Waters 246
liquid chromatograph coupled to a Waters U6K
manual injector, a 590 solvent deliver pump and a
Baseline 810 chromatographic workstation. Sepa-
rations were performed on a Shim-pack IC-A1
(10 cm×4.6 mm ID) anion analysis stainless steel
column packed with an anion exchange resin of a
polymethacrylate support with a particle size of
10 mm incorporating a quaternary ammonium
base as a functional group (Shimadzu, Japan).

2.3. DCQC detector

The detection of the analytical column elutes
was completed by a novel DCQC detector. Sche-
matic diagram of the detector is shown in Fig. 1.

Fig. 1. Diagram of the double cell quartz crystal (DCQC) detector.
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Table 1
The retention characteristics of chlorine speciesa

Retention time of ions (min)Mobile

ClO4
−ClO3

−ClO− Cl−ClO2
−

4.67 9.28Method 300.1 [14] 3.63 ––
24.927.423.522.43KHP (pH 6.7) 2.12

3.84 9.27Phenol (pH 6.5) 2.51 2.57 34.25
1.34 2.78NaOH 1.02 1.02 3.27

10.974.01 29.423.52Benzoic acid (pH 6.2) 3.41
15.425.74Sodium benzoate (pH 6.7) 2.27 2.31 3.42

a Flow rate is 1.2 ml min−1. Injection volume is 40 ml.

The piezoelectric quartz crystal was mounted
on the top of a Teflon column with one side
facing liquid. The electrode on this side was re-
moved, therefore the two opposite electrodes in-
ducing an alternating electrical field across the
crystal were separated by two flow-through con-
ductivity cells, cell 1 and cell 2. Cell 1 was the
adjustment cell and one side of the crystal con-
tacts with liquid in this cell. Cell 2 was the sample
cell and mobile from the chromatographic column
flows through the cell. The cell constant of cell 1
can be adjusted by changing the position of the
PTFE column with the crystal and the cell con-
stant of cell 2 is 0.85 cm. The piezoelectric quartz
crystal used was 9 MHz and AT-Cut. A fre-
quency-to-voltage converter (made in this labora-
tory [9]) was used to transform the frequency
signal of the DCQC detector to a Baseline 810
chromatographic workstation, which was used to
record chromatograms in real-time and to inte-
grate peak areas.

2.4. Chromatographic conditions

Chromatographic runs consisted of isocratic
elution. The flow-rate of mobile phase, 0.5 mM
potassium acid phthalate (KHP) (pH 6.7), was 1.2
ml min−1. All solutions were filtered through a
type HA 0.45 mm membrane filter (Millipore,
Bedford, MA) and degassed by vacuum. Temper-
ature can affect the response stability of the
DCQC detector. Hence, the detector temperature
must be maintained constant. In the experiments,
to keep the thermal equilibrium, the flow cell of

the DCQC detector was maintained at 40°C and
the temperature of the analysis column was main-
tained at 40°C too. No detector drift due to
thermal effects was observed.

The eluent was pumped into the chromato-
graphic system. The sample solution was intro-
duced after the baseline was stabilized ( f0 and 60),
and the voltage signals (61) was recorded versus
time by Baseline 810. The concentrations of the
tested ions were calculated from the obtained
frequency shift versus time chromatogram by
comparison with the standard.

2.5. Standard solutions preparation

The pH of standard solutions must be main-
tained at over 8.0 to avoid hydrolysis of the
chlorine species. And the standard solutions were
prepared daily

3. Results and discussion

3.1. Mobile selection

Several common ion chromatography mobile
phase, including potassium hydrogen phthalate,
sodium hydroxide, sodium benzoate, benzoic acid
and phenol, were investigated. Table 1 shows the
retention characteristics of the chlorine species
under the same concentration (0.5 mM) of the
different mobiles. Otherwise, USEPA has re-
ported a method of determination of inorganic
anions in drinking water by IC. The method uses
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chemically-suppressed IC to analyze the common
anions (Part A) and the inorganic disinfection
by-products (Part B)[14]. The retention time of
chlorine species of the method is also listed in
Table 1.

From the results, separation of chlorite and
hypochlorite is found to be the most difficult
among the five chlorine species. The retention
ability of chlorite and hypochlorite is poor on the
column. Phenol is a good mobile for poor reten-
tion anion separation in general, but chlorite and
hypochlorite can not be separated using phenol as
a mobile phase, though they are well-known as
poor retention anions on the column. KHP is an
optimum mobile phase for the chlorine species
separation among the mobile phases studied.
Each chlorine species ion can be separated com-
pletely by using this mobile phase.

Because of the possibility of interference of
common ions, several ions were tested for their
possible interference with 0.5 mM KHP (pH 6.7)
as the mobile phase. The retention time is as
follow: F− 1.72 min, NO3

− 4.73 min, Br− 5.21
min, NO2

− 6.21 min, CO3
− 11.27 min. Hence,

chlorine species ions can be separated completely
even in presence of these commonly wet interfer-
ence ions.

3.2. pH of mobile effect on separation

pH of the mobile affected dramatically the re-
tention characteristics of the anions of chlorine
species. When pH of the mobiles increased, the
retention time of the ions decreased obviously.
Fig. 2 shows the relationship of retention time of
the anions with pH of the mobile. When pH\
7.0, chlorite and hypochlorite can not be sepa-
rated completed. From Table 1, it can be seen
that strong base mobile can elute the anions chlo-
rine species quickly. So, if pH of the mobile is
larger than 7.0, the hydroxy ion in the mobile has
a major effect for the anions elution. When pHB
7.0, the concentration of phthalate ion in the
KHP mobile increases with increasing pH of the
mobile. So the elution ability of the mobile in-
creases and the retention time of the chlorine
species ions decreases with increasing pH.

3.3. Working condition of the DCQC

For the DCQC detector, the DF versus DG
relationship (DF/DG) is linear when all other
parameters are kept unchanged. And it was found
that the response sensitivity of the DCQC is inde-
pendent of the background conductivity of solu-
tion in cell 2 (G2) when conductivity of solution in
cell 1 (G1) is ca. 500 mS. Cell constants can affect
the detector performance. In this work, the cell
constants were optimized k1=1.0 cm, k2=0.85
cm.

For conventional conductivity detector, its de-
tection sensitivity depends on the background
conductivity. So, the advantage of the DCQC
detector over the conventional conductimetric de-
tector is its independence on the background con-
ductivity and its response stability. Table 2 shows
comparison results of detection sensitivity of these
two detectors at different background conductiv-
ity. It is obvious that the response of the DCQC is
more stable than the conventional conductimetric
detector.

For the SPQC detector, the response sensitivity
is good when the mobile conductivity is on a
range of 150–1200 mS [10]. When the mobile
conductivity is over 3000 mS, the detector does

Fig. 2. Relationship of retention time of anions with pH of the
mobile. -2-, ClO2

−; --, ClO−; -�-, Cl−; -�-, ClO3
−; -�-,

ClO4
−.
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Table 2
Sensitivity comparison of conventional conductivity detector
and double cell quartz crystal (DCQC) detector at different
backgrounda

Response of detector (mV s−1)Background (mS)

ConventionalDCQC

127 6.42×106 5.21×106

254 6.33×106 5.14×106

783 6.24×106 4.11×106

5.94×106 1.13×1061543
2674 5.78×106 0.21×106

a 20 ppm Cl−, 5 ml injection.

Table 3
Determination results of drinking water samples

Results of determination (mg ml−1)Sample

Chlorite Hypochlo- ChlorateChloride
rite

240.45B0.01 0.33Water 1
54 0.52Water 2 B0.01 0.78

2.12 121Water 3 B0.01 1.47
1323.71 1.87B0.01Water 4

B0.01 2.54 142 2.01Water 5
1.91151Water 6 B0.01 2.92

of a drinking water factory. In this factory, the
major disinfecting technology is adding liquid
chlorine to water. Water 1 and 2 were samples
obtained from points in water factor. Water 3 was
obtained from point which is located between the
factory and the users. Water 4, 5 and 6 were
obtained from user’s homes. From the results, the
concentration of chlorine species in water in-
creases with water transportation. In Chinese na-
tional standard for drinking water, the free
chlorine margin is a disinfecting index and chlo-
ride is a sanitation index. It is thought that the
concentration of hypochlorite may be used as a
disinfecting index for liquid chlorine disinfecting
water factory.

From Table 4, it can be seen that the quality of
chlorine dioxide disinfectant for daily use from
different manufactures is not stable. Maybe the
different quality of the manufacturing sources
caused this problem. Sample c5 was a counter-

not work satisfactorily. In the DCQC detector,
because there are two solution cells between the
crystal and electrode, the total conductivity be-
tween them can be adjusted through a changing
solution conductivity in these two cells to meet
the requirement of the crystal oscillation. In this
way, the working region of the DCQC detector is
much wider than that of the SPQC detector re-
ported earlier [10]. It extends to 7.2–2500 mS.
Because the crystal does not contact with the
mobile directly, the crystal oscillation stability is
not affected by the liquid flowing in the sample
cell. Therefore, the DCQC oscillation is very
stable.

Using DCQC to detect the anions of chlorine
species, the calibration graphs for chlorite,
hypochlorite, chloride and chlorate were linear
over ranges 0.1–20, 0.1–15, 0.2–25 and 0.5–20
mg ml−1, respectively. The correlation coefficients
of the calibration graphs were \0.9995. The
detection limits (signal-to-noise ratio=3, noise 1
Hz) were 0.02 mg ml−1 for chlorite, 0.02 mg ml−1

for hypochlorite, 0.05 mg ml−1 for chloride and
0.08 mg ml−1 for chlorate.

3.4. Application

The chlorine species was detected in chlorine
disinfecting drinking water and chlorine dioxide
for daily use. The results are shown in Tables 3
and 4.

The results shown in Table 3 are that of water
at different points in water output tube network

Table 4
Results of determination of chlorine dioxide disinfectant for
daily use

Sample Concentration (%, w/v)

Chlorite Hypochlor- ChlorateChloride
ite

1.501c 0.002 0.23 0.12
2.01 0.0102c 0.110.46
1.663c 0.007 0.33 0.27

4c 3.12 0.003 0.52 0.74
0.025c 4.56 2.30 0.12
1.10 0.072 1.016c 0.52
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Table 5
Determination results comparison of different analysis meth-
ods

Ions Determination results of (mg ml−1)

PotentiometricIC-DCQC

0.02 0.04Chlorite
Hypochlorite 4.56 4.00
Chloride 2.30 2.35

0.130.12Chlorate

chlorine species analysis. The method is simple,
rapid and accurate. The possibility of application
of the DCQC detector in single column IC has
been demonstrated. In this method, the use of the
ion suppression device is not necessary. The
method can be used to monitor the quality of
drinking water and chlorine disinfectant.
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feit chlorine dioxide disinfectant obtained from a
market. Because ionic chlorine in stability chlo-
rine dioxide disinfectant is mainly chlorite, the
content of chlorite can reflected the false or true
chlorine dioxide disinfectant. Sample c5 con-
tained mainly hypochlorite, no chlorite. So, c5
disinfectant is a counterfeit chlorine dioxide
disfectant.

For investigating the difference of determina-
tion results between the proposed method and the
conventional method for chlorine species analysis,
the IC-DCQC method and direct potentiometric
method [2] were used to analyze a disinfectant
simultaneously. The results are shown in Table 5.
From Table 5, the results for chlorite and
hypochlorite are different. When determining two
ions by potentiometric method, they can interfere
with each other. So, results of these two methods
have differences.

4. Conclusions

The non-suppressed IC-DCQC method de-
scribed here has a high resolving power, a high
sensitivity and a high anti-interference ability for

.
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Abstract

The stability of inclusion complexes (i.e. the measure of molecular recognition between a guest and (b-cyclodextrin,
CD) is highly influenced by the fit of the guest into the cavity of the host and by secondary bonds among the
functional groups getting in close connection. The guests themselves influence these interactions by their sizes, shapes
and functional groups. On the other hand, both the size of the cavity and the reactivity of b-CDs are altered when
the hydroxy groups are substituted. As best models, the interactions among hydroxypropylated CDs of different
average degree (and pattern) of substitution (DS) and phenolphthalein (as a model for ‘large’ guests) or p-nitrophe-
nol/p-nitrophenolate (p-NP/p-NPate) couple (as for ‘small’ ones) have been studied. The formation constants of
phenolphthalein–hydroxypropyl-b-CD (HP-CD) complexes are continuously decreasing, while those of p-NP and
p-NPate ones show a maximum with increasing DS. Similarly, the pattern of substitution has a significant effect on
the quality of the interaction, too. The change of the DS on O(6) position alters the type of the interactions most,
and a series of different findings prove that this change is the basis in the chiral selectivity of different CD derivatives,
too. The ratio of the average DS on primary and secondary hydroxy rims [RDS=DS(6)/DS(2,3)] is recommended as
the simplest possibility for characterizing the substitution pattern. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Cyclodextrins; Substitution pattern; Molecular recognition; Analytical separation

1. Introduction

Cyclodextrins (CDs) are cyclic oligosacharides
produced in enzymatic hydrolysis of starch. The
a-, b- and g-CDs contain six, seven or eight

glucose units, respectively. They are molecules
with a shape of truncated cone, having hydropho-
bic cavity (Fig. 1). The diameter of the cavities are
estimated as 4.7, 6.8 and 10 Å, while their vol-
umes are of 176, 346 and 510 Å3, respectively [1].
Many hydroxy groups are situated on the outer
part of the ring which make the CDs both hy-
drophilic and soluble in water. It is well known
that CDs can form inclusion complexes and the

* Corresponding author. Tel.: +36-1-209-0555; fax: +36-
1-209-0602.

E-mail address: barcza@ludens.elte.hu (L. Barcza)
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properties of the encapsulated molecules are
modified by this complex formation, e.g. water
solubilities and chemical stabilities are increased,
etc. [1–4]. CDs have a wide range of practical
application in pharmaceutical, cosmetic, food,
chemical and several other industries [2,3] and are
often used in separation techniques of analytical
chemistry. Not only structurally dissimilar com-
pounds but also isomers can be separated, and
CDs are thought to be the best chiral selector

[3–6]. The theoretical background of chiral dis-
crimination is based on the general theory of
intermolecular forces [7,8], surveyed recently from
the point of view of CD inclusion complexes, too
[9]. The opinions vary about the effect of substitu-
tions on the enantiomer discrimination: using
molecular dynamics calculations, the enan-
tiodiscriminating domain of permethyl-b-CD was
found to be inside the macrocyclic cavity [10],
while others found no distinctive effect by NMR
(and other) methods, when all of the hydroxys
were alkylated in a- or b-CDs [11].

The number of guests investigated is growing
every day and it is nearly inestimable, while 1562
monomeric CD derivatives and several polymeric,
etc. CDs are surveyed by a recent compilation
[12]. The substituted CDs are characterized by the
average degree of substitution (DS), which means
generally the average number of substituents per
one CD (or sometimes that of the substituents per
one glucose unit) [2,3].

Among the most interesting CD derivatives,
2-hydroxypropyl-b-CD (HP-CD) [13] could be
emphasized and used as the best example.

HP-CDs are produced by a condensation of
b-CD with propylene oxide in alkaline solution.
The hydroxypropylation of O(2) secondary hy-
droxyls (and much less that of O(3)) is favoured
by relatively low alkali hydroxyde concentration
while high alkali hydroxide content (]10 M)
promotes the formation of O(6) derivatives [13–
15], still the products are always substituted ran-
domly concerning the distribution among the
different glucose units. The DS values depend on
the ratio of reactants, reaction time and tempera-
ture. It follows that the composition of HP-CD
samples shows high variability which is reflected
in the chemical and physical properties, too.

It can be well understood, that the solubilizing
power of (amorphous) HP-CD was investigated
above all because of its practical importance, and
the ‘aqueous solubility enhancement’ was found
to depend extremely on the kind of guests [13].
The effect of the substitution pattern both on the
solubility and inclusion complex forming ability
had been recognized before long [14], and that of
the DS in the next step [15]. The chiral selectivity
in analytical separations, which is in close correla-

Fig. 1. Sketchy representation of b-cyclodextrin (CD). (On the
top: its atom-to-bond formula, where R2, R3 and R6 represents
the substituents on O(2,3 or 6) position. At the bottom: its
shaped truncated cone representation with the intramolecular
‘flip-flop’ H-bondings [31].)
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tion with both the molecular recognition and the
stability of inclusion complexes, is effected by the
change in DS of HP-CD as demonstrated experi-
mentally [16,17]. It seems that this fact is not
realized up to now by most of the authors work-
ing on this field, since the DS value is hardly
mentioned in most of the papers as if the HP-CD
were a discrete compound.

It seems a rather general phenomenon among
the substituted b-CD derivatives that their
stereospecificity is influenced by both their substi-
tution pattern and DS (with the exception of
homogeneously and totaly substituted ‘per’ ones).
The apparent contradiction mentioned earlier
[10,11] may originate from the fact, that using
molecular dynamics calculations [10,18,19], per-
methylated (i.e. trimethyl-) b-CD was used as the
model of the host (where the proton donor abili-
ties of b-CD are ceased and its proton acceptabil-
ity is also diminished), and most of the guest
molecules selected for modelling were of poor
proton donating capacity. (Nevertheless, the
enantiodifferentiating forces can be estimated as
significant as 10% of the binding forces [18].)

The dependence of chiral selectivity of hep-
takis(2,3-di-OMe)-b-CD derivatives has been in-
vestigated as the function of the size of the
substituent on O(6) position from the point of
view of gas chromatography (GC) (i.e. at higher
temperature up to 250°C) [20]. Starting with (6-
F)-6-deoxy derivative, the 6-O-methyl, -i-pentyl,
-n-propyldimethylsilyl, -t-butyldimethylsilyl and -
tris(i-propyl)silyl derivatives were studied. The
chiral selectivity was detected to vary significantly
with the size of the substituent: the best effect was
found for nearly all types of guests investigated in
the case of -t-butyldimethylsilyl substitution [20].

It is not surprising, that synthesizing mono(6-
O-X)-, mono[(6-N-X)-6-deoxy]-, mono[(6-Se-X)-
6-deoxy]-, etc. derivatives of b-CD, the stability of
the complexes (using mainly L-tryptophan as
model guest) change significantly, e.g. the deriva-
tives containing Se(6) instead of O(6) form less
stable complexes [21]. The high effects of DS and
substitution pattern of HP-CD on chiral separa-
tion of four basic drugs (using the capillary elec-
trophoretic method) are also discussed [22].

Concerning the stabilities of HP-CD inclusion
complexes, a large series of stability constants,
determined parallel for a-CD, b-CD and HP-CD
(of DS=6) were recently published [23,24]. The
values for 68 aliphatic compounds with b-CD and
HP-CD are very close to each other. All of the
stability constants of the ketones studied are
higher for HP-CD than for b-CD, except the
single aromatic one, the acetophenone [24]. It can
be seen that depending on the kind of the guest,
the HP-substitution can either increase or de-
crease the stability of the complexes. All of these
findings point to the rather close connection be-
tween the stability of the inclusion complex
formed and the size of the guest, i.e. to the
primary importance of the fit of the guest into the
CD cavity.

Since the aim was to study the phenomena
mentioned, appropriate model guests had to be
chosen. Phenolphthalein (PP) and the p-nitrophe-
nol/p-nitrophenolate (p-NP/p-NPate) couple
seemed ideal ones because aromatic compounds
are typical guests for complexation and on the
other hand, the changes in absorbances make easy
to follow the complex formation. PP was thought
for modelling the ‘large’ guests, as only a part of
its rather rigid molecule is included during the
complex formation [25], and the p-NP/p-NPate
couple [26] served as the model of ‘small’
molecules, for they can penetrate the CD cavity
rather easily and the fitting is not too tight.

The earlier results are supplemented in this
paper with those obtained with some new, differ-
ently substituted HP-CDs, together with the more
detailed information about the hosts got by high
performance liquid chromatography-mass spec-
trometry (HPLC-MS). Comparing the trends in
the stability constants for different hosts and
guests, some more general conclusions are drawn.

2. Experimental

Most of the HP-CD samples were from Cyclo-
lab (Hungary), except two ones, purchased from
Aldrich. These last samples were labelled equally
(as ‘HP-b-CD’) but the Cat. Nos. were different
(which meant (A) DS=4.2 and (B) DS=6.3,
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respectively). All other materials were of analyti-
cal grade and were used without further
purification.

The guests (G) investigated (PP, p-NP and
p-NPate) form 1:1 inclusion complexes with the
host (H=HP-CD), where the stability constants
are by definition:

K= [H−G]/([H]× [G]) (1)

The stability constants of PP inclusion com-
plexes have been determined by spectrophotome-
try, using Spectromom 195D instrument,
measuring the equilibrium concentration of free
PP in solutions of pH 10.5 (in presence of 0.02 M
sodium carbonate) at l=550 nm since the com-
plexed form is colourless [25]. Knowing [PP] (=
[G]) and the total concentrations:

cG= [G]+K× [G]× [H] (2)

cH= [H]+K× [G]× [H] (3)

the stability constants can be calculated easily.
Using the same spectrophotometer, the interac-

tion of p-NP and p-NPate with HP-CD has been
investigated by means of the shift in the concen-
trations of the conjugate acid and base forms,
which is caused by the different stabilities of the
corresponding complexes [26]. The measurements
were carried out at three different wavelengths
(l=300, 317 and 402 nm) and at three different
pH values (pH 6.4, 6.8 and 7.2; adjusted by
phosphate buffers which are the most indifferent
for CDs). Since the molar absorptivities of p-NP
and p-NPate can be separately measured in acidic
and alkaline solutions, respectively, the equation
characterizing the measured absorbance can be set
up. Combining this equation with those of mass
balances (which are similar to Eqs. (2) and (3)),
the stability constants can be evaluated using an
iterative computer program.

In every experiment, the temperature was kept
constant as 2591°C.

The HP-CD samples were analysed by Spectro-
physics HPLC gradient system, VG Quattro MS/
MS equipped with electrospray interface (Ficous
Instrument, Altricham) with C8 column and an
eluent of 50:950:1 acetonitrile/water/formic acid
has been used.

3. Results

The soft ionization mass spectrometry gives the
common [27] heterogeneous (multicomponent)
picture for every sample, but connected with re-
versed phase HPLC, very interesting differences
can be found. Figs. 2 and 3 represent the results
of samples (A) and (B) (DS=4.2 and 6.3, respec-
tively) in a very illustrative way: the mass spectra
of the different fractions obtained by HPLC are
shown, and the �DS value of the main species in
the given fraction is noted on the ordinate instead
of ionic mass ranges. (The mean of ionic masses,
characteristic for the fractions, can be easily recal-
culated knowing the molecular mass of b-CD and
HP substituent.) The two measurements were
done under the same conditions exactly, so it is
demonstrated that sample (A) consists of more
similarly substituted species, it is relatively consis-
tent, while sample (B) is more complex, proved
also by the higher and different retention times.

The HP-CD samples from Cyclolab could be
grouped principally in two categories: (i) where
first of all the secondary [O(2) and less probably
O(3)] hydroxy groups are substituted; and (ii)
where the substitution on the primary hydroxy
rim [O(6)] predominates.

The substitution pattern can be characterized
by RDS values, by the ratio of DSs on primary
and secondary hydroxy rims:

RDS= [RDS(6)/DS(2,3)]=DS(6)/[DS(2)+DS(3)]

=DS(6)/DS(2,3) (4)

Accordingly, the case (i) can be characterized
by RDS�1, and (ii) by RDS\1. A third, interme-
diate case is also possible, when (iii) RDS�1.

The stability constants of PP–HP-CD inclusion
complexes are represented on Fig. 4 as a function
of DS. The symbols indicating the values mea-
sured with HP-CD samples of RDS�1 could be
connected by a straight line and show a continu-
ous decreasing trend. The PP complexes with
samples of other substitution pattern always have
lower stabilities, but the decrease of constants as a
function of DS can be followed also in these
cases. Fig. 4 contains the data measured with
2,6-dimethyl and 2,3,6-trimethyl b-CD, too, and
their relative locations are very informative.
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Fig. 2. The high performance liquid chromatography-mass spectrometry (HPLC-MS) chromatogram of sample (A) (see text). (The
ionic masses are substituted by � ‘degree of substitution’ (‘DS’) values and sensitivity data are omitted for clarity.)

The stability constants of HP-CD–p-NP/p-
NPate complexes are summarized in Table 1 (to-
gether with their standard deviation) and grouped
into three categories reflecting the substitution

pattern of HP-CD. Samples 2–7 with RDS�1 form
one of the groups (b in Table 1), the next group (c)
collects the samples (8–11) with RDS�1, while
samples 12–13 (d) are those having RDS\1.
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In general, the stability constants of inclusion
complexes formed between HP-CD and p-NPate
or p-NP increase with increasing DS of HP-CD at
the beginning then passing a maximum at DS=

6–8 they decrease at higher DS values.
The change in substitution pattern of HP-CD

decrease all the formation constants measured as
it is demonstrated especially with the case of three

Fig. 3. The high performance liquid chromatography-mass spectrometry (HPLC-MS) chromatogram of sample (B). (Notes as at Fig.
2.)
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Fig. 4. log K values of phenolphthalein–2-hydroxypropyl-b-cyclodextrins (PP–HP-CD) inclusion complexes as a function of degree
of substitution (DS) values. [× , indicates samples of RDS�1; �, represents those of RDS�1; + , represents those of RDS\1;
while �, represents samples (A) and (B) (see text). *, stands for O(2,6)-dimethyl and ", for trimethyl b-CD derivatives.]

HP-CD samples having identical DS values
(DS=8) but different substitution pattern (see
Fig. 4 and Table 1). However, this change is not
identical for the inclusion complexes of different
guests: its trend can be characterized qualitatively
as PP\p-NPate�p-NP. Even the very typical
and important difference between the values of
Kp-NPate-CD and Kp-NP-CD disappears and their quo-
tient (Q in Table 1) nears to 1 when the value of
RDS is increasing.

4. Discussion

The cavity of CD is extended by HP substitu-
tion, which can mean either (i) the protection of
the included guest or (ii) the sterical hindrance of
the inclusion. (The possibility of the formation of
new H-bonds (iii) can be added as a third fac-
tor—when the guest possesses any H-donor or
H-acceptor abilities-because these new H-bond-
ings also influence the stability of the inclusion
complex.) It must be mentioned that the conse-
quence of these opposite interactions was experi-

enced rather early, therefore, only HP-CD
samples of DSB8 were recommended for practi-
cal use [13].

The larger and less flexible guests, like PP are
more sensitive against the steric hindrance (ii) and
no stability maximum exists [28] with (PP HP-
CD) inclusion complexes as a function of DS. As
it is shown by the stability constants in the case of
PP, the three-site interaction [25] is disturbed first
of all by the substitution of the primary hydroxy
rim (6-O-HP). The change (decrease) of the stabil-
ity constants can be well correlated with the
change of the induced circular dichroism spectra
of the given inclusion complex [29], proving the
common origin of these phenomena.

The inclusion of p-NP and its deprotonated
form, p-NPate is both promoted by the hydrox-
ypropylation of b-CD at the beginning, where the
protecting (i) and the H-bonding (iii) effects ex-
ceed the steric hindrance (ii). At higher DS, the
steric hindrance becomes more and more predom-
inant: the increase of constants stop first then a
decreasing trend appears. Very interestingly the
change of the substitution pattern, first of all the
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relative increase of the substitution on O(6) posi-
tion alters the type of the interaction between
HP-CD and p-NPate anions, as the resonance
charge delocalization of the latter one (which
was the first motive for the unusual stability of
b-CD–p-NPate complex [26]) seems to lose its
priority. The explanation can be similar as for
the case of PP complex [30], where even the signs
of maxima in circular dichroism spectra may

change: the p-NPate (and possibly also the p-
NP) molecule is left by the increasing substitu-
tion of the primary rim in an inclined position a
bit further out of the cavity (but bound by H-
bonds with HP hydroxy groups).

The dependence of chiral selectivity of hep-
takis(2,3-(di-OMe)-b-CD derivatives on the size
of the substituents on O(6) position [20] points
again to the high probability of the role of O(6)
substituent.

It is very interesting that entirely different
effects can be determined by the capillary elec-
trophoretic method during the enantioseparation
of four basic drugs varying the DS and sub-
stitution pattern of HP-CD [22]: decrease, in-
crease or maximum can be equally found in
the effectiveness of the separations. It seems very
likely that the RDS (the substitution pattern)
and the special interactions with the guest are
of crucial importance in these cases, too.

5. Conclusion

The molecular recognition, i.e. both the stabil-
ity constant of inclusion complex formed and
the possibility of any analytical separation are
determined equally by the properties of the inter-
acting guest and the CD. Since the variety of
guests is nearly infinite and the interactions
are extremely delicate, the selection of some
good models (like PP for ‘large’ and p-NP
for ‘small’ guests, etc.) can be recommended
for comparing the effect of different CDs.

The characterization of partially or heteroge-
neously substituted CDs is even more compli-
cated, since none of them can be regarded
chemically uniform compound. As it was demon-
strated, both the DS and substitution pattern
(can) alter the results and neither separations nor
stability constant determinations can be repro-
duced without the exact qualification of the CD
derivative used.

For characterizing the substitution pattern, the
ratio of DSs on primary and secondary hydroxy
rims [RDS=DS(6)/DS(2,3)] is the simplest but
most appropriate value.

Table 1
Stability constants of p-nitrophenol (p-NP) and p-nitropheno-
late (p-NPate) inclusion complexes with 2-hydroxypropyl-b-
cyclodextrins (HP-CDs)

Kp-NPate–HP-CD93s QaKp-NP–HP-CDDSNo.

93s

0.0 (1.3090.15) (4.1090.40)×102 3.151b

×102

2.92b (4.4091.60) 1.93(8.5092.30)×102

×102

2.26(5.4090.66)6.03b (1.2290.08)×103

×102

8.04b (4.9390.40) 2.55(1.2690.12)×103

×102

10.05b (1.2290.10)×103(4.3290.39) 2.82
×102

12.0 (4.0690.12)6b (1.0690.33)×103 2.62
×102

14.07b (6.8090.15)×102(2.5490.11) 2.68
×102

8c 2.13(5.2590.44)×1024.0 (2.4690.26)
×102

(3.2590.22)4.4 (8.1390.27)×1029c 2.50
×102

10c (2.7290.20)5.0 (5.5090.30)×102 2.02
×102

8.0 (3.8990.47) (5.7490.67)×102 1.4811c

×102

3.112d (3.1090.50) 1.00(3.1090.35)×102

×102

8.0 (2.5090.07) 1.1413d (2.8590.03)×102

×102

a The Kp-NPate–HP-CD/Kp-NP–HP-CD ratio.
b RDS�1 (see text).
c RDS�1.
d RDS\1.
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Abstract

The partial least squares modeling based on singular value decomposition was applied for the simultaneous
spectrophotometric determination of Co(II), Ni(II) and Cu(II) as their ammonium 2-amino-1-cyclohexan-1-dithiocar-
bamate complexes. The latent variable calculation in this partial least squares modeling is not an iterative technique.
The detection limits for Co(II), Ni(II) and Cu(II) were 0.072, 0.021 and 0.063 mg/ml, respectively. The application of
the method was confirmed by analysis of these metals in sample alloys. © 1999 Elsevier Science B.V. All rights
reserved.

Keywords: Partial least squares; Simultaneous; Singular value decomposition; Co–Ni–Cu; Spectrophotometry

1. Introduction

The combination of cobalt, nickel and copper
are used in different alloys [1]. The analysis of
these metals by univariate calibration methods, at
first requires using one of the separation tech-
niques. Wada et al. [2] determined Co(II), Ni(II)
and Cu(II) by derivatizing the metals with 2-(4-
methyl-2-quinolylazo)-5-diethyl-aminophenol and
using reversed-phase high performance liquid
chromatography. In this paper, partial least
squares (PLS), as a multivariate calibration

method [3–5], was applied to the simultaneous
spectrophotometric determination of these metals
with no need for previous separation. The spec-
trophotometric determination of the metals was
done by preparing the complexes of the cations
with ammonium 2-amino-1-cyclohexan-1-dithio-
carbamate (AACD). This reagent was synthesized
by Takeshima et al. [6] in 1979 and forms a
complex with most transition metal cations.
Co(II), Ni(II) and Cu(II) are the cations that form
a stable complex with AACD, with the formulae
Co(AACD)3, Ni(AACD)2 and Cu(AACD)2. The
peak absorbance of these complexes in the visible
region is at 445, 535 and 470 nm, respectively
[7–9]. The PLS was applied for modeling the
absorbance spectra of Co–AACD, Ni–AACD
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and Cu–AACD in solutions containing these
three cations.

PLS is a factor analysis that was originally
suggested by Wold and coworkers [10,11], and
consequently different algorithms for PLS model-
ing were developed [12–16]. Lorber et al. [17], in
1987, suggested an alternative method for PLS
modeling. It is different from any modeling that
used an iteration technique to find the latent or
factor variables for PLS modeling. In the follow-
ing, a brief summary of the PLS algorithm is
shown [17].

In the classical least squares (CLS) method, the
concentration of all components in the calibration
samples must be known. This is called the total
calibration model. When the concentrations of all
constituents are not known, it is named partial
calibration. Consider a sample with k con-
stituents. If the responses of this sample are mea-
sured in J sensors, the response vector run, can be
written in matrix notation as:

r%un=c%unS+e% (1)

where run is the J×1 response vector, cun is the
k×1 vector analyte concentrations in the sample,
S is the k×J matrix of sensitivities and e% is the
J×1 error vector.

For predicting analyte concentrations in an un-
known sample, it is necessary to determine the
matrix of sensitivities S and it is determined in the
calibration step.

R=CS+E (2)

If I samples are used, R is an I×J response
matrix and C=I×K concentration matrix. Solv-
ing the calibration equation for C gives:

C=RS+ (3)

The superscript + denotes the pseudo inverse
matrix. Multiplying both sides by R+ results in

R+C=R+RS+ =S+ (4)

Thus, S+ =R+C
Solving Eq. (1) for concentration gives

cun=r%unS+ (5)

Substituting Eq. (4) into Eq. (5) gives:

cun=r%R+C (6)

For one component, Eq. (6) can be written as:

c%un=r%unR+c (7)

where c is the concentration vector from calibra-
tion for the desired analyte only, and cun is the
estimated concentration of this analyte in the
unknown sample. By singular value decomposi-
tion R+ can be determined:

R=U·S·V% (8)

R+ =VS−1U% (9)

This is the case where the full mathematical
rank of R is included in the estimation of R+.
One objective of PLS is to approximate R by the
minimum number of the components required to
predict the concentration of the analyte. This
algorithm uses a PLS approach to obtain an
estimate of R+ which is not simply the inverse or
pseudo inverse of R, and the estimation of each
PLS component is not an iterative procedure. A
good estimate of R+ means to find the required
number of latent variables for building the model.

In this paper, the PLS-1 algorithm based on an
estimate of R+ was written in MATLAB and was
used to determine the concentration of Co(II),
Ni(II) and Cu(II) in artificial mixtures and real
samples. According to our knowledge, this is the
first report of the application of the written al-
gorithm for simultaneous determination of metals
with satisfactory results.

2. Experimental

2.1. Reagents and chemicals

All chemicals were analytical grade. Doubly
distilled water was used for preparation of the
solutions.

Stock standard solutions (1000 mg/ml) of
cations were prepared by dissolving 1.235, 1.239
and 0.982 g of Co(NO3)2·6H2O, Ni(NO3)2·6H2O
and CuSO4·6H2O compounds, respectively, in 250
ml volumetric flask and diluted to the mark with
distilled water.
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AACD reagent was synthesized by the proce-
dure explained by Takeshima et al. [6]. AACD
solution (1.7×10−2 M) was prepared by dissolv-
ing 0.3130 g of the reagent in 100 ml acetone.

2.2. Apparatus

A Perkin-Elmer double beam spectrophotome-
ter (Model 551) equipped with 10.0-mm quartz
cells was used for fixed-wavelength measurements.
For recording the absorbance spectrum, a double-
beam spectrophotometer (Shimadzu, Model UV-
240) equipped with 10.0-mm quartz cells was
used.

The PLS algorithm was written in MATLAB

(Math Works, version 4) for running on a per-
sonal computer (Windows 95 operating system).

2.3. Procedure

2.3.1. One component calibration
In order to find the linear dynamic range of

concentration of each cation, one component cali-
bration was performed for each element. Different
volumes of 10 mg/ml solution of cobalt(II) were
added to 5.0 ml AACD solution in 10.0 ml volu-
metric flask and diluted to the mark with distilled
water. After 8 min, the absorbance was recorded
at the 445 nm vs. the blank solution of AACD
containing no analyte. The same procedure was
followed for Ni(II) and Cu(II). The absorbance of
Ni(II) and Cu(II) solutions were recorded at 535
and 470 nm, respectively.

2.3.2. Ternary standard solutions
Two sets of standard solutions were prepared.

The calibration set contains 20 standard solutions
and the prediction set contains 15 standards. The
concentrations of each cation in solution were in
the linear dynamic range of the cation. For the
preparation of each solution, different volumes of
three cations solutions (10 mg/ml) were added to
5.0 ml AACD solution in a 10-ml volumetric
flask. After 8 min, the absorption spectra of the
mixtures were recorded vs. the blank solution of
the reagent between 420 and 620 nm.

2.3.3. Data processing and model building
The absorbance data of each standard solution

were collected in 4-nm intervals (51 data points
for each solution) using the absorbance spectra.
At first, the variables were mean centered (zero
mean) and variance-scaled (unit variance). The
latent variables or factors for each element were
determined by the cross-validation technique. The
prediction error was calculated for each element
for the prediction set, which are samples not
participating in the construction of the model.
This error was expressed as prediction residuals
error sum of squares (PRESS). PRESS was calcu-
lated for the first latent variable, which built the
PLS modeling in the calibration step. After that,
another latent variable was added for the model
building and the PRESS was calculated again.
These calculations were repeated for one to 10
latent variables, which were used in the PLS
modeling. The numbers of latent variables that
give the minimum PRESS for each element were
selected for the PLS modeling. This procedure
was repeated for each element and the number of
latent variable were determined. The PLS-1 mod-
eling for each element had different number of
latent variables.

2.3.4. Analysis of alloy samples
Take an alloy sample (0.1–0.2 g) in a beaker,

add 15 ml of aqua regia, heat the beaker until the
contents become syrup, then heat up to dryness.
Add 20 ml of distilled water to the residua and
mix. Then filter off the insoluble material using
filter paper (Whatman No. 1), and wash the filter
three times with water. The filtrate was collected
in a 100-ml volumetric flask and diluted with
water. Then, 1.0 ml of the solution was diluted to
100 ml with water in a volumetric flask. The
Ni(II), Cu(II), and Co(II) contents were deter-
mined by the recommended procedure.

2.3.5. Detection limit determination
Several different approaches have been reported

for the determination of the detection limit in
multivariate calibration procedures [18–20]. Some
authors are still applying the univariate definition
of this parameter to evaluate it in a multivariate
procedure [21,22].
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Fig. 1. Absorption spectra of AACD (— —) vs. solvent blank
and their Co2+ (–·–·–), Ni2+ (·····) and Cu2+ (–··–··–)
complexes vs. reagent blank; Conditions: solvent, acetone–wa-
ter mixture (1:1); AACD, 8.5×10−3 M; Co2+, 0.80 mg/ml;
Ni2+, 1.00 mg/ml; Cu2+, 1.00 mg/ml.

In this paper, the detection limit has been calcu-
lated from the univariate definition as described
by Garcia et al. [21] and Ketterer et al. [22]. The
absorbance for three blank solutions was obtained
from 420 to 620 nm (51 points). From the PLS
modeling for each element, the predicted concen-
trations were calculated. The standard deviation
of predicted concentrations for each cation was
calculated (Sb). Then, three times the Sb for each
element was taken as the detection limit.

3. Result and discussion

The absorbance spectra of AACD, Co–AACD,
Ni–AACD and Cu–AACD are shown in Fig. 1.
Co–AACD and Cu–AACD spectra have been
considerably overlapped with each other, and the
Ni–AACD spectrum has also overlapped to some
extent with the other spectra. Thus, multivariate
calibration was used to resolve the spectrum of
each pure components in the mixtures.

An optimum condition for spectrophotometric
determinations of Co(II), Ni(II) and Cu(II) com-
plexes with AACD was obtained. These com-

Table 1
Calibration set composition

Nickel(II) (mg/ml)Cobalt(II) (mg/ml)Solution number Copper(II) (mg/ml)

1.7000 2.10001 0.0250
0.75000.20002 0.5000

2.3000 0.01003 0.0500
2.0000 1.00004 1.4000

0.90001.40005 0.3000
0.8000 1.90006 0.0700
2.5000 0.80007 0.6000

0.6000 0.30000.40008
0.3000 0.00609 1.3000

1.7000 0.080010 1.2000
3.0000 0.500011 1.0000

0.08002.900012 2.1000
3.0000 0.750013 2.0000
2.7000 0.300014 0.9000

1.7000 0.040015 1.1000
0.3300 1.800016 0.2500
2.2000 0.070017 0.8000

0.40002.700018 1.7500
1.3000 0.500019 0.7000
1.7000 2.200020 0.4000
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Table 2
Prediction set composition and their predicted value

Co2+(mg/ml)Solution number Ni2+(mg/ml) Cu2+(mg/ml)

Actual value Predicted value RE (%) Actual value Predicted value RE (%) Actual value Predicted value RE (%)

1.70 1.73 1.76 0.041 0.03 −9.05 1.10 1.04 −5.42
0.33 0.33 6.06 1.802 1.82 1.31 0.25 0.28 13.2
2.20 2.23 1.70 0.073 0.06 4.40 0.80 0.86 8.33

4 1.75 1.80 3.03 2.70 2.68 −0.74 0.40 0.45 14.07
5 1.30 1.43 10.03 0.50 0.50 1.61 0.70 0.70 0.90

1.70 1.79 0.38 2.206 2.22 0.95 0.40 0.40 1.81
7 2.00 2.18 9.14 0.40 0.42 6.08 1.00 0.95 −4.64

2.50 2.72 8.87 2.308 2.45 6.88 0.35 0.37 7.07
9 2.90 2.71 −6.25 0.50 0.47 −4.65 0.08 0.08 0.13

10 2.40 2.51 4.79 3.20 3.56 11.3 0.80 0.84 5.03
1.40 1.43 2.37 3.1011 3.34 8.00 1.70 0.66 −4.90

12 2.10 2.02 −3.62 0.08 0.07 −9.00 0.30 0.29 1.36
2.75 2.82 2.78 1.2013 1.17 2.06 0.90 0.95 6.23
1.50 1.44 −3.70 1.30 1.2514 −3.69 0.25 0.23 −6.66
1.00 1.05 0.94 3.00 3.0515 1.85 1.60 1.57 1.50
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Fig. 2. Plots of predicted concentration vs. actual concentra-
tion for three cations in the prediction set.

dards were in their linear dynamic ranges of
0.005–3.5 mg/ml for Ni(II), 0.10–3.00 mg/ml for
Co(II) and 0.025–1.50 mg/ml for Cu(II). Standard
samples were prepared so that the concentrations
of the constituents to be determined cover the
entire dynamic rages for each element. Two sets
of standard solutions, a training set and a predic-
tion set (randomly selected), were prepared. In
both cases, the correlation between concentrations
of the elements were avoided because collinear
components in the training set data tend to cause
over-fitting in the PLS models. The compositions
of calibration and prediction standards are sum-
marized in Tables 1 and 2, respectively (the spec-
tral region between 420 and 620 nm with 51
absorbance data points was selected for analysis).

3.2. Selection of optimal number of factors

PRESS values are minimum in the number of
factors of 4, 5 and 9 for cobalt, nickel and copper,
respectively. Therefore, these numbers of latent
variables were selected as the optimum number of
factors for PLS models building. The predicted
concentrations and their relative errors for each
element in prediction standard solutions are
shown in Table 2. The results show that the
accuracy of the method that is less than 10%
(except for a few samples). In Fig. 2, plots of
these predicted concentrations vs. actual concen-
trations are shown for Co(II), Ni(II) and Cu(II)
with the correlation coefficients for each plot be-
ing 0.989, 0.998 and 0.996, respectively, indicating
the good performance of the PLS model based on
singular value decomposition.

3.3. Statistical parameters for the optimized model

Three parameters were selected to evaluate the
prediction ability of the model. The root mean

plexes are stable in the pH range 3.0–9.5 [7].
Thus, this study was performed in the solutions
without addition of any buffer solution. This con-
dition was: a mixture of water–acetone (1:1) as
solvent, and a concentration of 8.5×10−3 M
(greater than 100 times of the most concentrated
cation solution) of AACD in all experiments (no
need for using of buffer solution). All of the
complexes were stable after 8 min.

3.1. Experimental design for calibration and predic-
tion standards

The concentrations of each component in stan-

Table 3
Statistical parameters

Cations REPNumber of factors PRESS RMSE R2

0.1175 0.978Co2+ 0.109 0.169
4 0.026Ni2+ 0.9950.0390.132
9 0.038 0.115 0.991 0.202Cu2+
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Table 4
Artificial mixture analysis (n=5)

Cobalt found Copper foundRecovery (%)Samplea Nickel found Recovery (%)Recovery (%)
(mg/ml)(mg/ml) (mg/ml)

1.46 (90.05)Co2+(1.5), Ni2+(2.0), Cu2+(0.80) 97.3 2.05 (90.05) 102.5 0.78 (90.04) 97.5
107.20.47 (90.03)Co2+(0.50), Ni2+(1.20), Cu2+(0.15), Mn2+(1.50), 94.0 1.13 (90.04) 94.2 0.16 (90.03)

Fe2+(1.00), Cd2+(0.80)
109.02.33 (90.06) 105.9Co2+(2.20), Ni2+(0.45), Cu2+(1.00), Fe3+(1.50), 0.43 (90.02) 95.6 1.09 (90.05)

Zn2+(2.20), Al3+(2.50)
92.00.94 (90.03) 94.0 1.07 (90.04)Co2+(1.00), Ni2+(1.00), Cu2+(0.50), Fe2+(2.70), 107.0 0.46 (90.04)

Sn2+(0.50), Cd2+(1.50)
106.73.02 (90.06) 107.8 0.085 (90.01)Co2+(2.80), Ni2+(0.08), Cu2+(0.30), Mn2+(2.00), 106.25 0.32 (90.03)

Fe3+(1.00), Al3+(1.80)

a The number in parentheses indicates the concentration of element taken for analysis in mg/ml.
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Table 5
Some industrial alloys analysis (n=5)

CompositionaAlloys Cobalt (%)b Nickel (%)b Copper (%)b

a b a b a b

Cu(49), Ni(21), Co(30) 31.1 (91.0) 30.0 (91.02)Permute 20.05 (90.4) 21.00 (90.5) 50.1 (91.2) 49.3 (91.1)
Cu(50), Ni(21), Co(20) 28.4 (90.9) 29.8 (91.0) 21.7 (90.5) 20.9 (90.5)CuNiCo(No. 1) 51.4 (91.3) 50.2 (91.4)
Cu(35), Ni(41), Co(24) 25.3 (90.8) 24.2 (90.7)CuNiCo(No. 2) 39.8 (90.9) 41.1 (91.1) 35.2 (90.9) 35.5 (91.0)
Cu(39), Ni(7), Co(8), Zn(7) Sn(9), 39.4 (91.1)8.5 (90.3) 7.9 (90.4)Lemaiguand 7.6 (90.4) 7.05 (90.4) 38.1 (91.0)
Fe(30)
Cu(7.0), Ni(19.0), Co(5.3), Zn(7.7), 5.6 (90.3)Alloy sample 4.5 (90.3) 6.5 (90.4)18.7 (90.7) 19.5 (90.9) 7.4 (90.5)
Cr(6), Fe(55)No. 1

0.12 (90.06)Co(4.7), Ni(12.7), Zn(50), Sn(4.6), Not found4.6 (90.3) 5.2 (90.2) 12.4 (90.5)Alloy sample 13.0 (90.6)
No. 2 Cr(18), Mo(10)

a The numbers in parentheses are percent composition of each element in the alloys: a, for the proposed method; b, atomic absorption spectrometry.
b The numbers in parentheses are standard deviations.
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squares error (RMSE), i.e. the standard deviation
of residuals, determines the average error in the
analysis of each cation. Another parameter was
relative error of prediction (REP), which shows
the predictive ability of the model and is calcu-
lated as:

REP=

: %
n

i=1

(ĉi−ci)2

c̄

;1/2

×100 (10)

where ĉi is the predicted concentration and c̄ is the
average concentration of prediction set.

The square of correlation coefficient (R2),
which indicates the fitting of data in a straight
line, was calculated as:

R2= %
n

i=1

(ĉi−ci)2/ %
n

i=1

(ci− c̄i)2 (11)

The values of REP, RMSE, R2, number of factors
and PRESS in the optimum number of factors
that calculated for Co(II), Ni(II) and Cu(II) con-
centrations in prediction set are summarized in
Table 3. The detection limits (DL) that calculated
from the discussed procedure are 0.072, 0.021 and
0.063 mg/ml for cobalt, nickel and copper ions,
respectively. From these data, it can be concluded
that predictive ability of the model is better for
nickel because of the low overlapping character of
its spectrum with the spectrum of ACCD. The DL
for nickel is lower than cobalt and copper because
of low overlapping its spectrum with the reagent
spectrum.

3.4. Applications of model for analyzing ternary
mixtures in artificial mixtures and real alloy sam-
ples

The predictive ability of the model was evalu-
ated for the simultaneous determination of Co(II),
Ni(II) and Cu(II) in synthetic solutions alloy sam-
ples. The results are summarized in Tables 4 and
5.

The complexes of manganese(II), cadmium(II),
iron(III) and iron(II) with AACD have spectra
overlapping with the spectra of Co–AACD, Ni–
AACD and Cu–AACD and, therefore, they can
cause spectral interference [8]. However, the re-
sults in Tables 4 and 5 show that the PLS model

is able to predict the concentrations of each ele-
ment in the presence of those interferences.

4. Conclusion

A PLS algorithm based on singular value de-
composition (SVD) [17] was written. Simulta-
neous determination of Co(II), Ni(II) and Cu(II)
as their AACD complexes in combination with
the PLS modeling was established, with good
prediction ability in the artificial samples. The
PLS modeling was able to deal with interferences
from some metal–AACD complexes. The results
confirm that the model can be used for the deter-
mination of cobalt, nickel and copper in real
sample analysis.
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Abstract

A procedure is described for the rapid determination of calcium, magnesium and zinc in honey with no previous
mineralization stage. The samples are dissolved in a solution containing dilute hydrochloric acid and a lanthanum
salt, and then directly introduced into the flame atomic absorption spectrometer by means of a simple continuous-
flow manifold. The computer-controlled system performs an automatic on-line dilution of the solutions, in this way
decreasing matrix effects due to the organic matter content and allowing analytical signals within the linear response
range to be obtained. Calibration is carried out against aqueous standards. Reproducibilities for calcium and
magnesium measurements in the honey samples are close to 93%. The detection limit for zinc is 0.2 mg g−1, the
reproducibility obtained for a honey sample containing 1.7 mg g−1 zinc being 95.2%. The results agree with those
obtained by means of a lengthy mineralization-based procedure, the main advantages of the non-conventional
methodology reported being automation, saving of time and a decrease in the contamination risk. © 1999 Elsevier
Science B.V. All rights reserved.

Keywords: Flame atomic absorption spectroscopy; Calcium; Magnesium; Zinc; Honey

1. Introduction

Flame atomic absorption spectrometry
(FAAS), due to its relatively low cost and excel-
lent analytical performances, is probably the most
widely used technique for analyzing a variety of
metals in foods. The conventional way to carry
out such determinations involves a mineralization

stage to obtain finally a solution suitable for
introduction in the spectrometer. Such a stage is
recommended even for liquid or water-soluble
foodstuffs, the destruction of the organic matter
preventing both spectral interferences and the ac-
cumulation of residues in the burner head and
spray chamber. The conventional practice of
FAAS can also pose a drawback since the linear
response range of the atomic absorption spec-
trometer is narrow. For this reason, once solu-
tions have been obtained, they must often be

* Corresponding author. Tel.: +349-68-307-100; fax: +
349-68-364-148.
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diluted to varying degrees, depending on the sen-
sitivity of each particular analyte. These are easy-
to-perform stages, but affect the time taken for
the determination to be carried out.

Honey is used worldwide as a basic foodstuff,
either by direct ingestion or as a sweetener in a
variety of foodstuffs. The mean content of min-
eral substances in honey has been calculated to be
0.17%, although this can vary within a wide range
[1]. Some of the components of this mineral frac-
tion can be determined by FAAS either after a
mineralization stage [2] or simply by dissolving
the samples in water containing a small amount of
acid and then directly introducing the solutions in
the spectrometer [3]. In the latter case, some of
the afore-mentioned difficulties appear due to the
high organic matter content of the samples. In
addition, calibration against aqueous standards is
hindered by the different physicochemical proper-
ties of the solutions that are being aspirated into
the spectrometer. The drawbacks can be greatly
alleviated if the solutions are not continuously
aspirated, but introduced in the spectrometer by
means of a flow injection (FI) manifold [4].

Recent advances in continuous flow techniques
also offer other approaches that simplify the han-
dling of samples which are problematic when
measured by direct aspiration. This communica-
tion reports the results obtained when a new
methodology to introduce the solutions in FAAS
[5] was applied to the determination of three
elements of nutritional interest in honey, namely
calcium, magnesium and zinc. The non-conven-

tional way of operation applied here minimizes
the problems caused by the organic matter con-
tained in the solution since it is continuous and
automatically diluted on-line, thus reducing the
amount of organic compounds which are supplied
to the nebulizer. In addition, the system avoids
the need of manually diluting the solutions to
obtain signals within the linear response range,
because the task is carried out automatically. The
system, which can be useful for other similar
analytical situations, does not depend on special
requirements and can easily be adapted to the
needs of every laboratory.

2. Experimental

2.1. Apparatus

The manifold used is shown in Fig. 1. All the
connecting lines were of 0.8 mm i.d. poly(te-
trafluoroethylene), the distance between the T-
piece and the nebulizer entry being maintained as
short as physically possible (about 15 mm). All
the measurements were obtained with an ATI
Unicam Model 919 Solaar atomic absorption
spectrometer. The analogical output of the instru-
ment was connected to a personal computer via a
PCLab 818 PG card. Home-made software per-
mitted both the direct plotting in the computer
screen of the absorbance–time relationship and
the absorbance–time data pairs to be saved in
ASCII format, which facilitated their later han-
dling by using ordinary software for data treat-
ment. The pump was a peristaltic Gilson Minipuls
3 provided with an interface allowing the turning
speed to be varied by applying an external voltage
between 0 V (pump stopped) and 5 V (pump
turning at the maximum speed of 47.9 rpm). The
pump speed could therefore be varied by the
computer equipped with the afore-mentioned
card. A 1.42 mm nominal i.d. pump tube was
used. When the pump was equipped with this tube
and operated at its maximum turning speed, the
flow rate delivered was equal to the nebulizer
uptake rate.

Air acetylene flames were used exclusively.
Measurements were performed at 422.7, 285.2 and

Fig. 1. Manifold used: P, variable-speed peristaltic pump; PC,
computer; T, piece to connect pump channel to compensation
channel; D1 and D2, vessels containing the sample solution
and the diluent solution, respectively.
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213.9 nm using ordinary hollow cathode lamps
operated at 6, 4 and 10 mA for calcium, magne-
sium and zinc, respectively. It was experimentally
verified that background correction was unneces-
sary, which is probably due to the peculiar way in
which the continuous flow manifold operates and
to the high dilution degree of the solutions enter-
ing to the nebulizer.

2.2. Reagents

Aqueous calcium, magnesium and zinc solu-
tions (1000 mg ml−1) were obtained from Panreac
(Spain) and used after appropriate dilutions. All
other chemicals were obtained from Merck. All
solutions were prepared using ultrapure water ob-
tained from a Milli-Q System of Millipore. No
calcium, magnesium or zinc could be detected by
FAAS in this water.

2.3. Operation of the manifold: procedures

The manifold shown in Fig. 1 operates in such
a way that a constant flow is supplied to the
nebulizer through a T-piece. If a standard solu-
tion of the analyte is pumped using an increasing
flow rate starting from zero up to the nebulizer
uptake rate while pure water, or an appropriate
diluent solution, is aspirated through the compen-
sation channel, a calibration graph can be ob-
tained automatically [5]. If a sample solution is
pumped using a decreasing flow rate while diluent
is aspirated through the T-piece, the sample solu-
tion is diluted on-line, which is useful to obtain
analytical signals from solutions that are too con-
centrated to be aspirated directly. For high ana-
lyte concentrations, a curve is found for the
absorbance–time relationship at the beginning of
the experiment and only when the pumped solu-
tion is sufficiently diluted is a straight line ob-
tained. The concentration of the unknown
solution is calculated from the absolute value of
the slope, Sx, of this linear portion and from the
slope, S0, of a calibration line, using the equation
Cx=C0·Sx/S0, where Cx and C0 indicate the con-
centration of analyte in the sample solution and in
the standard solution, respectively. A detailed de-
scription of this manifold, its different analytical

possibilities as well as its limitations is given else-
where [5,6].

Commercial honey samples were purchased in a
supermarket. Portions of the samples were accu-
rately weighed (typical amounts were in the 1–5 g
range) and diluent solution (2% v/v concentrated
hydrochloric acid and 0.6% m/v La(NO3)3·6H2O)
was added to obtain 50 ml of solution. This was
repeatedly shaken for homogenization and then
placed in the vessel of the pump. Diluent solution
was placed in the compensation channel. By
means of a simple keystroke on the computer
keyboard, the pump started and the turning speed
was immediately decreased linearly with time to
zero. The variation in the turning speed was car-
ried out by decreasing the voltage applied at the
pump at a rate of 100 mV s−1 and, consequently,
the time invested in the measurement was 50 s. To
decrease the supply of organic matter to the nebu-
lizer and, at the same time, to enlarge the time
during which the system is working within the
linear response range, most of the experiments
were carried out by starting the pump at 80% of
its maximum turning speed [6].

For comparison purposes, the samples were
analyzed in the following way. Fractions of 1g
were weighed in platinum crucibles, 0.1 ml of
concentrated nitric acid was added and the
crucibles irradiated with an infrared lamp during
1 h. Next, the crucibles were placed in a furnace,
the temperature being raised to 500°C and main-
tained during 8 h. The white ashes thus obtained
were dissolved using 1 ml of concentrated nitric
acid, the solution being finally diluted up to 10
ml. Calcium, magnesium and zinc were deter-
mined in this solution after appropriate dilutions
by using FAAS in the conventional aspiration
mode.

3. Results and discussion

The most convenient way to operate the mani-
fold, shown in Fig. 1, is to use the compensation
channel to introduce the sample solution, the
diluent being propelled by the peristaltic pump
because this makes it possible to maintain a high
sampling frequency. However, it was thought that
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Fig. 2. Absorbance–time profiles of calcium obtained when solutions containing different proportions of a same honey sample were
aspirated through the compensation channel, the pump delivering diluent solution at a decreasing rate.

the variation of the physicochemical properties of
the solutions with the proportion of honey might
affect the nebulizer uptake rate, thus rendering
the direct calibration against aqueous standards
unsuitable. To verify this, several solutions con-
taining different proportions of the same honey
sample were prepared and introduced in the spec-
trometer through the compensation channel,
while the pump propelled water and decreased its
turning speed from the maximum (which pro-
duced a flow rate equal to the nebulizer uptake
rate) to zero. As can be seen in Fig. 2, where the
absorbance–time profiles for calcium thus ob-
tained are shown, when low or moderate propor-
tions of honey were used, there was a linear
relationship between the slopes of the ab-
sorbance–time profiles and the concentration in
honey of the solution being aspirated. On the
contrary, when solutions containing high propor-
tions of honey (up to 10%) were assayed, the
variation in the suction through the compensation
channel led to an appreciable decrease of the
analytical signal. Such an effect disappeared when
the sample solution was not aspirated through the
compensation channel, but propelled by the pump
(Fig. 3). Consequently, to render the direct cali-
bration with aqueous standards feasible even with
solutions containing high proportions of honey,

the rest of the experiments were carried out by
operating the system in this way. It is important
to note that concentrations higher than 10% m/v
are unsuitable due to slight variations in the flow
rate delivered by the pump. In addition, there is in
such a case a serious risk of clogging the system
and abundant carbonaceous residues are de-
posited in the burner head.

The well-known interference of phosphate on
calcium determination was suppressed by adding

Fig. 3. Slopes of absorbance–time profiles of calcium. The
sample solution was propelled by the pump (line a) or intro-
duced through the compensation channel (line b).
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Fig. 4. Absorbance–time profiles of calcium obtained using
the recommended conditions. Graphs a and b correspond to
solutions prepared from samples 3 and 2, respectively.

were not submitted to a smoothing procedure and
are shown here exactly as they were seen on the
computer screen.

The repeatability obtained from 15 consecutive
measurements obtained from the same sample
solution was 93.7%. The results obtained for the
calcium content of four commercial honey sam-
ples are shown in Table 1 together with those
found by the conventional and lengthy procedure
based on the previous ashing of the samples. The
application of a common statistical test (t-test)
did not reveal significant differences (95% confi-
dence level) between the two sets of results [7].

No particular problems were found when the
approach was applied to the determination of
magnesium. To check the absence of a matrix
effect and to confirm that the simplest calibration
against aqueous standards was valid, standard
addition graphs were obtained from solutions pre-
pared from four available commercial honey sam-
ples. The mean value of the slopes (0.01690.002
s−1 mg−1ml, two solutions of each sample; each
graph being constructed with four points, and
three measurements being obtained at each point)
did not reveal significant statistical differences
with the slopes (0.01790.002 s−1 mg−1ml) of
calibration graphs obtained from aqueous stan-
dards. The repeatability for 15 measurements of
the same sample solution was 92.5%. The final
results obtained are given in Table 1, where the
results obtained using a mineralization-based pro-
cedure are also shown for comparison purposes.

lanthanum salts. A number of experiments were
carried out by incorporating the suppressor in
both the sample and diluent solutions and by
adding it only to the latter solution. In neither
case did the slopes of the absorbance–time trac-
ings show significant statistical differences (95%
confidence level) with the slopes of calibration
graphs obtained from aqueous standards in the
same experimental conditions. Consequently, for
simplicity purposes, the lanthanum salt was incor-
porated only to the diluent solution. Fig. 4 shows
some absorbance–time profiles from solutions
containing honey obtained in the conditions rec-
ommended. It should be noted that these profiles

Table 1
Results obtained for the determination of calcium, magnesium and zinc in honey samples

Calcium (mg g−1) Zinc (mg g−1)Sample Magnesium (mg g−1)

Obtaineda Referenceb ReferenceObtained Obtained Reference

690.8 1.290.1 1.590.11 4792 4693 5.890.3
16916591 1591 2.390.1 2.190.167932

17596 1.790.13 1.590.113291 13192 17398
4 9494 1.690.21.390.124929291 2591

a Mean value9confidence interval for 15 measurements obtained from five solutions prepared from each sample.
b Mineralization-based procedure.
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No significant differences at the 95% confidence
level were found between the two sets of results
(since the data were not normally distributed, the
Mann–Whitney test was used in this case) [7].

The zinc content in honey is low, which re-
quired one to prepare solutions containing high
proportions of the foodstuff. As stated, the ab-
sence of a matrix effect was verified by comparing
the slopes of standard additions graphs with the
slopes of calibration graphs obtained from
aqueous standards in the same experimental con-
ditions. The determination limit for solutions con-
taining the maximum proportion of honey
recommended (10% m/v) was calculated to be 0.2
mg g−1. The repeatability obtained from 15 con-
secutive measurements of the same solution pre-
pared from a sample containing 1.7 mg g−1 zinc
was 95.2%. Table 1 shows the results obtained.
As occurred in the cases of calcium and magne-
sium, no statistical (t-test) significant differences
were found with the results obtained by the con-
ventional method based on a previous ashing.
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Abstract

A water-soluble porphyrin (2,3,7,8,12,13,17,18-octabromo-5,10,15,20-tetrakis(4-sulfonatophenyl)porphyrin
(H2(obtpps)4−, H2P4−) synthesized in our laboratory was applied to a solvent extraction method and a liquid
membrane transport of lithium as low as 10−5 M (M=mol dm−3) in the presence of sodium chloride higher than
0.1 M. The lithium porphyrin with five negative charges was extracted successfully into chloroform with tetrabutylam-
monium ion (But4N+) at pH 12.7. The extraction constant for the reaction of [LiP5−]a+
5[But4N]+a X [(But4N)5LiP]o was found to be (1.990.3)×1018 M−5, where the subscripts a and o denote chemical
species in aqueous and organic phases, respectively. Lithium was transported to an aqueous phase at pH 7 through
a chloroform liquid membrane containing [(But4N)5HP]. The extraction and transport mechanism was discussed on
the basis of extraction constants, chemical species and transportation rate. Lithium in sea water or serum sample was
separated and its concentration was determined spectrophotometrically by the present method without any interfer-
ence from sodium chloride. The interference from transition and heavy metal ions was masked by Mg-EDTA. A
calibration curve was linear over a range of 2×10−6 to 2×10−5 M at a precision of 1.51% (RSD). © 1999 Elsevier
Science B.V. All rights reserved.

Keywords: Lithium; Separation; Transport; Porphyrin

1. Introduction

Lithium is an important element for lithium
battery and clinical treatment of manic depres-

sion. Thus, rapid and accurate methods for the
determination of lithium and its separation and
collection of lithium in recycling are receiving
great attention [1–3]. Because of the high concen-
trations of Na+ in sea water and blood, very high
Li+/Na+ selectivity is required for the separation
and determination of Li+ at concentrations less
than 10−4 M (700 ppb) in a large excess of Na+.
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Crown ethers have often been selected as lig-
ands to form complexes with lithium ion, because
the oxygen atom is ‘a hard base’ and preferably
binds to the lithium ion, which is a hard acid [4,5].
Bartsch and coworkers synthesized a series of
novel crown-4 compounds in which the crown
ether ring size systematically varied from 13 to 16
atoms [6,7]. The Li+ extracting ability decreased
as the crown ring size was varied: 14-crown-4\
13-crown-4]15-crown-5\\16-crown-4. This
order was rationalized in terms of the size–fit
concept [8]. The methylene-substituted 14-crown-4
compounds exhibited very high Li+ selectivity
with Li+/Na+ =44.9 [7]. Sholl and Southerland
synthesized azaphenol cryptand and extracted
Li+ from aqueous solutions into chloroform with
very high selectivity of Li+/Na+ =400 [9]. Much
higher selectivity, however, is required for separa-
tion and determination methods of lithium in sea
water or human blood which contains Na+ of 0.5
or 0.15 M, respectively.

Recently, we synthesized a water-soluble por-
phyrin, octabromoporphyrin, 2,3,7,8,12,13,17,18
-octabromo-5,10,15,20-tetrakis(4-sulfonatophenyl)
porphyrin (H2(obtpps)4−, H2P4−; Fig. 1) and
demonstrated a reaction of the porphyrin with
lithium ion in aqueous solution [10]. The synthe-
sized porphyrin is highly electron deficient, result-
ing in a decrease in the basicity of porphyrin due
to the presence of eight bromine atoms that di-
rectly attach to the b-pyrrole positions [10–13].
We also reported a spectrophotometric method

for the determination of lithium in aqueous solu-
tion [14]. However, the overlap of absorption
spectra of the lithium porphyrin, [LiP]5−, on that
of free porphyrin, HP5−, resulted in a small
change in absorption spectra caused by the bind-
ing of lithium to the free-base porphyrin. After
that work, we found that [LiP]5− could be ex-
tracted into chloroform with tetrabutylammo-
nium ion (But4N+) [15].

We report here the methods of separation,
transport and determination of lithium as low as
10−5 M in the presence of Na+ greater than 0.1
M. The selectivity of Li+/Na+ is higher than 104.
The present method was also applied to the sepa-
ration and determination of Li+ in sea water and
in blood serum.

2. Experimental

2.1. Reagents

A water-soluble octabromoporphyrin
(H2(obtpps)4−) was synthesized by bromination
and sulfonation of tetraphenylporphyrin as re-
ported previously [10]. Other reagents were of
analytical-reagent grade and were used without
further purification.

2.2. Apparatus

Absorption spectra were recorded on Shimadzu
UV-2100 and JASCO Ubest spectrophotometers.
Concentration of lithium was determined by a
Hitachi Z-6100 Polarized Zeeman Atomic Ab-
sorption Spectrophotometer. The pH values were
determined with a Radiometer Ion 85 Analyzer
with a combined electrode (GK2401C). A
1.000×10−2 M nitric acid solution containing
0.09 M sodium nitrate was employed as a stan-
dard hydrogen ion concentration (− log[H+]=
2.000). From the pH meter reading of sample
solutions containing various hydrogen ion con-
centrations, the pH meter and electrode system
was calibrated in terms of − log[H+] at an ionic
strength of 0.1 M NaCl.

Fig. 1. 2,3,7,8,12,13,17,18-Octabromo-5,10,15,20-tetrakis(4-
sulfonatophenyl)-porphyrin (H2(obtpps)4−, H2P4−).
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Fig. 2. Apparatus for measuring lithium ion transport across a
chloroform membrane consisting of aqueous source phase (a),
aqueous receiving phase (b), chloroform membrane (c) and
magnetic stirring bar (d).

The absorption spectra of the organic and
aqueous phases were measured. The absorption
maxima of H2P4−, HP5− and LiP5− in the chlo-
roform phase were observed at 474.5, 502 and
492.5 nm, respectively, in the presence of tetra-
butylammonium chloride. All experiments were
carried out at 2591°C and at an ionic strength of
0.1 (Na (Cl−, OH−)).

2.4. Procedure of lithium transport

A U-type glass tube, shown in Fig. 2, was used
for measurement of the transport of lithium ion.
It consisted of a 10-ml chloroform liquid mem-
brane (c) facing both a 10-ml source phase (a) and
a 10-ml receiving phase (b). The source phase
contains lithium (10−2 to 10−5 M), 0.1 M NaOH
and 10−3 M But4NCl, and the receiving phase
contains 0.01 M HEPES buffer (pH 7.0) and
10−3 M But4NCl. First, a 10 ml of chloroform
containing 8×10−6 M of porphyrin was placed
at the bottom of the tube, then aqueous solutions
for source and receiving phases were poured into
the both sides. Only the chloroform phase was
stirred mechanically at 200 rpm min−1 by a
Teflon-coated magnetic stirring bar (b) located at
the bottom of the tube. The transport of lithium
ion was initiated by addition of the aqueous solu-
tions. Lithium concentration was determined by a
flame spectrophotometer.

3. Results and discussion

3.1. Extraction of lithium(I) by H2(obtpps)4−

with But4NCl

Since a preliminary experiment on extraction of
lithium porphyrin has been reported in the pro-
ceedings of Asianalysis, 1997 [15], we will give
here some essential data which are not described
in the proceedings and required for the determina-
tion of lithium by solvent extraction and lithium
transport. The octaboromoporphyrin exists
mainly as HP5− at pH higher than 10 [14] and
reacts with lithium ion to form a stable lithium
complex, [LiP]5−. The lithium(I) porphyrin com-
plex was easily extracted into chloroform in the

Fig. 3. Change in the absrobance of [LiP]5− extracted into
organic phase with increasing of But4NCl in the presence of
4.34×10−6 M H2(obtpps)4− and 1.0×10−5 M Li+ at pH
12.7.

2.3. Procedure of sol6ent extraction

Into a 50 ml sample tube with a screw cap were
added 10 ml of chloroform and 10 ml of aqueous
solution containing Li+ (1×10−2 or 1×10−5

M), tetrabuthylammonium chloride (But4NCl)
(4×10−5 to 1×10−3 M), NaCl (0.1 M) and
buffers (0.01 M) of 2-[4-(2-hydroxyethyl)-1-piper-
azinyl]propanesulfonic acid (HEPES) for pH 6–
7.5, sodium borate for pH 10, or NaOH (0.01–0.1
M). The two phases were mixed vigorously by a
shaker for 5 min and followed by centrifugation
for 5 min to separate the two phases completely.



H. Sun, M. Tabata / Talanta 49 (1999) 603–610606

presence of tetrabuthylammonium chloride. Fig. 3
shows the change in absorbance of organic phase
in different concentrations of But4NCl in aqueous
phase. With increasing the concentration of
But4NCl, the absorbance of chloroform phase
increased at 492.5 nm at pH 12.7 and at [Li+]=
1.0×10−5 M. Lithium(I) of 10−5 M was com-
pletely extracted into chloroform at the
concentrations of But4NCl higher than 6.0×10−4

M. The extraction constant can be expressed as:

(LiP5−)a+5(But4N+)a X [(But4N)5LiP]o (1)

with

Kex(LiP)= [(But4N)5LiP]o/[LiP5−]a[But4N+]a5 (2)

The extraction constant of [(But4N)5LiP] was deter-
mined from the change in absorbance of the
chloroform phase at different concentrations of
tetrabutylammonium chloride (Fig. 3) by taking
into account of the distribution constant of
But4NOH into chloroform: log Kex(But4NOH)=
log([But4NOH]o/[But4N+]a[OH−]a)= −0.83 [16].
The values of Kex(LiP) was found to be (1.990.3)×
1018 M−5. The extraction constants of the por-
phyrin species (HP5− and H2P4−) unbound to Li+

were also determined from the change in ab-
sorbance by the same method as LiP5− in the
presence of But4NCl at pH 7.5 and 12.7, respec-
tively. The extraction constants are

Kex(HP)= (But4N)5HP]o/[HP5−]a[But4N+]a5

= (4.790.4)×1016 M−5,

Kex(H2P)= [(But4N)4H2P]o/[H2P4−]a[But4N+]a4

= (9.591.5)×1013 M−4.

Since the ionic radius of lithium(I) (73 pm) is
comparable to that of zinc(II) (74 pm) [17], lithium
ion can incorporate well into porphyrin core, which
leads to stabilized lithium(I) porphyrin. The HP5−

was less extracted into chloroform than LiP5− due
to the solvation of water to iminate anion (HP5−)
that is formed by the dissociation of a proton bound
to the pyrrole nitrogen of H2(obtpps)4− [14]. Con-
sequently, the organic phase gave mainly the ab-
sorption spectrum of the extracted [LiP]5− and the
absorption spectra of non-reacted HP5− was neg-
ligible in the presence of tetrabutylammonium. That

prevented from an overlap of absorbance of HP5−

(lmax=502 nm) on that of [LiP]5− at 492.5 nm and
led to selective detection of [LiP]5−.

3.2. Determination of lithium by sol6ent
extraction method

These results were applied to the determination
of Li+ in sea water and human blood serum.
Lithium(I) ((2–20)×10−6 M) was extracted into
a 10 ml of chloroform at 5×10−6 M H2(obtpps)4−

and 0.1 M NaOH by the method described in
Section 2.3. The absorbance was measured at 492.5
nm and the concentration of Li+ was determined
from a calibration curve. The calibration curve was
a linear in a range of 1×10−6 to 2×10−5 which
afforded to determine lithium after a dilution of 100
times a therapeutic sample, of which the concentra-
tion is (0.5–1.5)×10−3 M [18]. A sample contain-
ing 1×10−5 M lithium ion was determined with
a precision of 1.51% (RSD).

3.2.1. Effect of foreign ions
Since porphyrins form stable complexes with

transition and heavy metal ions like copper(II),
zinc(II) and lead(II) [19], these metal ions were
masked by addition of a solution of ethylenedi-
amine-N,N,N %,N %-tetraacetatomagnesium(II),
[Mg(edta)]2−, (5×10−3 M)1 [20]. Table 1 summa-
rizes the effect of foreign metal ions and anions for
the determination of lithium ion (1×10−5 M) by
the present method. Metal ions usually encountered
in natural water samples were masked by
[Mg(edta)]2−; and Na+ and K+ greater than 0.1
M did not interfere with the determination of Li+,
as well as chloride.

3.2.2. Determination of Li+ in sea water and
human serum

3.2.2.1. Sea water. Sea water contains a large
amount of Na+ and Cl−, but these ions did not

1 [Na(edta)]3- cannot be used to mask heavy metals like
Zn2+and Cu2+due to the formation of [Li(edta)]3- in alkaline
solution. Thus, [Mg(edta)]2- was used to mask Zn2+and Cu2+

(log KZn(edta)(16.44)\\ log KMg(edta)(8.83)\ log KLi(edta)(2.85)
\ log log KNa(edta) (1.64)).
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Table 1
The effect of foreign ions on the determination of Li+ by the present method

Ions Concentration (M)Ions Concentration (M) Recovery (%) Recovery (%)

Cu2+ 96.41.0×10−599.5Al3+ 1.0×10−5

1.0×10−5 94.1Fe3+ 1.0×10−5 99.2 Pb2+

96.21.0×10−5Mn2+100.9Cd2+ 1.0×10−5

1.0×10−1 97.2Zn2+ 1.0×10−5 91.4 Cl−

1.0×10−5 95.2Co2+ 1.0×10−5 93.3 Br−

F− 1.0×10−5Ca2+ 1.0×10−5 101.3 96.2
SCN− 1.0×10−5 96.1100.1Mg2+ 1.0×10−5

CO3
2− 1.0×10−5K+ 1.0×10−1 99.397.2

99.51.0×(10−5SO4
2−97.9Na+ 1.0×10−1

PO4
3− 1.0×10−5 102.5

interfere with the determination of Li+ by the
present method. Since Mg2+ and Ca2+ exist in sea
water at much higher concentration than that of
heavy metal ions, an equivalent amount of
[Na2(edta)]2− to Mg2+ and Ca2+ was added into
sample solutions to form [Mg(edta)]2− and
[Ca(edta)]2−, which mask heavy metal ions such as
Zn2+ and Cu2+. The concentration of Li+ in a sea
water was determined from a calibration curve and
was found to be (2.4090.01)×10−5 M. The
concentration was confirmed by a flame photome-
try and found to be (2.4290.04)×10−5 M.

3.2.2.2. Human blood serum. Protein reacted with
the porphyrin and reduced absorbance. Thus,
protein in serum was removed by the method
described previously [14]. After protein was re-
moved, the serum solution was diluted 100–500
times and analyzed by the present method. Since
serum contains a few millimoles of Cu2+ and Zn2+,
[Na2(edta)]2− (1.00×10−4 M) was added to mask
them in the serum. A recovery of lithium ion in the
serum sample is shown in Fig. 4. The lithium
concentration was recovered sufficiently after re-
moving protein. However, if protein was not re-
moved, the recovery decreased greatly (Fig. 4).

3.3. Transport of lithium

The presented solvent extraction study suggests
that Li+ is transported from an alkaline aqueous
solution containing Li+ to another acidic aqueous
solution through a chloroform liquid membrane.

The lithium transport was monitored by determina-
tion of the concentration of Li+ in both aqueous
phases by a flame photometry at different pH values
and concentrations of lithium and But4NCl, and in
various transportation times. Transport of lithium
was negligible in the absence of the porphyrin.

3.3.1. Effect of pH in source and recei6ing phases
The transport of lithium ion is driven by a

proton gradient between source and receiving
phases. A plot of the concentration of transported
lithium against pH is shown in Fig. 5. The con-
centration of Li+ in the receiving phase, [Li+]r,
increases rapidly at pH greater than 10. The re-
sults are in agreement with the protonation con-
stant of H2obtypps4− (pKa=10.0) [14]. A proton

Fig. 4. Recovery of lithium by the addition of accurate
amount of lithium to serum before (�) and after (�) removing
protein, and to pure water (�).
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Fig. 5. Concentration of Li+ transported into the receiving
phase at different pH values.

M NaOH) for the source phase and 7.0 for the
receiving phases, respectively.

3.3.2. Effect of the concentrations of porphyrin,
But4NCl and Li+ on the lithium transfer

Since Li+ is transported to the receiving phase
by the formation of [(But4N)5LiP], the enhanced
lithium transfer is expected. The results are given
in Fig. 6. Lithium ion in the receiving phase
increased with the concentrations of the por-
phyrin and Li+ was transported to the receiving
phase at a constant ratio in the presence of
But4NCl higher than 10−3 M in the source phase.
In the receiving phase, a lack of But4NCl caused
a leak of the porphyrin to the receiving phase
from the liquid membrane, and higher concentra-
tion of But4NCl than 10−2 M decreased the
lithium transfer a little, due to back extraction of
lithium from the receiving phase to the liquid
membrane. Usually, 1×10−3 M But4NCl in both
source and receiving phases is suitable for lithium
transportation.

The amount of lithium ion transported into the
receiving phase increased with lithium ion in the
source phase, but became constant over a concen-
tration of 10−2 M lithium, where the transport of
Li+ is controlled by the dissociation rate of
[(But4N)5LiP] by a proton, as described in the
following kinetics study.

3.3.3. Kinetics of Li+ transport
The diffusion of chemical species in a liquid

membrane is usually assumed to be a rate-deter-
mining step for ion transportation, while, in our
experiment, the liquid membrane phase was
stirred continuously so that the transport of
lithium is not affected by diffusion rate of
[(But4N)5LiP] in the membrane. Therefore, the
transport rate of lithium was controlled by both
kinetic processes of the extraction of Li+ into the
liquid membrane and the dissociation of
[(But4N)5LiP] at the interface of water and chloro-
form. Fig. 7 shows a downhill transport of Li+ at
different transportation times. In the first 30 min,
the lithium concentration in the source phase
decreased sharply, but lithium transport into the
receiving phase was not observed. This means fast
formation of [LiP]5− and extraction of

Fig. 6. Concentration of Li+ transported into the receiving
phase at different concentrations of H2(obtpps)4− (�) and
But4NCl (�) in the source phase.

removal of the porphyrin is an important step for
the reaction of Li+ with H2(obtpps)4−. There-
fore, the source phase must be alkaline for taking
place of lithium transport. In the receiving phase,
Li+ was released from the lithium porphyrin
complex, [(But4N)5LiP]m, in the chloroform mem-
brane at an acidic condition and moved to the
receiving phase. However, the acidic conditions
lower than pH 6 caused a leak of the porphyrin
unbound to Li+ into the receiving phase from the
membrane. This can be explained by the protona-
tion of H2P4− to form H3P3− (pKa1=4.83 [14])
at pH lower than 5.0. The protonated porphyrin
(H3P3−) is very hydrophilic so that H3P3− cannot
be extracted into chloroform by formation of an
ion-pair complex with But4N+. Based on these
results, the pH values were adjusted to 12.7 (0.1
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[(But4N)5LiP] into the chloroform membrane. The
concentration of Li+ extrapolated to t=0 is
comparable to the concentration of the porphyrin.
The dissociation rate of [(But4N)5LiP] in the re-

ceiving phase is apparently slower than the uptake
of lithium. Thus the lithium transfer rate is con-
trolled by the dissociation reaction of the lithium
complex. The reaction mechanism of the lithium
transfer is given in Scheme 1.

3.3.4. Competiti6e transport of Li+, Na+ and
K+

As described in the solvent extraction of
lithium, the synthesized octrabromoporphyrin re-
acts selectively with Li+ in a large excess of Na+

or K+. In order to know the selectivity of Li+/
Na+ and Li+/K+ in the lithium transport, we
carried out an experiment for lithium transfer in
the presence of 0.1 M Na+ or K+. Sodium ion
did not transfer at all, even after 48 h, but potas-
sium ion did a little after 48 h reaction time (Fig.
8). Any change in absorption spectra was not
observed for the chloroform membrane equili-
brated with an aqueous solution containing of
K+. Potassium ion may be transported with a
weak ion-pair complex such as
[K+][(But4N)4(LiP)−], where K+ interacts with
[LiP5−] as a positive counter ion like But4N+.
Potassium ion shows some hydrophobicity that
makes it possible for K+ to transfer into the
receiving phase along with the lithium porphyrin
through a chloroform membrane. Sodium ion has
high hydration energy that prevents Na+ from
transporting across the chloroform membrane
with the lithium porphyrin. The competitive
transport of Li+, Na+ and K+ is shown in Fig.
8.

4. Conclusions

The octabromo groups of the synthesized wa-
ter-soluble porphyrin (Fig. 1) lower the basicity of
the porphyrin ring and enhance the proton disso-
ciation of the pyrrole protons, making it easy for
Li+ to bind to the porphyrin. Due to an inflexi-
bility of ring size of the porphyrin, Na+ cannot
bind to the porphyrin. Thus, Li+ less than 10−5

M was selectively extracted into chloroform and
transported in the presence of Na+ greater than
0.1 M. The present method was applied to the
separation and determination of Li+ in sea water

Fig. 7. Transport of 10−5 M Li+ from source phase (a) at pH
12.7 to the receiving phase (b) at different transportation times
and at 8.0×10−6 M H2(obtpps)4− in the chloroform mem-
brane.

Scheme 1. Reaction scheme of the lithium ion transport across
a chloroform liquid membrane containing of H2(obtpps)4− in
the presence of tetrabutylammonium chloride (But4NCl).

Fig. 8. Competitive transport of Li+ (�), Na+ (�) and K+

(�) across a chloroform liquid membrane at 10−2 M Li+, 0.1
M Na+and 0. 1 M K+as their initial concentrations in the
source phase.
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and serum, and to Li+ transport through a liquid
membrane. The method is simple, selective and
sensitive. The sensitivity for the determination of
Li+ increased 30 times by the solvent extraction
method compared with the direct determination
of Li+ in aqueous solution due to a decreased
overlap of absorption spectra of [HP]5− on that
of [LiP]5− in chloroform phase. This method will
be extended to an ion-selective electrode monitor-
ing lithium of a lower concentration in blood and
environmental discharges, and to collection of
lithium from sea water and for recycling in
industry.
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Abstract

The electrochemical reduction of the antidepressant drug fluoxetine was investigated by cyclic, linear sweep,
differential pulse and square wave voltammetry using a hanging mercury drop electrode in alkaline buffer solution in
water and in a water/acetonitrile mixed solvent. Cyclic voltammograms in aqueous solution showed very strong
adsorption of fluoxetine on the electrode with formation of a compact film. The effect of addition of different
percentages of acetonitrile on the voltammetric response was evaluated. It is shown that acetonitrile protects the
electrode surface, thus preventing the adsorption of fluoxetine as a compact film, although reduction occurs at more
negative potentials. Adsorption was used to accumulate the drug onto the electrode surface. The adsorbed species
were measured voltammetrically by reduction at −1.3 V in an aqueous 0.05 M Ringer buffer, pH 12, 20%
acetonitrile v/v. Linear calibration graphs were obtained in the range 0.52–5.2 M. The quantification of fluoxetine in
pharmacological formulations existing in the market was performed using adsorptive square wave cathodic stripping
voltammetry. and compared with data from UV spectrophotometry. The method is simple and not time-consuming.
A comparative high performance liquid chromatography assay with UV detection was performed. Recovery data for
both methods are reported. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Fluoxetine; Electrochemistry; Antidepressant; Pharmaceutical formulations

1. Introduction

The continuous demand for anti-depressive
drugs with minimal side effects, mainly cardiovas-
cular accidents or anticholinergic activity, gave
rise to the development of the anti-depressant
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drug fluoxetine, N-methyl-8-14-(trifluoromethyl)
phenoxylbenzenepropanamine.

It works by inhibiting the uptake of serotonine by
the neurons in the brain, enhances serotonine
neurotransmission and has the longest half-life of
all the selective serotonine reuptake inhibitors
(SSRIs). It has been used for the treatment of
major depression, obsessive–compulsive disorder,
borderline personality and panic disorders, ner-
vous anorexia and bulimia, autism, obesity, alco-
holism, geriatrics, and deintoxication by cocaine
[1–5]. Fluoxetine is clinically administered orally
in the form of chlorhydrates and is the most
widely prescribed antidepressant in the USA. The
precise mechanism of action is not clear but it has
less sedative, anticholinergic and cardiovascular
effects than the tricyclic antidepressant drugs.
Fluoxetine is metabolized to norfluoxetine which
is also active. It is highly protein-bound and
readily crosses the blood–brain barrier and the
placenta, consequently also appearing distributed
into breast milk. Carcinogenic studies provided
evidence that fluoxetine is neither a complete car-
cinogen nor a tumor promoter [6].

The control of fluoxetine and norfluoxetine has
been accomplished in blood serum using gas chro-
matography [7–12] and, to a larger extent, by
high pressure liquid chromatography (HPLC)
with fluorescence or UV detection [13–24].

This paper is concerned with the study of the
adsorptive voltammetric behaviour of fluoxetine
using a hanging mercury drop electrode (HMDE)
in different buffer solutions. In the literature, no
references were found concerning the use of elec-
troanalytical techniques for the determination of
this substance or studies of the electron transfer
mechanisms of fluoxetine. Based on the results
obtained, a square wave adsorptive voltammetric
quantification method was developed. This proce-
dure was applied to the determination of fluox-
etine in commercial preparations existing in the
market and the results were compared with those

obtained by the same determination using HPLC
with UV detection.

2. Experimental

Fluoxetine chlorhydrate was kindly supplied by
the laboratory El Lilly Pharmaceuticals (Indiana-
polis, IN, USA). All the chemicals used were of
reagent grade quality and they were employed
without further purification. The most conclusive
experiments were performed in 0.05 M Ringer
buffer (HPO4

2−/PO4
3−) in the range pH 9–12, and

were prepared using purified water from a Mil-
lipore Milli-Q system.

The working electrode was a Metrohm multi-
mode HMDE, the counter electrode a carbon rod
and the reference electrode was AgCl/Ag/3 M
KCl, used in a one-compartment cell of a 663 VA
stand Metrohm. Voltammograms were recorded
using a Autolab PSTAT 10 potentiostat/galvanos-
tat running with model GPES version 3 software,
from Eco-Chemie, Netherlands. The potential
range studied was from −0.8 to −1.8 V vs.
Ag/AgCl, cyclic voltammetry scan rates varying
from 20 to 800 mV s−1. Differential pulse voltam-
metry conditions were: pulse amplitude, 40 mV;
pulse width, 70 ms; scan rate, 6 mV s−1; and
square wave voltammetry conditions were: pulse
amplitude, 40 mV; frequency, 50 Hz; potential
step, 6 mV.

The HPLC system used was a Sykan model A
1210 liquid chromatograph, equipped with a
model 3200 UV/Vis detector and connected to a
computing integrator model PRIME version 2.2.6
chromatography data station. For chromato-
graphic separation, a Technopak 10 C18 column
(250×4 mm, 5 mM particle size) was employed.
The separation was carried out at room tempera-
ture using, as the mobile phase, 40% acetoni-
trile:60% 0.05 M potassium dihydrogenphosphate
(pH 4.7) filtered through a 0.45 mm filter and
degassed with a helium sparge. A Hamilton 50 ml
syringe was used for sample injection.

The pharmaceutical samples were prepared by
mixing and the content of 10 capsules followed by
weighing exactly around one-tenth of it. To this
powder aliquot was added 80 ml of water in a 100
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ml dilution flask. This was placed during 15 min
in an ultrasonic bath, before completing the vol-
ume up to 100 ml with water. This procedure was
repeated 10 times.

Adsorptive voltammetry measurements were
carried out in the square wave voltammetry mode
(SWV) under the following optimized conditions:
accumulation potential, −0.8 V and accumula-
tion time, 5 s, with stirring at 500 rpm. An
equilibrium time of 5 s was allowed to elapse
between the end of the stirring and the start of the
potential scan from −1.0 to −1.8 V. The ad-
sorptive cycle was repeated three times using a
new mercury drop each time, the result being
expressed as the average of the four measure-
ments. Quantification of fluoxetine was performed
by means of the standard addition method.

To calculate the recovery, another aliquot of
the powder sample was weighed and a known
number of milligrams of fluoxetine clorhydrate
were added; the quantification procedure already
described was carried out.

3. Results and discussion

The electrochemical reduction process of fluox-
etine at the HMDE leads to very strong adsorp-
tion on the electrode surface, as seen from the
cyclic voltammograms in Fig. 1, at pH 12. The
shape of the cyclic voltammograms suggests that,
in the conditions used, they correspond to a

quasi-reversible system for adsorbed species, since
there is only a very little separation of 10 mV
between anodic and cathodic peaks. The curve is
almost symmetric round Ep, the width at half-
height, W1/2, decreases slightly as the concentra-
tion increases, and the peak current is
proportional to the scan rate, n, for both the
anodic and the cathodic peaks. Also the peak
potential does not vary with scan rate, n, and the
oxidation peak only appears for very high scan
rates (Fig. 1b). However, the adsorption peak
height for the reduction does not vary linearly
with concentration, suggesting blocking by forma-
tion of a compact film on the electrode surface
[29–32].

The strong adsorption process taking place on
the electrode surface corresponding to the accu-
mulation of fluoxetine was confirmed by repetitive
cyclic voltammograms recorded after dipping the
HMDE in a stirred solution of the drug for a
period of 5 s at −0.8 V. The short accumulation
time gives substantial enhancement of the ca-
thodic peak (first scan) compared with those of
non-accumulated species (subsequent scans), thus
indicating a rapid desorption of fluoxetine from
the electrode surface.

The study of peak potential, Ep, versus pH, in
Britton Robinson buffer, showed that the reduc-
tion signal for fluoxetine appears only for pH
values higher than 8.5. This is because reduction
only occurs at very negative potentials, as is pre-
dicted for this type of compound [24,25]. Conse-
quently, the reduction peak can only be expected
to be observed when very high pH value support-
ing electrolytes are used because in those experi-
mental conditions, the negative potential range
for HMDE is increased up to −2.0 V vs. Ag/
AgCl, and the reduction peak can be recorded.
Fluoxetine molecules are potentially basic on ac-
count of the unshared electron pair of the oxygen
atom and at these pH values it is the unproto-
nated form that is reacting (Fig. 2). The peak
potential was only shifted slightly to more positive
values as the pH was increased, the slope corre-
sponds to 6.1 mV per unit of pH. Thus the
reduction of fluoxetine is pH independent.

The reduction reaction mechanism of fluoxetine
is quite general for aromatic compounds [25–28]

Fig. 1. Cyclic voltammograms of fluoxetine at scan rates of:
(a) 90 mV s−1; (b) 600 mV s−1. Concentrations: 6.36, 7.93,
9.50, 11.1 and 12.6 mM in 0.05 M Ringer buffer, pH 12,
tdep=5s at Edep= −0.8V.
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Fig. 2. Plot of Ep vs. pH for a 6.36 M fluoxetine solution in
0.05 M Ringer buffer solutions. The line corresponds to a
slope of 6.1 mV per unit of pH.

Fig. 3. Cyclic voltammograms of fluoxetine at 600 mV s−1.
Concentrations: 1.46, 2.04 and 2.62 mM in 0.05 M Ringer
buffer, pH 12, tdep=60 s at Edep= −0.8 V.

shifted to more negative values and W1/2 de-
creased as the concentration or the accumulation
time was increased.

Quantitative determinations of fluoxetine were
very irreproducible due to the very strong adsorp-
tion causing decrease of peak height in successive
scans. When a buffer supporting electrolyte in an
acetonitrile/water mixed solvent was used, the re-
producibility of the peaks and the resolution of
the peaks improved although the peak potentials
were shifted �200 mV to more negative values.
Comparison between Fig. 4a and Fig. 4b shows
the effect of using 20% acetonitrile/80% water as
solvent.

and is considered to require the formation of a
radical anion formed by electron transfer into an
antibonding orbital of the arene linked to the
oxygen. The peak current increased until pH 10.5
and then became constant until pH 12.5. Since the
best definition of peaks was observed for pH 12 in
Ringer buffer, this supporting electrolyte was cho-
sen for subsequent experiments.

The strong adsorption process of fluoxetine on
the electrode surface depended on the accumula-
tion time and was investigated further. Without
accumulation, when the concentration was low-
ered to 1 mM, a negligible current was observed.
However, a well-defined peak was observed if a 60
s accumulation period preceded the potential
scan. For micromolar concentrations, besides the
adsorption peak, a diffusion peak, due to the
reduction of diffusing molecules, appears for a
long deposition time. Fig. 3 shows the diffusion
peak as a shoulder before the adsorption peak in
the negative potential scan [29]. A deposition
potential of −0.8 V was chosen and accumula-
tion times varying from 5 to 80 s were evaluated,
after which CVs were recorded. For concentra-
tions less than 1 M, 20 s deposition time led to the
maximum current. However, at higher concentra-
tions, the shape and peak height, in reduction as
in oxidation, shows the same behaviour as de-
scribed elsewhere [29–32] for the case of strong
adsorption with formation of a compact film on
the electrode surface. The peak potential was

Fig. 4. Adsorptive linear sweep voltammetry of fluoxetine, (a)
0.05 M Ringer buffer, pH 12; (b) 0.05 M Ringer buffer, pH 12,
20% acetonitrile v/v. Scan rate, 800 mV s−1; concentrations:
0.92, 1.85, 2.76, 3.68 and 4.59 mM, tdep=20 s at Edep= −0.8
V.
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Fig. 5. Cyclic voltammogram of 12.5 mM fluoxetine in 0.05 M
Ringer buffer, pH 12, 20% acetonitrile v/v. Scan rate, 800 mV
s−1; tdep=20 s at Edep= −0.8 V.

tions, the non-linear relationship between peak
current, ip, and n1/2 shows again that the reduc-
tion process is not only diffusion controlled, but
there is an important adsorption component.

In the presence of acetonitrile, different poten-
tial scan modes, i.e. linear sweep voltammetry
(LSV), differential pulse voltammetry (DPV) and
square wave voltammetry (SWV), were applied to
the stripping analysis of the adsorbed fluoxetine
(Fig. 6). It was found that the use of pulse tech-
niques improves the sensitivity, as expected. The
largest slope value in the plot of peak current vs.
concentration, 14.3 nA M−1, was obtained using
SWV while values of 6.18 and 0.93 nA M−1 were
achieved using LSV and DPV respectively. There-
fore, square wave voltammetry was chosen for
further work since this technique is less time
consuming and shows the best peak resolution.

For electroanalytical purposes, the optimised
conditions for square wave adsorptive stripping
voltammetry found were accumulation of fluox-
etine on the electrode surface during a total of 10
s at a potential of −0.8 V, 5 s with stirring at 500
rpm, followed by 5 s without stirring, supporting
electrolyte 0.05 M Ringer buffer, 20% of acetoni-
trile v/v, frequency 50 Hz, pulse amplitude 40 mV,
potential step 6 mV, and scan from −1.0 to
−1.6 V.

According to Ref. [33], the differential capacity
of the electric double layer is a very sensitive
function of the adsorption of organic molecules at
the mercury electrode surface. At high positive
and negative surface charges, the adsorption–des-
orption peaks on the C vs. 8 curves, are very
much lower or vanish entirely in the case of
solution in organic solvents in comparison with
aqueous solutions. The influence of the mixture of
aqueous with organic electrolyte in the height and
position of the peaks on the C vs. 8 curves is
caused by the salting-out of the organic substance
[34], giving rise to a shift of the cathodic peak in
the negative direction and an increase of the peak
height. This is in good agreement with our exper-
iments where the shift of the peak potentials
�200 mV to more negative potentials was
observed.

The influence of different percentages of ace-
tonitrile in the solvent was evaluated and it was
found that 0.05 M Ringer buffer, 20% acetonitrile
v/v, led to the best improvement of peak defini-
tion and height (Fig. 5). The cyclic voltam-
mogram after accumulation of fluoxetine at −0.8
V shows that acetonitrile protects the electrode
surface by preventing irreversible adsorption of
fluoxetine.

In the presence of acetonitrile, the symmetry of
the differential pulse voltammetric peak also im-
proves and, since the resolution is better, it is
possible to determine lower concentrations of
fluoxetine down to 3.2×10−7M. In these condi-

Fig. 6. Adsorptive stripping voltammograms of a 5.19 mM
fluoxetine solution in 0.05 M Ringer buffer, pH 12, 20%
acetonitrile v/v, tdep=5 s at Edep= −0.8 V: (1) linear sweep
voltammetry, scan rate 800 mV s−1, (2) differential pulse
voltammetry, scan rate 6 mV s−1, (3) square wave voltamme-
try, frequency 50 Hz and potential step 6 mV.
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Fig. 7. Square wave adsorptive stripping voltammograms ob-
tained after increasing the fluoxetine concentration in 1.05 mM
steps from 0 (A) to 5.19 mM (F), tdep=5 s at Edep= −0.8 V.

was determined directly using adsorptive linear
sweep square wave voltammetry method, using
the standard addition method. The results ob-
tained by the electroanalytical method were in
good agreement with those obtained by HPLC
with UV detection using the same samples (Table
1).

4. Conclusions

The reduction of fluoxetine is pH independent
and occurs at very high potentials, which means
that it can be studied only at pH values higher
than 8.5. The use of buffer electrolyte in a mixed
acetonitrile/water solvent proved very convenient
for preventing strong adsorption of the analyte on
the electrode surface and enabling better repro-
ducibility and sensitivity. Adsorptive linear sweep
square wave voltammetry permitted accurate
quantification of fluoxetine in commonly used
pharmaceutical drugs in the micromolar range
after a very simple and rapid sample treatment.
Good precision was obtained (relative standard
deviation=2.8%; n=10). This electroanalytical
method can be used for determination of thera-
peutic doses of fluoxetine in biological fluids if
coupled with high performance liquid chromatog-
raphy (HPLC) with electrochemical detection.
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In these conditions, a value of 3.9×10−8 M
was determined for the detection limit (defined as
three times the noise). The dependence of peak
current on fluoxetine concentration was found to
be linear over a range from 0.52 to 5.2 mM. Fig.
7 shows square wave voltammograms obtained
after successive standard additions of fluoxetine
chlorhydrate, each addition corresponding to a
1.05 mM increase in concentration. A least-square
treatment of the data in Fig. 7 yields a slope of
14.3 nA M−1 and an intercept of 0.42 nA, with a
correlation coefficient of 0.9998. Precision was
calculated by 10 successive measurements of a
5.19 mM fluoxetine solution (accumulation for 5 s
at −0.8 V) with a relative standard deviation of
2.8%.

The fluoxetine content of commercially avail-
able capsules, prepared as described in Section 2,

Table 1
Electrochemical quantification of fluoxetine in pharmacological formulationsa

Sample SWV HPLC

RSD (%)mg/cap Recovery (%) mg/cap RSD (%) Recovery (%)

100320.0A 112623.0
19.6 0.3 101 19.0 4 116B

3C 9820.0 20.0 7 120
D 320.0 102 20.0 2 100

a All formulations refer to 20 mg of fluoxetine per capsule. RSD (%), relative standard deviation.
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Abstract

Arsenic compounds were determined in six reference materials of biological origin. None of them has yet been
certified for arsenic compounds but some are in the process of certification; for most of these reference materials
indicative literature values are available. Eight commonly used arsenic standards were used for quantification using
a recently developed hyphenated speciation system comprising high performance liquid chromatography (HPLC) and
atomic fluorescence spectrometry (AFS), interfaced via a UV-photoreactor and a hydride generation (HG) unit.
Absolute detection limits were ca. 0.2 and 0.4 ng As for separation on anion and cation exchange columns,
respectively. Our results agree well with indicative literature values which were generated by different authors using
various separation and detection methods. The HPLC-(UV)-HG-AFS system validated in this way is suitable for
quantification of eight arsenic compounds. Moreover, the system is capable of separation of at least six more
compounds in the mentioned reference materials, of which two could be attributed to arsenosugars (OH and
phosphodiester form) but due to the lack of standards, quantification was not possible. For accurate and extensive
speciation analysis the availability of certified reference materials and standards for arsenic compounds should be
promoted. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Arsenic; Speciation; Reference materials

1. Introduction

The arsenic compounds found in environmental
samples are arsenite (As(III)), arsenate (As(V)),
monomethylarsonic acid (MMAA), dimethy-
larsinic acid (DMAA), arsenobetaine (AsB), ar-

senocholine ion (AsC), tetramethylarsonium ion
(TETRA) and trimethylarsine oxide (TMAO).
Next to these compounds more than ten arseno-
sugars have been found in various species of
marine algae; most of them are dimethylarsinoyl-
ribosides [1,2].

The reliability of speciation data depends on
the accuracy of the speciation procedure. A com-
mon way to verify analytical procedures is to
analyse certified reference materials (CRMs). Un-
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fortunately, in speciation analysis only few suit-
able CRMs are available. As an intermediate so-
lution, reference materials certified for total
element concentrations may be used if speciation
results have been reported, especially when a con-
sensus of agreement has been reached.

For arsenic speciation, NBS SRM Oyster tissue
1566a (Crassostrea gigas) [3–5] and NBS SRM
toxic metals in freeze-dried Urine 2670 [6–9] from
the National Institute of Standards and Technol-
ogy (NIST, USA), NIES No. 6 (Mussel tissue,
Mytillus edulis) [3,4] from the National Institute

for Environmental Studies (NIES, Japan),
DORM-1 (Dogfish muscle) [3,4,10–17], TORT-1
(Lobster hepatopancreas) [4,15] and DOLT-1
(Dogfish liver) [3,11,15] from the National Re-
search Council of Canada (NRCC) are being used
for this purpose.

In 1990 NIES started a program on the prepa-
ration and certification of environmental and bio-
logical CRMs for elemental speciation. After the
preparation of NIES CRM No. 11 and 12 (both
for tin) and NIES CRM No. 13 (for mercury)
[18,19], two CRMs are in preparation for specia-
tion of arsenic. NIES CRM No. 14 (Brown algae)
is in the process of certification for As(V) and
NIES CRM No. 15 (Scallop) for AsB [19,20].

In this work a recently developed [21,22] high
performance liquid chromatography (HPLC)-
(UV)-HG-AFS system with anion and cation ex-
change chromatography has been applied to
determine arsenic compounds in six reference ma-
terials (certified for total As or candidates for As
compounds) from NIST (NBS SRM 1566 a),
NRCC (DOLT 1, DORM 1, TORT 1) and NIES
(No. 14, No. 15).

2. Experimental

2.1. Reagents and standards

All chemicals were of analytical reagent grade.
As2O3 and As2O5 were purchased from Merck
(Darmstadt, Germany) and MMAA, DMAA,
AsB-bromide, TMAO, AsC and TETRA-iodide
were gifts from Prof. K.J. Irgolic (Karl-Franzens
University Graz, Austria). Stock solutions of the
arsenic compounds containing about 1000 mg l−1

arsenic were prepared in water and kept at 4°C.
The exact concentration of arsenic in the stock
solutions was determined by instrumental neutron
activation analysis (INAA). Working solutions
with arsenic concentrations of 10–100 ng ml−1

were prepared fresh daily. Millipore (Milford,
MA, USA) Milli-Q Plus water (18.2 MV cm) was
used for all solution preparations. Next to the
commonly available arsenic compounds men-
tioned above, NBS SRM Oyster tissue 1566a was
used as a comparative sample with two known
arsenosugars [4,5].

Table 1
Experimental conditions for arsenic speciation with the
HPLC-(UV)-HG-AFS system

HPLC
Anion exchange:
Column Hamilton PRP-X100, 250×4.1 mm
Mobile phase KH2PO4 solution, 15 mmol l−1, pH 6.1

(NH4OH)
Cation exchange:
Column Alltech Adsorbosphere SCX 5U, 250×

4.6 mm
Mobile phase Pyridine, 2.5 mmol l−1, pH 2.65 (citric

acid)
Flow rate 1 ml min−1

Injection volume 100 ml

On-line UV-reactor (optional)
Ultraviolet lamp 8 W (Camag), 254 nm

FEP Teflon tubing (3.1 m, 0.5 mm i.d.)Digestion coil
K2S2O8 2% (m/v) in 2% (m/v) NaOH, (anion

exchange) or 4% (m/v) in 4% (m/v)
NaOH, (cation exchange)

Flow rate 1.35 ml min−1

Hydride generation
HCl 4.4 mol l−1, 3.0 ml min−1

NaBH4 1.5% (m/v) in 0.1% (m/v) NaOH, 3 ml
min−1

Argon (gas–liq- 340 ml min−1

uid separator)
Nitrogen (drying) 1 l min−1

AFS
Excalibur (PS Analytical, Kent, UK)Detector

Lamp Arsenic, 189.04, 193.76 and 197.26 nm
(Photron Pty. Ltd., Superlamp 803S)

Primary current 27.5 mA
Boost current 35 mA
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Table 2
Arsenic speciation data for some reference materials.

Ref.DetectionMaterial HPLC separa- Compounds reported (mg g−1 dry weight)
tion

[11]ICP/MSRP, gel perme- AsB (15.6), DMAA (0.60), TETRA (0.46), Ua (0.41)DORM 1
ation

[15]AsB (14.1), TETRA (0.34), TMAO (0.02), AsC (0.02), Ua (0.41)ICP/MSAnion, cation
exchange

AsB (13.8), DMAA (0.39), TETRA (0.36), AsC (0.04), As(V) [17]Anion exchange AAS
(0.21), MMAA (1.33), Ua (0.31)
AsB (15.6), TETRA (0.38), AsC (0.04), Ua (0.33) [16]ICP/MSAnion, cation

exchange
AsB (16.2), DMAA (0.66) [13]Anion exchange UV-HG-ICP/

OES
UV-HG- [10]Anion exchange AsB (15.9), DMAA (0.83), Ua (0.57)
QFAAS

AsB (16.5) [14]Anion exchange ICP/AES
[12]AsB (15.9), DMAA (0.61)Ion exchange INAA

AsB (5.69), DMAA (0.78), Ua (0.80) [11]ICP/MSRP, gel perme-DOLT 1
ation

ICP/MS [15]AsB (4.16), DMAA (1.64), TETRA (0.01), TMAO (0.04), AsCAnion, cation
exchange (0.02), As(V) (0.09), Ua (0.54)

[15]ICP/MSTORT 1 AsB (16.0), DMAA (1.64), TETRA (0.05), TMAO (0.13), AsCAnion, cation
(0.04), As(V) (0.09), Ua (0.73), U2a (0.04)exchange

[4]AsB (16.1), DMAA (1.01), sugar 1b (0.71), sugar 2c (0.18)ICP/MSAnion, cation
exchange

[15]ICP/MSNBS 1566a Anion, cation AsB (1.24), DMAA (1.69), As(V) (0.07), MMAA (0.04), TMAO
exchange (0.01), AsC (0.02), Ua (1.3), U2a (0.01)

[4]AsB (1.24), DMAA (0.86), sugar 1b (1.13), sugar 2c (1.22)Anion, cation ICP/MS
exchange

As(V) (nqd), sugar (sulphite form, nqd), sugar (sulphate form, nqd) [19]NIES RP ICP/MS
[20]As(V) (nqd), sugar 1a (nqd), sugar 2b(nqd), sugar (sulphite form,No.14 RP ICP/MS

nqd), sugar (sulphate form, nqd)

AsB (nqd) [19]RP ICP/MSNIES
AsB (nqd), 2 other compounds (nqd) [20]No. 15 RP ICP/MS

a Unidentified compound.
b Dimethylarsinyl-riboside, OH form.
c Dimethylarsinyl-riboside, phosphodiester form.
d Not quantified.

2.2. Extraction of As compounds from the sample

For preparation of the extract, 10 ml of a
water–methanol mixture (1:1 for NIES candidate
reference materials No. 14 and 15; 1:10 for other
materials) was added to the sample (0.2–0.5 g).
Although a water–methanol mixture of 1:10 is the
preferred extractant for organoarsenic com-
pounds, materials with high inorganic arsenic

content show poor extraction behaviour [23].
Yoshinaga [20] reported satisfactory extraction of
arsenic compounds from NIES candidate refer-
ence materials No. 14 and 15 using a water–
methanol mixture of 1:1. After sonication (60
min) and centrifugation (3000 rpm, 10 min), the
extract was decanted. The procedure was repeated
with the residual pellet and the two extracts were
combined and dried using a rotary evaporator.
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The dry residue was taken up in water (10 ml),
filtered (0.45 mm) and kept frozen (−20°C) until
analysis. For each reference material, three ex-
tracts were prepared. Extracts were analysed
within one week of preparation to prevent
changes in species [24]. For determination of
the moisture content samples were weighed in a
glass vial and dried (85°C) to constant weight
(ca. 4 h).

2.3. Analysis

2.3.1. Total arsenic in solid materials
Total arsenic was determined by radiochemical

Fig. 2. Anion exchange separation of arsenic compounds in
extracts of NBS SRM Oyster Tissue 1566a and NIES No. 14;
sugar 1 is dimethylarsinyl-riboside, OH form and sugar 2 is
dimethylarsinyl-riboside, phosphodiester form. For experimen-
tal details see Table 1 (with UV-decomposition).

Fig. 1. Anion (A) and cation (B) exchange separation of a
mixture of As(III), As(V), MMAA, DMAA, TMAO, AsB,
AsC and TETRA (100 ng g−1 As each); for experimental
details see Table 1.

neutron activation analysis (RNAA), employing
mineralisation of the sample with a mixture of
HNO3 and H2SO4 followed by addition of H2O2

to complete the destruction of organic material,
boiling, addition of KI, extraction of AsI3 into
toluene and measurement of the 76As activity at
559 keV [25].

2.3.2. Total arsenic in extracts
Total arsenic in extracts was determined by

HG-AFS (flow-injection mode) [26] after mineral-
isation of the sample similarly to the method
described above. The arsenic in the acid digest
was measured by the method of standard
additions.
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2.3.3. Separation and determination of arsenic
compounds in extracts

A description of the HPLC-(UV)-HG-AFS sys-
tem used can be found elsewhere [21,22]. A sum-
mary of experimental details is given in Table 1.
Of the eight commonly used arsenic standard
compounds only the anionic ones (As(III), As(V),
MMAA and DMAA) form volatile hydrides,
while the cationic ones are not (AsB, AsC and

TETRA) or only slightly (TMAO) susceptible to
hydride generation and have to undergo UV-de-
composition to be detectable. The method of stan-
dard additions was used for identification and
quantification, i.e. anionic arsenic standards (for
anion exchange chromatography) or cationic ar-
senic standards (for cation exchange chromatog-
raphy) were added to aliquots of the extracts.
Retention times of arsenic compounds could be
(slightly) shifted as a result of matrix composition
and of column ageing. For each of the three
extracts, triplicate separation and quantification
runs were made

3. Results and discussion

For the reference materials under study litera-
ture data have been reported for arsenic specia-
tion (Table 2). The main speciation method used
is ion exchange chromatography interfaced with
ICP-MS. Arsenic compounds identified and
quantified in the reference materials mentioned
comprise AsB, DMAA, TETRA, AsC, TMAO,
As(V), MMAA and two arsenosugars (dimethy-
larsinyl-riboside, OH and phosphodiester form);
some unidentifiable compounds were found as
well.

In arsenic speciation research generally up to
eight commonly available standard arsenic com-
pounds can be determined, whereas a few authors
were able to quantify some arsenosugars as well.
Since we have no access to these arsenosugars,
with our HPLC-(UV)-HG-AFS system we
quantified the eight arsenic standards. By
combining anion exchange chromatography
(without UV-decomposition) and cation exchange
chromatography (with UV-decomposition) we are
able to separate and detect the eight arsenic stan-
dards (Fig. 1A and B).

Additionally, two more arsenic compounds can
be identified in the chromatogram by comparison
with an extract of NBS oyster tissue (Fig. 2) in
which two arsenosugars have been characterised
previously (dimethylarsinyl-riboside, OH and
phosphodiester form) [4,5]. Since these arsenosug-
ars behave as anions under the conditions applied
and do not form hydrides, they can only be

Fig. 3. Cation exchange separation of arsenic compounds in
extracts of DORM 1, DOLT 1, TORT 1 and NIES No. 15; for
experimental details see Table 1 (with UV-decomposition).
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Table 3
Arsenic compounds detected in the reference materials and their positions in the anion or cation exchange chromatograms; the
asterisk indicates that the compound is detectable with HG-AFS.

Response (with UV)Response (without UV)Arsenic compound Capacity factor k %

Anion exchange column
0AsB, AsC, TMAO, TETRA, U?a *

*0.08As(III) *
*Sugar 1b 0.11

* *DMAA 0.50
0.83 *MMAA *
1.50Sugar 2c *
3.45 *As(V) *

*U 1 (Brown algae) 9.00

Cation exchange column
0As(V), As(III), MMAA, DMAA, U?d *

*DMAA 0.33
*TMAO 0.94

1.05U 2 (Scallop) *
*1.22AsB
*U 3 (DORM, DOLT, TORT) 2.28
*AsC 2.42
*U 4 (Scallop) 2.85
*TETRA 3.50

a Unknown cationic compounds which might elute in the void volume.
b Dimethylarsinyl-riboside, OH form.
c Dimethylarsinyl-riboside, phosphodiester form.
d Unknown anionic compounds which might elute in the void volume.

separated and detected using anion exchange
chromatography with UV-decomposition. Quan-
tification of these arsenosugars, and also of un-
known compounds, without authentic standards
is not possible as the detector response depends
on the degree of decomposition in the UV-reac-
tor; different compounds show different decom-
position behaviour [27]. This implies that for
speciation of arsenic in the reference materials in
this study the contribution of the two arsenosug-
ars and unknown compounds can only be roughly
estimated by evaluation of the peak area relative
to the total area under the chromatogram.

The ion exchange chromatograms of the other
reference materials are given in Figs. 2 and 3; in
Table 3 the peak positions and detectability of all
arsenic compounds found are summarised. Table
4 shows our data for the arsenic compounds
quantified and other arsenic compounds detected.
From Table 4 it can be seen that the extractability
of arsenic is 57% (Oyster tissue) to 95% (DORM

1). Of the arsenic extracted 30% (Oyster tissue) to
100% (TORT 1) can be assigned to particular
compounds, depending on the arsenic species
present in the reference materials; the remainder
of the extractable arsenic can be attributed to
arsenosugars and unknown compounds. A visual-
isation of the comparison of our results (Table 4)
with indicative literature data (Table 2) for five
arsenic compounds in DOLT1, DORM1, TORT1
and NBS 1566a is given in Fig. 4. A regression
line with a slope of 1 is an indication of a perfect
correlation; an overall regression line with a slope
of 0.9090.02 and an intercept of 0.1690.19 was
found (R2=0.988). Regarding the variation in
the literature data (shown as a spread in vertical
data) the slope found suggests a good correlation,
especially taking into account that at least one of
the AsB outliers in the plot (indicated with an
arrow) was questioned in a recent publication
[16]. It is obvious that the HPLC-(UV)-HG-AFS
system used in this investigation generates data
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similar to that of other hyphenated speciation
systems with different set-ups.

4. Conclusions

The performance of the HPLC-UV-HG-AFS
system with anion and cation exchange column
was suitable for the identification and quantifica-
tion of eight arsenic compounds available as stan-
dards. Data generated with this system were
comparable with the ones obtained with the more
expensive HPLC- ICP/MS set-ups.

Due to a lack of (commercially) available ar-
senic standards only partial speciation of arsenic
in reference materials was possible, although the
system was capable of separation of at least six
more compounds. The major findings of this
study were in agreement with work done by other
workers on the same materials.

The preparation of certified reference materials
for arsenic compounds should be given the
highest priority to verify the accuracy of the speci-
ation procedures presently in use or under devel-
opment in many laboratories.

Acknowledgements

The authors would like to thank Dr M. Horvat
for stimulating this research, Dr J. Yoshinaga
for donating the NIES candidate reference materi-
als, Dr M. Rossbach for donating the NBS
SRM 1566a, J. Smrke for total arsenic analyses
with RNAA and Professor J.J.M. de Goeij
for constructive discussions. The Ministry of
Science and Technology of the Republic of
Slovenia is acknowledged for the financial sup-
port of the projects J1-7268-0106-96 and J1-8907-
0106-97.

Table 4
Concentrations (in mg g−1 dry weight) of total arsenic, extractable arsenic and arsenic compounds and estimations (in % of total
area under chromatogram) of arsenosugars and unknown compounds in reference materials. Three parallel extracts of each reference
material were prepared and each was analysed in triplicate

DOLT 1Found NIES No. 15NIES No. 14NBS 1566aTORT 1DORM 1

3.2990.19b17.792.1a10.191.4a 74.196.9bTotal As, mg g−1 24.692.2a 13.491.9a

50.794.1 2.8490.23Extractable As, mg g−1 6.390.5 16.791.9 19.691.7 7.690.4

Quantified As compounds, mg g−1

B0.02 B0.03 B0.01 B0.02As(III) B0.02 B0.02
1.2090.05 1.0590.04 B0.01 B0.02DMAA 0.6990.03 0.6490.03

B0.02B0.01B0.03TracesMMAA TracesTraces
0.3990.03 B0.04 26.991.7 B0.02As(V) 0.0590.02 B0.02

0.1190.02 Traces 0.1790.06TMAO B0.06 B0.02 B0.04
2.5990.34B0.021.2690.0919.591.5AsB 16.590.64.6390.32

B0.04 B0.04 B0.04AsC B0.06 B0.02 B0.04
Traces B0.06 B0.02 TracesTETRA 0.4990.04B0.04

Other As compounds detected, % of total area under chromatogram
– – – 25% 3%sugar 1c B 10%
– – Tracessugar 2d 30% 3% –

–– –U 1 30%––
Traces–––––U 2

7% 2% 0.5%U 3 – – –
– Traces––––U 4

a Certified value.
b Determined by RNAA.
c Dimethylarsinyl-riboside, OH form.
d Dimethylarsinyl-riboside, phosphodiester form.
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Fig. 4. Comparison of data from this study with data reported in literature; a regression line for a perfect correlation (slope=1) has
been drawn. Colours refer to the standard reference materials and symbols to arsenic compounds.
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Abstract

A new pH-metric method for determination of acid values in oilseeds without titration has been developed in the
range 0.6–10 and more mg KOH/g. The method is based on a rapid (1–2 min) selective and complete extraction of
free fatty acids from an oilseed test portion into a special reagent A, separation of the solution from the solid oilseed
material by centrifugation or filtration, transfer of an aliquot of the solution into a pH-metric cell with reagent B for
measurement of conditional pH1% of the formed mixture, addition of standard acid (HCl or H2SO4) and pH2%
measurement. The reagents are non-toxic, and the method is rapid. Its metrological parameters for Soybean, Canola
and Sunflower oilseeds are satisfactory for practical purposes. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Acid value; Oilseeds; pH-metry; Metrological parameters

1. Introduction

Acid value (AV) is an important index of oil-
seed quality. AV is expressed by KOH (mg) neces-
sary for titration of the free fatty acids (FFA)
contained in 1 g oil in oilseeds. The standard
method for AV determination [1,2] is based on the
extraction of oil from oilseeds by hexane using
Soxhlet during 4 h or more, and then acid–base
titration of the FFA in the non-aqueous system.
An alternative pH-metric method without titra-
tion for AV determination in oilseeds has been
developed [3]. It was based on the use of a special

reagent for rapid extraction of FFA. The reagent
consisted of triethanolamine (TEA) dissolved in
the mixture of diethyl ether+ethanol+water. A
review of such methods was published by us in [4]
(see also Ref. [5]). The extraction of FFA in Ref.
[3] was carried out directly from the oilseed in the
pH-metric cell. However, in this way, other acids
(for example, probably from proteins) were ex-
tracted simultaneously. To obtain results of AV
determination close to those from the standard
titration, the pH measurements were done after a
limited time of the extraction. That is why the
method could not assure reproducible results.
Later, we proposed extraction of the FFA and
possible other acids in reagent A consisting of
TEA dissolved in isopropanol+heptane+water

* Corresponding author. Tel.: +972-2-6536-534; fax: +
972-2-6520-797.

E-mail address: kuselman@netvision.net.il (I. Kuselman)

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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solvent [6]. From this mixture, FFA were dis-
placed into heptane phase by sulfuric acid addition
[7,8]. An aliquot of the heptane phase was then
introduced into the pH-metric cell in another
reagent, B, for pH-metric AV determination.
Reagent B consisted of TEA in isopropanol+wa-
ter solvent. The drawbacks of this technique are
caused by incomplete FFA re-extraction into the
heptane phase (included, partly, isopropanol and
water traces) and sulfuric acid penetration in this
phase instead of FFA. Such substitution can be
one reason for problems with accuracy of the AV
determination. In the present work, these draw-
backs were overcome, and a new pH-metric
method for the acid value determination in oil-
seeds without titration with satisfactory metrolog-
ical characteristics is described.

2. Principles

To decrease the probability of extraction of
other acids besides FFA, the polarity of the solvent
in reagent A [6] and the TEA concentration in it
were minimized with maintaining the reagent ho-
mogeneity [9]. Thus, the new reagent A consists of
0.06 M TEA in the solvent 55.7% isopropanol+
42.9% heptane+1.4% water (throughout, percent
is volumetric if not otherwise indicated).

Reagent A ensures rapid (1–2 min), complete
and selective extraction of FFA from an oilseed
according to the following scheme:�%HAni

�
seed

+TEA�
!%(TEA)·HAni

"
A

(1)

where HAni is i-th free fatty acid;
{�(TEA)·HAni}A is the corresponding TEA salt
in reagent A, partly or completely dissociated.
Therefore, the use of reagent A proposed here
eliminates the necessity of FFA separation from
other acids by their re-extraction to the heptane
phase as it was proposed earlier [6–8].

For pH-metric determination of AV, we used
reagent B: 0.2 M TEA+0.01 M KNO3 in the
solvent 50% isopropanol+50% water. This
reagent was developed by us [10] for pH-metric
determination of AV in vegetable oils. This tech-
nique was adopted by AOAC International as a

peer-verified one [11]. At the contact of reagent B
with an aliquot of reagent A, the TEA salts
{�(TEA)·HAni} are transferred from reagent A to
reagent B, and pH-metric determination of their
sum, i.e. AV, in isopropanol–water phase, be-
comes possible. Because reagent B contains a high
concentration of water and has increased polarity,
extraction of the other acids besides FFA at its
contact with the oilseed material must be avoided.
Therefore, the oilseed material is removed from
reagent A by centrifugation or filtration before the
aliquot of reagent A is added to reagent B.

At mixing of reagent A aliquot with reagent B,
their composition and volumes are changed and
two phases are formed: instead of reagent B, the
lower isopropanol+water phase is formed
(defined by index ‘L’), and instead of reagent A,
the upper heptane phase (defined by index ‘U’). If
the transfer of the TEA salts from phase U into
phase L is complete:!%(TEA)·HAni

"
U

�
!%(TEA)H+"

L

+
!%An−"

L

, (2)

the concentration of TEA salts in phase L
{�(TEA)H+}L is equivalent to the FFA concen-
tration Na. In buffer mixture TEA+ (TEA)H+ in
phase L at TEA high excess, in comparison to the
sum of FFA, the following dependence takes place
[10,11]:

pH’=A− lg Na (3)

where pH% is conditional pH because pH-measure-
ments are carried out with an aqueous reference
electrode and glass working electrode calibrated
by usual aqueous buffer solutions; A is a constant
for the specific pH-sensor, TEA concentration and
ionic strength regulated by KNO3 addition.

Using the method of standard additions (for
example, H2SO4 addition), the calculation of the
AV in the oilseed sample is carried out on the basis
of Eq. (4):

AV= (AV)al×V/Val and

(AV)al= (56.1×100×Nst×Vst)

/[G×P× (10DpH−1)] (4)
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Table 1
Mass of test portion of oilseeds

Mass (g)Expected AV (mg KOH/g)

5–100.6–2
2–52–5
1–25–10

B1\10

trode 6.0133.100 and reference Ag/AgCl electrode
(Shwitzerland). Gas chromatograph with flame-
ionization detector HP 5880A (USA) and fused-
silica capillary column FFAP CB, L=25 m,
d=0.32 mm, df = 0.30 mm from Crompack
(Holland). Disposable test-tube for centrifugation,
graduated capacity 50 ml from Medical Products
(Israel). Mechanical hand pipetters up to 5 ml
from Gilson (France). Analytical balance with
uncertainty 90.0002 g (Sartorius 2400, Ger-
many). Centrifuge from MSE (USA). Mixer Reax
2000 from Heildolph (Germany).

3.2. Reagents

TEA was supplied by Fluka (Switzerland). n-
Heptane, n-hexane, diethyl ether, ethanol, iso-
propanol and potassium hydroxide were from
Frutaron (Israel). Sulfuric acid was from Palacid
(Israel); Oleic acid was from Merck (Germany).
Boron trifluoride methanol complex and buffers
at pH 7.00 and 9.22 were from BDH (UK).
Potassium chloride and nitrate were from Baker
(NY). The oilseeds (Sunflower, Soybean and
Canola) were purchased from local suppliers.
Heptadecanoic acid, methyl ester, Oil reference
standards AOCS No.1, 3 and for Low Erucic
Rapeseed Oil were from Sigma (USA).

3.3. Procedures

3.3.1. Reagent A preparation
TEA (7.46 g) was dissolved in 500 ml of the

mixture 97.5% isopropanol and 2.5% water. This
solution was then mixed with 375 ml of n-
heptane.

where (AV)al is the acid value corresponding to
the aliquot of reagent A used for pH measure-
ments (mg KOH /g); V is the total volume of
reagent A contacted with the oilseed test portion
(30 ml); Val is the volume of the aliquot of reagent
A (mL); 56.11 is the molecular weight of KOH;
Nst is the concentration of H2SO4 solution used
for the standard acid addition (0.1 N); Vst is the
volume of the standard acid addition (mL), which
is considerably less than volume of phase L (�60
mL); G is the mass of the oilseed test portion (g);
P is the oil content in the oilseed (%); G×P/100
is the analyzed oil mass (g); DpH=pH1%−pH2% ,
where pH1% is the pH% of reagent B after addition
of the aliquot of reagent A with the extracted
FFA salts, and pH2% is the pH% after the following
addition of the standard acid.

3. Experimental

3.1. Apparatus

Coffee grinder (SEB, France), Drying oven
(Tuttenauer, Israel), pH-Meter (Metrohm 744)
(resolution, 90.01 pH) with glass working elec-

Table 2
Influence of the time of FFA extraction on the results of pH-metric AV determination

Time of extraction (min) CanolaSoybean

Mass (g) AV (mg KOH/g)AV (mg KOH/g) Mass (g)

1 4.72.4919 1.7 2.6176
2 4.52.5064 2.1 2.5168

4.42.59081.93 2.5665
2.0 3.1100 4.82.57225

4.72.8494–10 –
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Fig. 1. Gas chromatogram of free fatty acids extracted from the canola sample. The numbers in the chromatogram are the retention
time (min): in accordance with the time, there are peaks of palmitic, heptadecanoic (internal standard), stearic, oleic, linoleic,
linolenic, arachidic, cis-eicosenoic, behenic and erucic acids.

3.3.2. Reagent B preparation
KNO3 (1.0 g) and TEA (29.8 g) were dissolved

in the 1 l solvent 50% water+50% isopropanol. A
small amount of aqueous 0.1 M KOH was added
to the indicated solution to reach pH0%=11.309
0.05 for neutralization of CO2 traces.

3.3.3. System suitability test
The pH measurement system suitability was

tested by the control of the dependence of condi-
tional pH% versus logarithm of concentration of
the standard (sulfuric) acid added into reagent B.
With that aim in view, 100, 100, 200, 400 and 800
ml of 0.1 N H2SO4 were introduced subsequently
in 50 ml of reagent B in the pH-metric cell and the

corresponding pH1% , pH2% , pH3% , pH4%and pH5% were
measured. The test was successful if the differ-
ences pH1%−pH2% , pH2%−pH3% , pH3%−pH4% and
pH4%−pH5% are 0.3090.02 in analogy with Eq.
(3).

3.3.4. Sample preparation
Dry oilseeds were ground in the coffee grinder

until homogeneous meal state. Oilseed sample
should be not less than 15–20 g (for two, three or
more test portions). Recommended masses of a
test portion for oilseeds with minimal oil content
P=20% are shown in Table 1 (a greater mass
corresponds to a lesser expected AV). If P\20%,
the recommended mass of the test portion in
Table 1 is decreased P/20 times.
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3.3.5. Standard procedures
The oil contents in the oilseed samples were

determined by the standard extraction technique
[2], and the AV values were obtained by the
standard titration technique [1]. These AV values
were assumed to be correct (‘true’) ones.

3.3.6. Chromatographic procedures
For comparison the FFA extracted by reagent

A according to the new method and by hex-
ane according to the standard gas chromato-
graphic technique [2], after FFA derivatization to
methyl esters with BF3/CH3OH [12] was used.
The chromatograms were recorded at an oven
temperature from 170°C (hold 5 min) to 250°C
with a gradient of 5°C/min (hold 30 min); carrier
gas helium at a flow rate of 0.8 ml/min; injector

temperature was 280°C, detector temperature was
300°C.

3.3.7. Determination of the distribution coefficient
To study the equilibrium distribution of TEA

and its salts TEA·HAni, the salt of TEA and
oleic acid TEA·HOI was used.

The distribution coefficient Ki is the ratio of
the equilibrium concentrations of TEA and
TEA·HOI (mol/l), in the upper heptane phase Ci

U

and the lower isopropanol–water phase Ci
L,

correspondingly:

Ki=Ci
U/Ci

L (5)

where i is TEA or TEA·HOI.
For the determination of Ki values, concentra-

tions of TEA and TEA·HOI were determined in

Fig. 2. Gas chromatogram of free fatty acids extracted from the sunflower sample. The acids are the same as in Fig. 1.
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Fig. 3. Gas chromatogram of free fatty acids extracted from the soybean sample. The acids are the same as in Fig. 1.

the upper and lower phases of the mixture of 50 ml
reagent B, (20−X) ml reagent A and X ml of the
following solution: 0.26 M TEA+�0.20 M
HOI dissolved in the solvent 55.7% isopropanol+
42.9% heptane+1.4% water. The X values were
0.5, 1.0 and 2.5 ml.

The TEA·HOI equilibrium concentrations (after
intensive shaking for1–3 min) were determined by
titration of (TEA)H+ against KOH by analogy
with the standard [1]. The equilibrium concentra-
tions of free TEA were found by titration against
H2SO4 solution with the methyl-orange indicator.

The equilibrium composition and volumes of
the phases were calculated from the data obtained
by Vorob’eva and Karapet’yants [9].

3.3.8. pH-Metric procedure
Thirty milliliters of reagent A are added to a

disposable test-tube with an oilseed test portion.
The test-tube is closed and shaken intensively with
the mixer or by hand for 1–2 min. After that, the
test-tube is centrifuged during 1 or 2 min for the
phase separation (filtration can be used for this
purpose also). An aliquot of the upper liquid phase
(5–20 ml) is removed from the test-tube using a
mechanical pipetter into the pH-metric cell. Ap-
proximately 50 ml of reagent B are added into the
cell and a stirrer is turned on to provide a good
mixing of the components and to assure extraction
of salts of free fatty acids with triethanolamine
from the aliquot into the phase of reagent B.
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Table 3
Composition of free fatty acids extracted from oilseeds by reagent A (new method) and by hexane (standard procedure)a

Sunflower oilseeds SoybeanFree fatty acids Canola oilseeds

Standard New method StandardNew method New methodStandard
method (%)(%)(%) method (%) (%)method (%)

11.9 13.1Palmitic 4.2 4.4 6.7 7.1
4.0 4.0Stearic 1.6 1.4 4.0 3.7

19.616.2 13.8Oleic 17.257.2 56.4
71.7 54.5Linoleic 19.2 20.9 70.7 58.2

11.210.0n.d.Linolenic 0.19.2 10.2
0.2 0.2 n.d. n.d.Arachidic 0.5 0.6

n.d. n.d.n.d.cis-Eicosenoic 0.32.5 2.2
n.d.n.d.Behenic 0.3 n.d. 0.7 0.5

0.3 n.d.Erucic 5.4 4.0 n.d.0.1

a % is the peak area of the acid in percent of total peak area on the chromatogram; n.d. is not detected.

The electrodes are introduced into the cell with
reagent B and the aliquot, and after 1–2 min
stable pH1% is read. Then a certain volume (0.2 ml
or other) of the standard 0.1 N H2SO4 aqueous
solution is added through stirring during 1 min
and stable pH2% is read. The optimal standard acid
addition should assure DpH=pH1%−pH2%:0.25–
0.35 [13].

The calculation of the AV in the oilseed sample
is carried out according to Eq. (4). Corresponding
uncertainty of the AV was considered by us ear-
lier [13].

3.3.9. Fortification procedure
A fortified sample is prepared from an i-th test

portion (Gi, g) of the previously analyzed oilseed
sample (initial sample). The 0.1 M oleic acid in
heptane is added to this test portion in test-tube
before introduction of reagent A. The volume of
the oleic acid solution (Voa, ml) should be calcu-
lated assuming that the AVf in the fortified sam-
ple is n times greater than AVi in the initial
sample (i.e. AVf =nAVi):

Voa=2×10×Gi×P

×AVi/[Coa×Moa× (199−n×AVi)]

=0.708×Gi×P×AVi/(199−n×AVi) (6)

where Moa and Coa are the molecular weight (g)
and concentration (0.1 M) of oleic acid, 199 is the

ratio between molecular weights of potassium hy-
droxide and oleic acid multiplied by 1000.

The first sample of Canola oilseed fortified in
this way is intended to have AV 1.5 times (n=
1.5) higher than in the initial purchased oilseed,
the second fortified sample, AV 2.0 times (n=2)
higher than in the initial oilseed. For Soybean and
Sunflower oilseed, the fortification procedure
should assure a three (n=3) and six (n=6) times
increase of initial AV: first and second fortified
samples, correspondingly. The n values for
Canola oilseeds are less because of large AV of
the purchased sample.

Table 4
Coefficient of the distribution of TEA·HOI between upper
(heptane) and lower (water+isopropanol) phases and the part
of the salt (%) remaining in the upper phasea

CS
L (M) % of saltCS

U (M)C s
o (M) KS

5.90×10−3 1.40.121.86×10−32.25×10−4

4.68×10−4 3.71×10−31.20×10−2 0.13 1.5
0.134.95×10−4 1.63.74×10−31.20×10−2

1.62.90×10−2 1.21×10−3 9.11×10−3 0.13

a CS
o is the TEA·HOI concentration in the mixture of

reagent A and solution of TEA and HOl; CS
U is the equi-

librium concentration of the TEA·HOI in the upper phase; CS
L

is the equilibrium concentration of the TEA·HOI in the lower
phase.
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Table 5
Recovery values for fortified oilseed samplesa

Gi (g) Voa (ml) AVf (mg KOH/g)Oilseed Recovery (%)Sample number AVi (mg KOH/g)

1010.333 7.07Canola 2.19981 4.75
0.641 9.222 4.75 2.0826 94

1083.250.179Soybean 3.46551 1.01
0.326 9.372 1.01 1.5294 99
0.822 3.12Sunflower 1 1.04 4.4526 103

9.383.548 964.52082 1.04

a AVi is the AV of the initial oilseed sample; Gi is the mass of the oilseed test portions; Voa is the volume of the oleic acid solution
(0.1 M) added to the test portion; AVf is the AV of the fortified sample.

4. Results and discussion

4.1. Extraction of free fatty acids and interphase
distribution

To study the influence of the time of FFA
extraction from an oilseed in the new method on
the result of the AV determination, the experi-
ment was performed with samples of Soybean and
Canola (Table 2). AV of the samples determined
by the standard technique [1,2] are for Soybean,
1.8 mg KOH/g, and for Canola, 4.7 mg KOH/g.
As can be seen from Table 2, after 1–2 min
extraction, the results of the AV determination by
the new method do not differ from the results
obtained by the standard ones. So, the concentra-
tions of extracted acids in the two methods are
equivalent. Further contact of the oilseeds with
reagent A after 1–2 min does not influence the
results of the extraction. Identity of extracted
acids is confirmed by comparison of the chro-
matograms of FFA extracted in reagent A and in
hexane (after the Soxhlet extraction during 4 h
[2]). Visually they are the same. Therefore, chro-
matograms are shown in Figs. 1–3 only for
reagent A. Detailed analysis of ratios between
FFA concentrations (‘profiles’ of the chro-
matograms) is described in Table 3. The ‘profiles’
are close. Thus, chromatographic data confirm
also selectivity and completeness of the FFA ex-
traction from oilseeds by reagent A.

After introduction of an aliquot of reagent A
(20 ml) in reagent B (50 ml), the equilibrium is
achieved during 1 and 2 min between the two
phases: upper heptane and lower isopropanol–

water ones. The composition of these phases is
calculated by us using the data by Vorob%eva and
Karapet%yants [9]: the upper phase consists of
89.7% heptane+9.7% isopropanol+0.6% water,
and the lower one is 1.8% heptane+50.8% iso-
propanol+47.4% water. The volume of the upper
phase is 7.5 ml and the lower phase is 62.5 ml.

The distribution coefficients for TEA, KTEA=
0.015 (see Section 3.3.7) and for TEA·HOI, Ks=
0.13 were determined by us using TEA and
TEA·HOI equilibrium concentrations (mol/l)
shown in Table 4. The correlation Ks\KTEA is
caused by the effect of the affinity of TEA·HOI to
the low-polar reagent A due to HOI. The distribu-
tion coefficient of TEA·HOI allows one to make
the conclusion about the practically complete ex-
traction of the FFA from the upper (heptane)
phase to the lower (isopropanol–water) phase in
which pH measurements are performed.

Unlike the heptane phase differing from initial
reagent A, the composition of the isopropanol–

Table 6
Comparison of the results of acid value determination by the
standard and the new methodsa

Oilseeds tFSstAVstSnewAVnew

0.10 4.68 0.12 1.44 1.59Canola 4.75
0.98 0.04 1.01Soybean 0.05 1.56 1.65

0.061.010.051.04Sunflower 1.361.44

a AVnew and AVst are the average results obtained by the
new and the standard methods; Snew and Sst are the standard
deviations characterizing repeatability of the results obtained
by the new and the standard methods; F is the Fisher’s ratio,
t is the Student’s ratio.
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water phase and of initial reagent B are close.
Therefore, properties of reagent B for the AV
pH-metric determination [10,11] are maintained:
the pH% versus lg Na dependence (Eq. (3)) is linear
with the slope equal to one.

4.2. Metrological parameters

Since for the new method accuracy demonstra-
tion is most important, recovery values averaged
for 20 oilseed test portions are shown in Table 5
as an index of accuracy. These values are more
and also less then 100%. To be sure that the
deviations from 100% are acceptable (accuracy is
satisfactory), an additional experiment was
performed.

The experiment consisted of nst=10 replicate
AV determinations by the standard method dur-
ing a day, and of nnew=20 determinations by the
new method, four replicates per day during a
week (5 days). Table 6 shows the average results
obtained by the standard AVst and new AVnew

methods; standard deviations of the replicates, Sst

and Snew with fst=nst−1=9 and fnew=nnew−
5=15 numbers of degrees of freedom, corre-
spondingly; Fisher’s ratio F=S2

st/S2
new; and

Student’s ratio t= �AVst−AVnew�/(S2
st/nst+S2

new/
nnew)0.5.

The critical value for Fisher’s ratio is 2.60 at
the 0.95 level of confidence and the numbers of
degrees of freedom, 9 and 15. For Student’s ratio,
the critical value is 2.06 at the 0.95 level of
confidence and fst+ fnew=24 degrees of freedom.
From the comparison of the F-data with the
critical value, it follows that the difference be-
tween repeatability of results obtained by the
standard and the new method is insignificant (all
F-values are less than the critical one). The accu-
racy for these techniques is approximately the
same because deviations of AVnew from AVst are
insignificant in comparison with standard devia-
tions characterizing repeatability: all t values are
less than the critical value (2.06). So, recovery

deviations from 100% should also be accepted as
admissible.

4.3. Ad6antages of the method

1. Time for one determination is no more than
9–10 min. while the standard AV determina-
tion needs 4 h or more.

2. Reagents are not toxic.
3. Low cost instruments are used.
4. Facility for automation is obvious.
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Abstract

Flow injection potentiometry (FIP) for the enzymatic determination of cholesterol is reported. The assay utilises a
combination of three enzymes: cholesterol esterase (CE), cholesterol oxidase (COD) and peroxidase (POD). The
method is developed by the use of a tungsten wire electrode as a sensor vs. Ag/AgCl in conjunction with a redox
mediator ferrocyanide. CE converts esterified cholesterol to free cholesterol, which is then oxidised by COD with
hydrogen peroxide as product. Ferrocyanide is converted to ferricyanide by hydrogen peroxide, catalysed by POD,
and the tungsten electrode responds to the ratio of ferricyanide to ferrocyanide. Flow injection potentiometry gave
well-defined peaks for cholesterol samples with a fast response (30 s). Linear calibration was obtained from 0.05 to
3.0 mM cholesterol, with a slope of 60.2 mV/decade change in cholesterol concentration, and detection limit 0.01 mM
cholesterol (S/N=3). Repeatability was 3% (CV). Interferences from commonly found species were shown to be
negligible. The sensor cell is simple to construct, and it was free from surface contamination problems over long
periods of use. The application of the sensor for the determination of serum cholesterol was demonstrated. © 1999
Elsevier Science B.V. All rights reserved.

Keywords: Cholesterol; Flow injection potentiometry; Tungsten electrode; Enzymatic analysis

1. Introduction

The determination of serum cholesterol is im-
portant in clinical diagnosis, because atypical to-
tal cholesterol in serum is an indicator of
abnormality in lipid metabolism, of arteriosclero-
sis and hypertension. Epidemiological and clinical
studies have demonstrated a strong positive corre-
lation between the total cholesterol in human
blood serum and the incident of coronary heart

diseases [1]. As awareness of the importance of
cholesterol levels has increased, numerous screen-
ing programs have been set up to identify individ-
ual concentrations of cholesterol in human serum
[2]. Various analytical methods have been used for
cholesterol assays including colourimetric [3] spec-
trometric [4–13] and electrochemical methods
[14–34]. For human blood cholesterol assays, en-
zymatic procedures are mainly employed, due to
their rapid, selective, sensitive nature and the
great accuracy obtained in the measurements.

* Corresponding author.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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Electrochemical detection systems for choles-
terol assay are frequently based on the monitoring
of the consumption of oxygen [14–17] or the rate
of production of hydrogen peroxide [18–22] by an
enzymatic reaction. Amperometric methods [23–
26] commonly operate at a high potential (0.6–0.7
V vs. Ag/AgCl), and at such potentials, many
other species are oxidised. To minimise the effect
of interferences, techniques have been developed
using the redox mediator ferrocyanide
([Fe(CN)6]4−) [27–30] to reduce hydrogen perox-
ide, making the product ferricyanide
([Fe(CN)6]3−) which can be detected at low po-
tentials. However, this measuring system was af-
fected by air oxidation of ferrocyanide that takes
place as a competitive reaction during the enzy-
matic oxidation.

Potentiometric detection is a very attractive
method because of the inherent wide detection
range. However, the few works have that been
reported for cholesterol, use ion selective elec-
trodes (ISEs) [31,32]. This might be due to the
difficulty of measuring the redox potential of the
enzymatic reaction of cholesterol. An indirect
method, by the use of ferrocyanide to couple the
hydrogen peroxide produced on enzymatic oxida-
tion of cholesterol in flow injection system has
been reported [33], and immobilisation of enzyme
[34] in a reactor has also been shown to be
applicable for FIA.

The proposed system is based upon previous
research [33,34] and upon a successful glucose
assay [35]. The enzymatic determination of choles-
terol by this system is based on a sequence of
three enzyme reactions:

Cholesterol ester+H2O�
CE

free cholesterol

+ fatty acid (1)

Free cholesterol+O2

+2H2O �
COD

4-cholesten-3-one+2H2O2 (2)

H2O2+2[Fe(CN)6]4− +2H+ �
POD

2[Fe(CN)6]3−

+2H2O (3)

The hydrolysis of cholesterol ester is catalysed
by the enzyme cholesterol esterase (CE) to pro-
duce free cholesterol and fatty acid. Subsequently,

the free cholesterol is oxidised by presence of
cholesterol oxidase (COD) to produce 4-
cholesten-3-one and hydrogen peroxide. Reduc-
tion of hydrogen peroxide by ferrocyanide, in the
presence of peroxidase (POD), yields the ferri-
cyanide. The reaction product from cholesterol or
its ester is converted stoichiometrically to ferri-
cyanide. The redox potential developed in this
manner can be related to the change of the con-
centration of [Fe(CN)6]3−/[Fe(CN)6]4− by the
Nernst equation.

Assume that cholesterol ester is converted stoi-
chiometrically to cholesterol, and the total choles-
terol is in turn converted to hydrogen peroxide,
which then reacts with ferrocyanide. Let the initial
concentrations of cholesterol ester, free choles-
terol and ferrocyanide be [CH E]0, [CH]0, and
[FeII]0 respectively. Then if [P] and [FeIII] are the
concentrations of peroxide and ferricyanide gener-
ated during the reaction, and ferrocyanide is in
excess:

[FeIII]=2× [P]= [CH]0+ [CH E]0 (4)

and the concentration of ferrocyanide after reac-
tion [FeII] becomes

[FeII]= [FeII]0–[FeIII] (5)

Applying the Nernst equation to the redox active
species:

E=const+
RT
F

ln
�[FeIII]

[FeII]
�

(6)

E=const+
RT
F

ln
� [CH]0+ [CH E]0

[FeII]0− ([CH]0+ [CH E]0)
�
(7)

Eq. (7) predicts linear Nernstian behaviour while
[FeII]0� [FeIII]. [FeII]0=5 mM, and Nernstian
behaviour would be expected up to a cholesterol
concentration of about 1 mM. The redox poten-
tial is monitored with a tungsten electrode vs.
Ag/AgCl. In flow injection mode, the baseline is
established by the ratio of ferrocyanide to ferri-
cyanide and this is independent of the enzyme
reaction, ensuring a return to a constant baseline
after each injection.

The purpose of this paper is to describe a
simple method for constructing a flow injection
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potentiometric (FIP) method for enzymatic deter-
mination of cholesterol, using a tungsten wire
electrode as a sensor vs. Ag/AgCl, in conjunction
with the redox mediator ferrocyanide. The result-
ing sensor exhibits a good performance with a
sensitive and rapid response to cholesterol, wide
linear range, good precision, and is free from
normal interferences.

2. Experimental

2.1. Chemicals and reagents

All chemicals used were laboratory reagent
grade. COD (E.C.1.1.3.6) from pseudomonash 33
units/mg, POD (E.C.1.11.1.7.2) from horse radish
179 units/mg, cholesterol, accutrol chemistry con-
trol normal/abnormal, lipid control normal/ele-
vated, control serum type IA normal/type IIA
abnormal, and Triton X-100 were all obtained
from sigma Chem. Co. USA. CE (E.C. 1.1.13)
from porcine pancreas 18.1 units/mg was from
ICN Biochemical Co. Reagents K4Fe(CN)6,
K3Fe(CN)6, K2HPO4, KH2PO4, and KCl were
purchased from Ajax Chem. Australia. 4-
cholesten-3-one was supplied from Aldrich, Aus-
tralia. Hydrogen peroxide (27.5%) was obtained
from the Pacific Manufacturing Co. Sydney, Aus-
tralia. Human blood samples were donated by the
University of Health Service, the University of
New South Wales Australia. Sera were cen-
trifuged at 5000 rpm for 15 min to separate the
serum from blood plasma. The control solutions

and human blood sera were diluted 1:8 (v/v) with
phosphate buffer containing 1% isopropanol and
1% Triton X-100, and were then heated to 40°C
for a few minutes to make the cholesterol soluble
in aqueous solution.

Cholesterol is insoluble in water, and so sam-
ples were first dissolved in a small volume of
isopropanol containing a surfactant. The stock
solution of 10.0 mM cholesterol was prepared by
dissolving 0.19335 g cholesterol in a 50 ml volu-
metric flask containing a mixture of 5 ml iso-
propanol and 5 ml Triton X-100. The mixture was
swirled and heated gently at 40°C. After the
cholesterol had dissolved, the solution was diluted
to the mark with redistilled water. The stock
solution throws a hazy precipitate if refrigerated
overnight, but gently heating at 40°C will redis-
solve the cholesterol. Standard solutions in the
range 0.1–5 mM cholesterol were prepared by
diluting the cholesterol stock solution with 10
mM phosphate buffer, pH 7.0.

2.2. Instrumentation

A schematic diagram of the FIP system is
shown in Fig. 1. The flow rate was regulated with
a peristaltic pump (Dessaga STA, type 131900,
Heidelberg, West Germany). The electrodes as-
sembled with a tungsten wire electrode versus
Ag/AgCl reference electrodes separated by satu-
rated KCl bridge in agar gel, placed in a modified
flow through cell [36]. Potentiometric measure-
ments were made with a Keithley 177-Microvolt
Digital Multi Meter (Keithley Instrument, USA)
connecting with MacLab/8 Analog Digital Instru-
ment, Sydney, Australia, for data acquisition.

2.3. Procedures

The two channels of the FIP system were
flowed continuously at a constant flow rate of
1.15 ml/min at 30°C. The cholesterol assay was
carried out by incubation of cholesterol ester with
0.5 unit/ml CE for 5 min, followed by oxidation
with 0.8 unit/ml COD for 10 min in the reaction
tube. An 50 ml of aliquot was then injected in to
the flow channel containing 5 mM ferrocyanide in
phosphate buffer which then merged with the 0.75

Fig. 1. FIP manifold for the potentiometric determination of
cholesterol: (1) peristaltic pump, (2) injection port, (3) mixing
coils, (4) flow cell, (5) voltmeter and micro computer. Carrier
solutions of 5 mM K4Fe(CN)6 (R1), and 0.75 unit/ml peroxi-
dase (R2) were dissolved in 10 mM phosphate buffer, pH 7.0.
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Fig. 2. Typical FIP peaks corresponding to successive dupli-
cate injections of 50 ml of cholesterol solution into the carrier
stream (10 mM phosphate buffer, pH 7.0, containing of 5.0
mM ferrocyanide and 0.75 unit/ml POD). (a) 0.05 mM, (b)
0.08 mM, (c) 0.1 mM, (d) 0.3 mM, and (e) 0.5 mM, (f) 0.8
mM, (g) 1.0 mM, (h) 1.5 mM cholesterol. Cholesterol was
diluted in 1% v/v Triton X-100 and isopropanol, incubated
with 0.8 units/ml COD for 15 min, flow rate 1.15 ml/min, at
30°C.

injected at 1-min intervals. As the concentration
of cholesterol injected increases, the concentration
of ferricyanide in the carrier stream also increases,
causing the observed signal.

Electrode responses to hydrogen peroxide and
standard ferricyanide solution were also measured
to provide convincing evidence that the response
signal results from the oxidation of cholesterol.
Injection of 50 ml of 1 mM hydrogen peroxide or
ferricyanide buffered solutions, in the absence of
cholesterol and in the presence of peroxidase,
gave the same response peak to those observed
with the injection of an equivalent amount of
cholesterol. No change in potential was observed
when 50 ml of 1 mM cholestenone was injected
into the carrier stream. These results support the
hypothesis that the source of the potentiometric
signal is the catalysed oxidation of ferrocyanide
by the hydrogen peroxide released from the enzy-
matic oxidation of cholesterol.

The selectivity of the measurement for choles-
terol was demonstrated by the following experi-
ment. Various concentrations (1–10%) of the
bacterium E. coli were added to 1 mM cholesterol
standard solution containing a rich broth growth
medium. Aliquots of the mixture were incubated
for 15 min, then injected into the carrier stream.
The peak height for cholesterol decreased linearly
in proportion to the increasing concentration of
E. coli in solution (Fig. 3). E. coli consumes the
oxygen in solution and so its presence leads to a
decrease in the enzymatic reaction.

3.1. Optimisation of the FIP system

Experimental parameters affecting the determi-
nation of cholesterol were optimised. The proce-
dure was optimised in two stages, namely the
incubation reaction of the substrate with two
enzymes in the reaction vessel, then the peroxi-
dase reaction in the carrier stream. The optimum
conditions of the FIP system are summarised in
Table 1.

The pH is known to be a critical parameter of
enzymatic activity and stability in aqueous media.
The effect of pH on the overall reaction for
enzymatic oxidation of 1 mM cholesterol was
studied. The dependence of the enzymatic reac-

unit/ml POD. The potential change caused by the
reaction was recorded with a voltmeter and the
data was stored in a microcomputer. Calibration
was carried out by duplicate injections of the
incubated 0.01–3 mM cholesterol standard solu-
tions in to the carrier stream, followed by the
analysis of the diluted control solutions and hu-
man blood samples.

3. Results and discussion

A typical signal output for the determination of
cholesterol is presented in Fig. 2. The peak height
increased linearly in proportion to the log concen-
tration of cholesterol injected. The signal decay to
base line was fast at 30 s, and samples were
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Fig. 3. Typical FIP output following injection of 50 ml lots of
1.0 mM cholesterol standard solution containing 0–10% of
bacterial culture (E. coli ), incubated with the enzymes: for (I)
10 min, and (II) 15 min. The solutions contain rich nutrient
broth to support the bacteria. Other FIP conditions are the
same as for Fig. 2.

Fig. 4. pH dependence of FIP signal. 50 ml aliquots of 1 mM
cholesterol standard solution were injected into various buffer
solutions. Other FIP conditions are the same as for Fig. 2.

tion rate to the pH of the phosphate buffer was
examined in the range of pH 4.0–10.0 (Fig. 4).
The most sensitive response accompanied by a
good baseline was observed using phosphate
buffer, pH 7.0.

Different procedures were applied for the prepa-
ration of cholesterol standard solutions. Non ionic
surfactant Triton X-100 and isopropanol were
found to be effective lipid solubilising agents for
cholesterol solution. Triton X-100 is used to ensure
the cholesterol and COD remains in the solution,
while isopropanol acts as an emulsifier [25]. How-
ever, the ratio of the surfactant to the cholesterol is
essentially determined by a compromise between
solubilising the cholesterol and controlling the
interference of the enzyme activity caused by the
surfactant (Fig. 5). The peak height increased as
the concentration of Triton X-100 increased,
reaching an optimum response at 1% Triton X-100
after which inhibition of the reaction dominates.

Table 1
Optimum conditions for the enzymatic FIP determination of
cholesterol

Optimum conditionsParameter being opti-
mised

Redox mediator 5.0 mM K4Fe(CN)6

pH 7.0, 10.0 mM+10.0 mM KClPhosphate buffer
(NaH2PO4/
Na2HPO4)

Enzymes 0.5 unit/ml CE, 0.8 unit/ml COD
and 0.75 unit/ml POD

Flow rate 1.15 ml/min
30 cmMixing coil (delay

time)
50 mlInjection volume

Temperature 30°C
Diameter of tungsten 0.5 mm

wire electrode
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The effect of isopropanol on the sensitivity of
the measurement was also studied. The peak
height decreased as the concentration of iso-
propanol in the solution increased. The slope of
the electrode response curve decreased as the con-
centration of isopropanol increased. That a less
sensitive response was obtained at higher concen-
trations of isopropanol is possibly a results of
decrease in ionisation of the electrolyte due to
reduction in relative permittivity of the solution.
A concentration of 1% of each additive was cho-
sen to be used in the experiment.

Incubation in a reaction tube was chosen to
save the consumption of enzyme per assay. To
obtain information on the effect of COD on the
reaction rate, the development of potential with
incubation time of 1 mM cholesterol at various
concentrations of COD was measured. The con-

Fig. 6. The time development of the peak height for the
oxidation of 1 mM cholesterol as a function of the concentra-
tion of COD (+ ) 0.1, () 0.4, (�) 0.6, (�) 0.8, and (
) 1.0
unit/ml. Other FIP conditions are the same as for Fig. 2.

Fig. 5. The effect of isopropanol and Triton X-100 on the
sensitivity of measurement of 1 mM cholesterol diluted with 10
mM phosphate buffer containing (�) various concentrations
of isopropanol at a constant concentration of 1% Triton
X-100, and () various concentrations of Triton X-100 at a
constant concentration of 1% isopropanol. Other FIP condi-
tions are the same as for Fig. 2.

centration of hydrogen peroxide produced from
the reaction was dependent on the enzyme con-
centration from 0.1–0.8 units/ml COD (Fig. 6).
The incubated reaction was complete in 15 min
using 0.8 unit/ml COD and 10 min using 1 unit/
ml COD. The response peak did not increase
further for a longer incubation time. The concen-
tration of 0.8 unit/ml COD appeared to be ade-
quate for the experiments, and 15 min was found
to be satisfactory for complete oxidation of free
cholesterol to produce hydrogen peroxide.

The enzyme CE is used to hydrolyse cholesterol
ester into free cholesterol and fatty acid. Using a
constant concentration of 0.8 unit/ml COD, the
effect of CE on the sensitivity of the electrode was
studied with normal lipid control solutions. Peak
heights for the optimisation of the concentration
of CE are presented in Fig. 7. A concentration of
0.5 unit/ml CE was found adequate for the hy-
drolysis of the ester, and the reaction was com-
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pleted in about 5 min. No further increase in
sensitivity was observed when using higher con-
centrations of CE. It is seen that the limiting
potential in the absence of CE (Fig. 7) establishes
the amount of free cholesterol and the potential
when CE was added gives the esterified
cholesterol.

3.2. Calibration

Calibration curves for free cholesterol standard
solutions were constructed under optimum FIP
system conditions. Typical signals resulting from
duplicate injections of cholesterol standard solu-
tions are presented in Fig. 2, and a plot of the
peak heights (DE) against log concentration of
cholesterol (Fig. 8) shows a linear range from 0.05

Fig. 8. Calibration graph for the FIP of cholesterol. FIP
conditions are the same as for Fig. 2.

Fig. 7. The response of the tungsten electrode to a lipid
normal control solution incubated with 0.8 unit/ml COD with
different amounts of CE (�) and to different amounts of
COD in the absence of CE (�). Other FIP conditions are the
same as for Fig. 2.

to 3 mM cholesterol, with a calibration slope of
60.2 mV/decade concentration change. The detec-
tion limit for the injection of a 50 ml volume is
0.01 mM cholesterol (S/N=3).

3.3. E6aluation of the method

To assess the precision and recovery of the FIP
method, eight replicate injections of various con-
centrations of cholesterol standard solutions were
made, followed by lipid control solutions and
serum control solutions, and the results are pre-
sented in Table 2. The coefficient of variation
(CV) was less than 3% for all solutions which is
recommended for methods used in a clinical labo-
ratory [37]. The same solution was analysed re-
peatedly on different days and maintained good
precision.

The accuracy of the method was demonstrated
by comparing the measured concentration with
assigned values of cholesterol in lipid control and
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Table 2
Repeatability of electrode response for eight replicate injection
of standard and control cholesterol solutions under optimum
conditions in the FIP system

DE (mV)aCholesterol stan- CV (%)SD n=8 (mV)
dard and control

0.729.30.1 mM 2.6
1.4 2.30.5 mM 61.5

87.1 1.71.0 mM 1.9
1.187.6 1.2Lipid control

normalb

1.6104.3 1.7Lipid control
elevatedb

1.768.6Control serum I 1.1
A normalb

Control serum I 1.81.791.7
A Elevatedb

a Mean of eight replicate injections of the substrate.
b Samples are diluted 1:8 with phosphate buffer (10 mM, pH

7.0), containing 1% (v/v) Triton X-100 and isopropanol.

this present method were mostly within the range
of the assigned values (Table 3). The results ob-
tained with the FIP method for sample of human
serum also agree well with those obtained by the
conventional auto-analyser method used in
hospital.

The use of an unmodified tungsten electrode
that responds to a well-behaved redox couple in
FIA mode has the great advantage of long term
stability. Throughout this study (2 years) a num-
ber of tungsten wires were used repeatedly with
occasional cleaning. No loss of activity or change
in the appearance of the electrodes was seen.

This present method has been applied for the
determination of cholesterol in human blood
serum. Ten patient’s sera were analysed indepen-
dently by two methods: the present FIP method
and the standard auto-analyser method used in
hospital which is a similar enzyme method in
which the peroxide produced is reacted to pro-
duce a coloured product [38]. The concentration
of cholesterol in human blood samples was deter-

serum control solutions. The concentrations of
cholesterol in the control solutions analysed by

Table 3
Analysis of cholesterol in control solutions and human blood serum samples by two methods, the standard auto-analyser method
and the present FIP method

Sample Cholesterol

Assigned value (mM)a FIP method (mM)b

Free Free Total.Total

3.68 3.9090.12 4.0090.11–Accutrol Chem. Control Normal
3.0390.112.6590.103.00Accutrol Chem. Control Abnormal –
6.3290.14Lipid Control Normal 5.31 6.42 5.8890.15

Lipid control Elevated 9.8890.188.5790.179.789.65
3.4090.103.50 3.6290.11–Serum Control type I A Normal

6.90 6.5090.16–Serum Control type II A Elevated 7.0090.15
5.20Human blood serum 1 – 4.9490.14 5.3890.13

Human blood serum 2 4.3790.11– 5.50 4.3790.12
– 3.7590.11Human blood serum 3 4.70 4.7090.11

4.5090.113.5890.124.60Human blood serum 4 –
2.0890.10– 3.9090.104.10Human blood serum 5
4.9890.11– 6.3790.125.60Human blood serum 6

5.6790.124.6090.135.50Human blood serum 7 –
4.8390.13– 5.4090.155.10Human blood serum 8
4.5190.135.10–Human blood serum 9 5.1090.14

– 5.3090.144.4090.155.00Human blood serum 10

a Obtained from supplier or from hospital with auto-analyser method
b Mean from three measurements 995% confidence limit.
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Table 4
The effect of interfering agents on the sensitivity of measurements of a 1 mM cholesterol standard.

Concentration (mM)Interfering agents (constituents)a Change in response (mV)DE (mV)b

87.1 –Cholesterol standard 1.0
−19.667.5Ascorbic acid 5.0

80.2 −5.6Uric acid 5.0
105.4 18.3Palmitic acid 10.0

10.0 92.4Tripalmitin 5.3
5.0 87.4 0.3

102.6 15.5Phosphatidyl colin 10.0
85.3 −2.8Sodium azide 5.0

a Constituents were added into 1 mM cholesterol standard solution.
b Mean of duplicate injection of the substrate.

mined independently on the day of collection, and
the mean values of cholesterol measurements are
summarised in Table 4. A plot of the results
obtained by FIP against those from the auto-
analyser method, gave a correlation coefficient of
0.972 (Fig. 9). This result reveals a close agree-
ment between the present method and the stan-
dard clinical method, and confirms that the FIP
method meets the rigid demands expected for
cholesterol analysis in a clinical laboratory. The
present method gives values that are on average
0.13 mM greater than the conventional method,
but by a paired t-test the difference was only
significant at the 59% level (t=0.588).

3.4. Interference studies

Several concentrations of possible interfering
agents that might be present in a blood sample
were added to a cholesterol standard. These in-
cluded reducing agents, proteins, organic acids,
cations and anions. Other compounds of a lipid
nature that may accompany the cholesterol in the
solution, such as fatty acids, triglycerides, and
phospholipids, were also tested. The sensitivity of
measurements in the presence of (1–10 mM) in-
terfering agents was evaluated for 1 mM choles-
terol (Table 4). High concentrations of 5 mM
ascorbic acid and uric acid gave negative errors in
the measurement, but the presence of normal
concentrations of 1 mM of those interfering
agents did not disturb the measurement. A high
concentration of 10 mM of the lipids palmitic

acid, tripalmitin and phosphatidyl colin gave pos-
itive errors in measurements, but lower than 5
mM of these compounds, which is above the
average for human blood serum, is free from
interference. The presence of 5 mM sodium azide,

Fig. 9. Correlation plot for cholesterol values of human serum
as determined by the present FIP method and by the conven-
tional auto-analyser method used in a hospital. The best fit
line is drawn.
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which is usually used as a preservative for serum
samples, reduces the sensitivity of the sensor,
however, this value is above the average of azide
in the samples. Other interfering agents such as
proteins, uric acid and bilirubin, that have inter-
fered in the enzymatic determination of choles-
terol by other methods [11,20] had negligible
effects on this FIP method. These results lead to
the conclusion that the use of ferrocyanide redox
mediator in this FIP system is very selective for
cholesterol. The analytical method can be used for
the determination of cholesterol in the presence of
interfering agents in normal concentrations found
in serum. Therefore, the sample can be analysed
without pretreatment, except dilution with 1% of
Triton X-100 and isopropanol.

4. Conclusions

This potentiometric method with the use of
ferrocyanide as mediator in a FIP system has
several advantages in selectivity, sensitivity, rapid-
ity, wide linear calibration range and freedom
from interference. The FIP technique described in
the experiment has been shown to be a reliable
analysis tool for applications in clinical chemistry.
The tungsten wire electrode has several advan-
tages when used as a sensor electrode. It has a fast
response to the analyte and because of its low
electrical resistance which is suitable for potentio-
metric flow injection systems, can be used for
routine assays over prolonged periods of time
without suffering from interferences, surface dete-
rioration or electrode poisoning. Moreover, it is
possible to construct miniature electrodes from
tungsten wire that is commonly available and of
low cost in comparison with conventional ion
selective electrodes. The FIP method developed
has therefore been shown to function acceptably
with low cost instrumentation that is easily fabri-
cated in a well-equipped laboratory.
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Abstract

The objective of the present study was to develop a solid mercury free electrode for the voltammetric determination
of traces of nickel(II) in solution. For this purpose chemically modified electrodes (CME’s) were constructed from
glassy carbon coated with dimethylglyoxime-containing polymers. CME’s based on a composite matrix, which
contained polyvinyl chloride, polyaniline, and dimethylglyoxime were shown to possess the ability to accumulate
traces of nickel(II) from ammonia buffered aquatic solutions by a purely chemical attachment. Moreover the
nickel(II) contents of such solutions could be determined using voltammetric quantitation of the nickel(II) dimethyl-
glyoximate deposits on the CME surfaces and the standard addition technique. The CME surfaces could subsequently
be regenerated by acid treatment. The limit of detection for Ni(II) following a 240 s chemical deposition was
estimated as 18 mg Ni l−1, and the CME results for traces of Ni(II) in fresh water compared well with the results
obtained by atomic absorption spectroscopy. Moreover the CME’s retained their sensitivity for more than two days,
i.e. significantly longer than the 3 h, during which analogous carbon paste electrodes completely lost their affinity to
nickel(II). © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Nickel(II); Trace; Polymer coating; Dimethyl glyoxime; Mercury free electrode

1. Introduction

While traces of nickel(II) can be found in many
environments, elevated concentrations in the
aquatic environment may arise from mining e.g.
of nickel sulphides or nickel laterites. It is gener-
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ally accepted that nickel(II) concentrations below
the 100 mg Ni l−1 level in natural waters are
harmless to aquatic organisms and irrigated
plants [1]. However, since higher concentrations,
e.g. in fresh waters, present a potential hazard to
the human organism, the development of reliable,
yet affordable, analytical approaches for the de-
termination of Ni(II) in concentrations down to
the 100 mg Ni l−1 level seems worthwhile.

While spectroscopic methods have previously
been preferred in environmental analysis, electro-
chemical methods, voltammetric as well as poten-
tiometric, have now reached a state where they
constitute a reliable and low-cost alternative for
determination of e.g. sulphides in the coastal envi-
ronment [2,3] and traces of heavy metals in de-
composed industrial waste [4] and sea water [5].
Conventional stripping methods, which are based
on electrolytic deposition and subsequent redisso-
lution of metallic species at mercury electrodes are
among the most sensitive electrochemical meth-
ods. Because of their inherent pre-concentration
step these techniques are extremely useful for the
determination of e.g. Pb(II), Cd(II), Cu(II), and
Tl(I) which may be reduced to form dilute amal-
gams and subsequently be reoxidized via almost
ideal electrode processes, i.e. processes which are
transport controlled at low overpotentials. The
electrode processes for Ni(II) at mercury elec-
trodes are however far from ideal, in particular
because nickel is only sparingly soluble in mer-
cury. Thus stripping methods for Ni at such elec-
trodes are not sufficiently sensitive for
environmental investigations. A number of studies
have therefore been focused on the development
of alternative electrochemical methods for Ni(II).
These methods are based on accumulation/strip-
ping at chemically modified electrodes (CME’s).
CME’s have chemically selective groups
(modifiers) attached to their surfaces [6], and
many are based on carbon or graphite such that
the use of mercury is avoided, and such that
applications of the electrode, from an environ-
mental point of view, is more acceptable. In CME
procedures the analyte is first accumulated on the
electrode via a ‘chemical deposition’, i.e. a non
electrochemical interaction with the modifier such
as covalent linkage, complexation, or ion ex-

change, and subsequently quantitated by a
voltammetric approach [7–20]. Depending on the
selectivity of the modifier-analyte interaction this
approach may introduce an additional dimension
of selectivity in the pre-concentration step. As
regards the determination of Ni(II), CME’s based
on dimethyl glyoxime (DMG) have previously
been constructed and used for the determination
of trace concentrations of Ni(II) [11]. These
CME’s, which were based on carbon paste ma-
trices, were shown to be both sensitive and selec-
tive devices for the determination of traces of
Ni(II). However, on continued use, their affinity
to Ni(II), and hence the sensitivity, was lost after
3 h, such that a fresh CME-surface had to be
generated. This problem, which was attributed to
leakage of DMG and Ni(DMG)2 from the soft
carbon paste matrix, could however, be reduced
by operation of the carbon paste CME in a closed
(and relatively complex) flow sytem, in which no
significant loss of sensitivity was observed after
more than 4 h of continuous operation [21]. In
view of these results, and with future routine
CME applications in mind, it was decided to
develop and investigate analogous CME’s, oper-
ated without the complications of a flow system,
but using solid polymer matrices, which, mechani-
cally, are more robust than carbon paste.

The present communication reports on the re-
sults obtained using CME’s, which were con-
structed from glassy carbon coated with
DMG-containing polymer matrices. The experi-
ments included a search for a polymer matrix
which adhered well to the glassy carbon surface
and which was sufficiently conductive for voltam-
metric quantification. In this context DMG solu-
tions were mixed with polyvinyl chloride (PVC)
solutions, with solutions of the more conductive
polyaniline (PA) [22], and with mixtures of the
PVC and PA solutions. Droplets of the resulting
solutions were subsequently placed on the glassy
carbon electrode surface and allowed to evaporate
such that polymer coated CME’s were obtained.

The performance of the CME’s were subse-
quently studied in the following fashion: Initially
tests were made to study whether Ni(II) could be
the deposited on the CME’s by a purely chemical
attachment, and whether such deposits could be



C. Bing et al. / Talanta 49 (1999) 651–659 653

quantitated by voltammetric means. As shown
below Ni(II) could indeed be determined in this
fashion. Therefore, in order to optimize the sensi-
tivity to Ni(II), a search was subsequently made
to identify the most suitable CME matrix and
voltage excitation wave form. Moreover a suit-
able acid regeneration scheme for the CME sur-
faces was established. In all cases the CME was
studied by a procedure [11], which included: (a)
open loop exposure of the electrode surface to
metal solutions or blanks for a well defined pe-
riod of time, (b) transfer of the CME to a sepa-
rate medium, (c) connection of the CME to the
working electrode terminal of a voltammetric an-
alyzer, (d) recording of the current versus poten-
tial curve for the CME, and (e) open loop
exposure of the electrode surface to an acidic
solution for a well defined period of time. The
CME-procedure was subsequently characterized
by establishing relationships for Ni-response ver-
sus Ni(II) concentration and for Ni-response ver-
sus chemical deposition time. Furthermore the
limit of detection was estimated. As regards inter-
ference the metallic species, which is most likely
to interfere with the CME determination of Ni in
ammonia buffers (pH 8–10), is Co(II) [11]. Like
Ni(II), Co(II) forms a stable and sparingly solu-
ble complex with DMG. Moreover this complex
is known to be reducible near the reduction po-
tential of the Ni(DMG)2-complex. Consequently,
in order to investigate this possibility the effects
on the Ni-response of Co(II) additions was also
studied. Finally the practical utility of the CME’s
was studied by investigation of: (a) their long
term stability; and (b) their performance in a
practical analytical situation (CME-analysis of
fresh water samples and comparison of the CME-
results with those found by an independent ana-
lytical method, atomic absorption spectroscopy
(AAS)).

2. Experimental

2.1. Instrumentation

Voltammetric measurements were carried out
using a computerized potentiostat/galvanostat

(Model 273A, EG and G, Princeton Applied Re-
search with Model 270/250 Research Electro-
chemistry Software 4.00). The three electrode
assembly included a 50 ml glass cell equipped
with a rotating disk electrode assembly (Model
616, EG and G, Princeton Applied Research), a
rotating glassy carbon working electrode (area
0.13 cm2), a saturated Ag–AgCl reference elec-
trode, and a Pt wire counter electrode. Atomic
absorption measurements were carried out using
an AA-680 Atomic Absorption/Flame Emission
Spectrophotometer (Shimadzu) equipped with a
Ni-hollow cathode lamp (Koto Bunkogen Co.
Ltd., Japan) filled with Ne-gas. The flame was
produced by combustion of a mixture of
acetylene (2.0 l min−1) and air (8.0 l min−1), and
the AAS measurements were based on the ab-
sorption at 232.0 nm, a slit width of 0.2 nm and a
maximum lamp current of 20 mA.

2.2. Reagents, solutions and equipment

Polyvinyl chloride (PVC) (Aldrich), dimethyl
glyoxime (DMG) (Baker), and tetrahydrofurane
(THF) (Merck) were used as received. Polyaniline
(PA) was prepared according to MacDiarmid and
co-workers [23]. Ultra filtered de-ionized water
(Model D 4755, Barnstead, USA), 60% HNO3

(Aristar, BDH), 30% NH4OH (Analytical Grade,
Baker), KNO3 (Analytical Grade, Merck), and
1000 mg l−1 standard solutions of Ni(II) and
Co(II) (spectrosol, BDH) were used throughout
the study. Dilute standards of Ni(II) and Co(II)
were prepared daily by dilution of the 1000 mg
l−1 solutions with doubly distilled water. The
medium used for voltage scanning was an ammo-
nia buffer prepared by addition of 0.2 M HNO3

to the 30% NH4OH until pH 8.5. Metal solutions
for chemical depositions were prepared by addi-
tion the appropriate dilute metal standards to a
blank medium, which was identical to the
medium used for voltage scanning. Standard ad-
ditions and dilution’s were carried out using mi-
cropipettes. Regeneration of CME surfaces was
carried out by exposure to 1 M HNO3. Before
use flasks and containers were soaked in 6 M
HNO3 for at least 24 h, then rinsed with de-ion-
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ized water and equilibrated with portions of the
sample for analysis.

2.3. Fresh water samples

The artificially contaminated fresh water sam-
ples were obtained by mixing tap water from the
Singapore fresh water supply with Ni(II) solu-
tions. While the samples for analysis by atomic
absorption were analyzed directly, the samples for
analysis by the electrochemical method were pre-
pared by mixing 4 ml of the water sample with 6
ml of ammonia buffer.

2.4. Preparation of polymer solutions, chemically
modified electrodes, and unmodified (plain)
electrodes

The preparation of polymer solutions is sum-
marized in Table 1. Three types of CME’s were
constructed using the polymer solutions no. 3, 4,
and 5 (Table 1), respectively. All CME’s were
prepared by placing 5 ml of the appropriate poly-
mer solution on the surface of the glassy carbon
electrode, and allowing the solvent to evaporate at
room temperature. Unmodified (plain) electrodes
were prepared in the same fashion omitting the
DMG component.

2.5. Analytical procedure

The analytical procedure included the following
steps.
1. Forty millilitres of ammonia buffer were

placed in the electrochemical cell and purged
with nitrogen gas for 5 min.

2. The CME was conditioned in the ammonia
buffer and using five cyclic linear sweeps
(range: +0.2 to −1.3 V, scan rate 50 mV
s−1) and two cyclic square wave scans (range:
+0.2 to −1.22 V, frequency: 60 Hz, pulse
height: 50 mV, scan increment: 2 mV). Further
conditioning was carried out with the CME
disconnected from the potentiostat, using a 10
s CME exposure to ammonia buffer contain-
ing 100 (M Ni(II) followed by a 30 s exposure
to 1 M HNO3 and a 30 s rinse in distilled
water. This conditioning cycle was repeated
five times.

3. Metallic species were chemically deposited on
the conditioned CME surface. This step was
carried out with the CME disconnected from
the potentiostat and using a fixed time expo-
sure of the CME to the non-deaerated, stirred
(magnetic bar, 500 rpm) metal solution.

4. Metallic species attached to the CME (step 3)
were quantitated voltammetrically under quiet

Table 1
Preparation of polymer solutions

No. Solution Componentsa Preparation

1 PVC: 150 mgPVC-THF b

THF: 3 ml
THF: 3 mlPA-THF2 c

PA: 50 mg
3 cPVC-THF: 100 mlPVC-THF saturated with DMG

DMG: 150 mg
THF 5 ml

PA-THF saturated with DMG4 PA-THF: 100 ml c

DMG: 150 mg
cPVC-THF: 100 ml5 PVC-PA-THF saturated with DMG

PA-THF: 200 ml
DMG: 150 mg

a THF, tetrahydrofurane; PA, polyaniline; PVC, polyvinyl chloride, DMG, dimethylglyoxime.
b Components mixed and sonicated in an ultrasonic bath until complete dissolution. Solution stored in a vial.
c Components mixed and sonicated in an ultrasonic bath for 10 min. Solution left to settle overnight. Precipitates removed by

filtration. Filtrate stored in a vial.
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Fig. 1. Cyclic linear scan voltammograms (50 mV s−1, ammo-
nia buffer) obtained after 120 s (open loop) electrode expo-
sures. (a) Electrode film: PVC/PA. Exposure to ammonia
buffer spiked with 174 mM Ni(II). (b) Electrode film: PVC/PA/
DMG. Exposure to ammonia buffer. (c) Electrode film: PVC/
PA/DMG. Exposure to ammonia buffer spiked with 174 mM
Ni(II).

2.6. Atomic absorption measurements

The atomic absorption measurements were
based on calibration against a standard curve.
This curve was prepared from absorbance mea-
surements on standard solutions, which contained
20, 25, 100, 150, and 200 mg Ni l−1.

3. Results and discussion

3.1. Choice of polymer matrix

The PVC-DMG film obtained using polymer
solution 3 (Table 1) adhered well to the glassy
carbon surface. However even after extended (\
10 min) exposures to mM concentrations of Ni(II)
no analytical signals for Ni(II) could be obtained
using this type of CME. Moreover, low voltam-
metric background currents indicated that the
conductivity of the film was too low for the
voltammetric quantitation. By contrast the PA-
DMG film (solution 4), gave clear voltammetric
responses for nickel(II). This film, however, did
not adhere well to glassy carbon. Therefore a
compromise between the two types of film, a
PVC-PA-DMG film (prepared from solution 5)
and the corresponding unmodified PVC-PA film,
was subsequently studied. As regards the un-
modified electrode its PVC-PA film was clearly
conductive and chemically inert with respect to
Ni(II). This aspect was demonstrated by the sig-
nificant cell currents, and the featureless linear
scan cyclic voltammogram, which were obtained
with the electrode following a 2 min exposure to
an ammonia buffer which contained 174 (M
Ni(II) (Fig. 1a). In addition to good electrical
conductivity the composite PVC-PA-DMG CME
exhibited an obvious reactivity with respect to
Ni(II). These properties are demonstrated in Fig.
1b and c. Shown are the featureless voltam-
mogram obtained after a 2 min exposure of the
CME to a blank ammonia buffer (Fig. 1b) and
the well developed voltammetric response (from
−1100 to −1200 mV) which was subsequently
observed after spiking the ammonia buffer with
174 mM Ni(II) (Fig. 1c).

conditions using a cathodic square wave
voltammetric scan (+0.2 to −1.22V, fre-
quency: 60 Hz, pulse height: 50 mV, scan
increment: 2 mV) followed a potential step to
+0.2V.

5. The CME surface was regenerated by discon-
necting the CME from the potentiostat and by
subsequent exposure of its surface to a 1 M
HNO3 solution which was stirred (500 rpm)
with magnetic bar.

6. The analytical response (S) was obtained as
the difference between the reduction peak cur-
rent for the Ni(DMG)2-deposit and the base-
line current, which was obtained at the peak
potential after CME surface regeneration (step
5).
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While this latter response increased with Ni(II)
addition (cf. Section 3.4) the two responses (in the
range from −500 mV to −800 mV) which were
also developed after Ni(II) uptake did not. Conse-
quently these two responses were attributed to
changes in the electrode surface properties and
hence its capacitance, introduced by the
Ni(DMG)2 deposit. As a consequence of these
observations CME’s based on the PVC-PA-DMG
film (which in the dry state had a slight yellowish
colour) were used for the remaining part of the
study. Moreover only the response from −1100
mV to −1200 mV was used for quantitation of
Ni(II).

3.2. Choice of 6oltage excitation wa6eform

Fig. 2 shows the cyclic square wave voltam-
mograms obtained following a 240 s CME expo-
sure to the ammonia buffer before and after
spiking with 3.4 mM Ni(II). As shown the square
wave excitation waveform afforded a viable ap-
proach to quantitation of the Ni(DMG)2 deposit.
Subsequent experiments revealed that the sensitiv-
ity (defined as the ratio between the analytical

response and Ni(II) concentration) for equal de-
position times could be improved by a factor of
:2 by utilizing square wave rather than linear
scan voltammetry. Moreover, since the square
wave scan was more rapidly accomplished, square
wave voltammetry was chosen as the excitation
waveform for the remaining part of the study.

3.3. Regeneration of the chemically modified
electrode surface

Experiments showed that deposits of
Ni(DMG)2 on the CME could be dissolved by
exposure to 1 M HNO3.The time required for
complete removal of Ni deposits were typically
longer than the 5 s, which were sufficient for
CME’s based on DMG containing carbon paste
[11]. This observation was attributed to slower
transport of HNO3 and the Ni(DMG)2 complex
within the polymer matrix. However, experiments
also showed that if the CME was exposed for 2
min to 1 M HNO3 (stirred with a magnetic stirrer
bar, 500 rpm) all evidence of previous exposure to
Ni(II) was removed such that subsequent voltage
scanning resulted in featureless voltammograms
like Fig. 1b. As a consequence of this observation
a regeneration time of 2 min was chosen for the
remaining part of the study.

3.4. Characterization of the chemically modified
electrodes

The surface to surface reproduciblity for the
CME’s was studied by observing the variation in
Ni(II)-responses obtained using ten different
CME’s under identical conditions (240 s chemical
depositions from 3.0 mM Ni(II)). While the varia-
tion obtained in this case was rather large (relative
standard deviation: 16%, the variation for a single
electrode surface was considerably smaller: More
specifically, once a single CME had been condi-
tioned its surface could be used for at least 10
cycles of Ni(II)-accumulation (240 s from 3.0 mM
Ni(II)), voltage scanning, and acid regeneration
with no systematic drift in its chemical affinity to
the analyte and a relative standard deviation (n=
10) of only 4%. Experiments carried with such
conditioned CME’s showed that the analytical

Fig. 2. Cyclic square wave voltammograms (frequency: 60 Hz,
pulse height: 50 mV, scan increment: 2 mV) obtained after 240
s (open loop) exposures of the PVC/PA/DMG-CME to the
blank ammonia buffer and the ammonia buffer spiked with
174 mM Ni(II). (a) cathodic scan, spiked buffer. (b) cathodic
scan, blank buffer. (c) anodic scan, blank buffer. (d) anodic
scan, spiked buffer.
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Fig. 3. Plot of voltammetric peak current against chemical
deposition time. Deposition solution: ammonia buffer spiked
with 17.4 mM Ni(II).

to gradual saturation of the CME-surface for
longer deposition periods. This aspect is illus-
trated in Fig. 3, which shows the plot of the
voltammetric peak current against chemical depo-
sition time for ammonia buffer spiked with 174
(M Ni(II). For a constant chemical deposition
time the analytical Ni-signal increased with in-
creasing concentrations of Ni(II). This increase is
shown in Fig. 4 which was obtained after 240 s
exposures of the CME surface to the blank am-
monia buffer and to the buffer spiked with Ni(II)
in concentrations ranging from 0.34 to 3.00 mM.
For the six standard additions shown in Fig. 4 the
analytical response, S (mA), (cf. step 6 of the
analytical procedure outlined in the experimental
section) was a linear function of the Ni(II)-con-
centration, C (mM), (regression line: S=0.237+
0.837C; correlation coefficient: 0.986). Further
standard addition resulted in gradually decreasing
sensitivity (i.e. negative deviation from linear be-
haviour). As above, this effect was attributed to
saturation of the available CME-binding sites.
However, since the linear range was sufficiently
wide for quantitative determination of Ni(II) by
the standard addition method, this approach was
used for the remaining part of the study.

Repetitive experiments in which 240 s chemical
deposition was carried out from ammonia buffers
spiked with 0.34 mM Ni(II) resulted in weak, yet
clearly discernible, Ni-responses analogous to Fig.
4 b. Consequently, for a 240 s deposition from
ammonia medium, the limit of detection for
Ni(II) (signal/noise\3) was of the order of 0.3
mM or about 18 mg Ni l−1. Thus, since Ni(II)
concentrations in aquatic medium below the 100
mg Ni l−1 level are considered harmless to aquatic
organisms and irrigated plants, it was concluded
that the CME technique was useful for detection
of Ni(II) in a range of concentrations which are of
interest in an environmental context.

As shown in Fig. 5 the Co(II)-addition experi-
ments revealed, that the CME could indeed accu-
mulate Co(II). However the reduction of the
Co(DMG)2-complex took pace at a potential,
which was about 180 mV more positive than that
for the reduction of the Ni(II)-deposit. Moreover,
for a chemical deposition of 240 s the addition of
24 mM Co(II) did not influence the signal from 3.4
mM Ni(II).

Ni-response, and hence the sensitivity of the ana-
lytical procedure, increased with the chemical de-
position time. Experiments also revealed that the
increase in sensitivity was larger for shorter expo-
sures of the CME, an effect, which was attributed

Fig. 4. Cathodic square wave voltammograms obtained after
240 s exposures of an acid regenerated CME surface to
ammonia buffer spiked with increasing concentrations of
Ni(II). Ni(II) concentration: (a) 0.00 mM, (b) 0.34 mM, (c) 0.68
mM, (d) 1.02 mM, (e) 1.36 mM, (f) 2.04 mM, (g) 3.00 mM.



C. Bing et al. / Talanta 49 (1999) 651–659658

Fig. 5. Effect of Co(II) additions on the CME-response for Ni. Chemical deposition for 240 s from 3.40 mM Ni(II) in ammonia
buffer. Co(II) concentration added: (a) 0.00 mM, (b) 22.1 mM, (c) 124.0 mM.

3.5. Long term CME-stability

Once a CME-surface had been conditioned it
could be used for extended periods of time. In
fact, if the CME was stored in distilled water
overnight, the decrease in sensitivity to Ni(II)
observed over a 2 day period was less than 10%.
Thus, when operated under analogous conditions
and without the complications of a closed flow
system, the polymer based CME was stable for
much longer than the 3 h during which the carbon
paste CME lost its activity [11].

3.6. Water analysis

The CME-analysis revealed that the fresh water
samples were such that their Ni(II) concentrations
could not be detected following a 240 s chemical
deposition. In other words, their Ni(II) concentra-
tions were lower than the 18 mg Ni l−1 limit of
detection and well below the above mentioned 100
mg Ni l−1 safety level. In view of these observa-
tions the performance of the CME was studied

after introducing an artificial contamination of
the fresh water. This contamination was intro-
duced in such a way that results for Ni(II) could
be obtained using both the CME technique and
AAS. The CME and the AAS results for eight
separate analyses of the Ni(II)-contaminated fresh
water are given in Table 2. As shown the results
obtained by the polymer coated CME were al-
most indistinguishable from those obtained by
AAS.

Table 2
Mean valuea and 95% confidence limits of CMEb and AASc

results for Ni(II) in contaminated fresh water

CME results: 45.190.5 mg Ni l−1

AAS results: 45.091.2 mg Ni l−1

a Number of experiments: n=8.
b CME results obtained using a 240 s chemical deposition

and standard addition.
c AAS results obtained using calibration. Calibration line

obtained by linear regression of absorbance measurements (A)
on Ni(II)-standards (C mg Ni l−1): A=−0.00056+0.0070*C;
Correlation coefficient: 0.9997.
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4. Conclusions

In view of these results it was concluded that
the polymer coated CME, like the analogous
graphite paste CME’s, could be used for the
determination of traces of Ni(II). It was also
concluded the CME procedure was sufficiently
sensitive to be used for concentration levels,
which are of interest in an environmental context.
In addition, it was observed that the CME results
for Ni(II) in fresh water compared favourably
with results obtained by the well established AAS
technique. Finally the long term stability of the
polymer based CME was better than that ob-
served for the analogous carbon paste CME. This
stability suggests, that conductive polymer–ligand
based CME’s should be further studied for their
suitability in practical applications.
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Abstract

A graphite carbon electrode was used for the potentiometric detection of ascorbate. The electrode exhibits a linear
response with a slope of −4291.0 mV decade−1 in concentrations ranging from 5×10−4 to 5.0×10−2 M in 0.1
M NaOH solution with a detection limit of 5.0×10−6 M. The response mechanism of this electrode was investigated
by potentiometry, voltammetry, and scanning electron micoscropy (SEM), and it suggests that the electrode potential
change resulted from the ion-exchange adsorption and subsequent oxidation of ascorbate on the electrode surface at
pH 12–13. The electrode exhibits high sensitivity, selectivity and reproducibility. © 1999 Elsevier Science Ireland Ltd.
All rights reserved.

Keywords: Ascorbate; Graphite carbon electrode; Potentiometric detection

1. Introduction

The detection of l-ascorbic acid in biological
samples has long been essential in bioanalysis.
Electroanalytical methods such as votammetry
and amperometry have been widely used in the
detection of ascorbic acid due to its electroactive
substance [1,2]. Much attention has been focused
on the development of various chemically
modified electrodes, where immobilized reagent
on the surface of the electrode. Consequently,
chemically modified electrodes were constructed
and used for the determination of ascorbic acid in

which the overpotential for the ascorbic acid oxi-
dation was reduced by electrocaltalytic oxidation
due to the coating of the reagent at the electrode
surface. Such recently reported reagents include
forrocen derivatives [3], polypyrrole–dodecyl sul-
phate [4], poly(glycine) [5], and poly(indole-3-
acetic acid) [6], which have been used in
voltammetric detection of ascorbic acid. Ampero-
metric sensors based on chemically modified elec-
trodes are frequently used for the determination
of ascorbic acid [7–9]. Despite the sensitivity and
selectivity of chemically modified electrodes, re-
sponse is subject to electrode fouling by oxidation
products[10], and hence the electrodes require re-
generation to obtain reproducible response.

* Corresponding author. Fax: +61-08-93801108.
E-mail address: zchen@agric.uwa.edu.au (Z. Chen)
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Potentiometric detection should be possible for
continuous monitoring use due to its stability and
reproducibility. However, the use of a potentio-
metric sensor for the detection of ascorbic acid
has received little attention, particularly the use of
a carbon-based electrode [1,2]. A sensor using
ferrocence modified on a platinum wire was devel-
oped to detect ascorbic acid with a response slope
of −50 mV decade−1 [11]. Further, a carbon
micofiber electrode with a base coat of an elec-
trodeposited cobalt chelate of a cobalt te-
tramethylpyridoporphyrazine derivative has been
reported. This electrode had a linear response to
ascorbic acid in the concentration range from
1×10−6 to 1×10−2 M with a super-Nerstain
slope of −62 mV decade−1 [10]. More recently, a
carbon electrode based on the mixture of spectro-
scopic graphite powder and di-iso-octylphthalate
has been constructed, and the electrode responded
to ascorbic acid with slope −95 mV decade−1

[12].
In a previous paper, a spectroscopic graphite

electrode was used as a sensor for the potentio-
metric detection of Fe3+with high sensitivity
and good selectivity in 0.1 M H2SO4 solution.
The mechanism of this electrode involves the pro-
cess of adsorption and reduction of Fe3+at the
electrode surface [13]. We report here on the use
of a graphite carbon electrode for the potentio-
metric detection of ascorbate because of its
ruggedness, sensitivity, simplicity and low cost
[1]. This study involved (1) cyclic voltammetry,
potentiometry and SEM to elucidate the electro-
chemical behaviours of ascorbate at a graphite
carbon electrode, and (2) the effect of pH and
interference of other anions on the electrode re-
sponse.

2. Experimental

2.1. Reagents and solution

All reagents were of analytical grade. Standard
ascorbic solutions were prepared in Mili-water.
The others chemicals were obtained from Merck,
BDH, May and Baker and Ajax. All correspond-

ing solutions were prepared in 0.1 M NaOH
solution.

2.2. Graphite electrode

A spectroscopic graphite rod (5×40 mm,
Aldrich, Sydney, Australia) and Ag–AgCl elec-
trode (model 90-01 Orion single-junction refer-
ence electrode with saturated potassium chloride)
were used as the indicator and reference elec-
trodes, respectively. The graphite electrode was
sealed into the polyethylene tube and connected
with a shielded wire. Prior to experiments, the
electrode was polished manually on a cloth with
an aqueous slurry of 3 mm alumina (Buehler,
Lake Bluff, USA). The electrochemical cell used
for potential measurements was:

Graphite electrode � Ascorbate, 0.1 M NaOH solu
tion �� 0.1 M KCl, AgCl(s) � Ag

2.3. EMF measurements

All EMF measurements were carried out using
a home-made digital mV meter in combination
with a PC computer via interface for data record-
ing. The ascorbic acid concentrations in this study
ranged from 1.0×10−6–5.0×10−2 M. The in-
terference effect of organic acid and anions on the
potential response of the electrode to ascorbic
acid was studied in 0.1 M NaOH solution with
5×10−4 M ascorbic acid by mixed method [14].
Each solution was stirred continuously and its
potential was measured at a steady state at 25°C.

2.4. Cyclic 6oltammetry

Voltametric measurements were performed us-
ing a BAS-100 B (Bioanalytical System, West
Lafayette, IN, USA) electrochemical analyzer
with a three-electrode cell using graphite carbon
as a working electrode, Ag–AgCl as a reference
electrode and platinum wire as an auxiliary elec-
trode. The carbon graphite electrode was polished
prior to each CV measurement. During each mea-
surement nitrogen gas was passed over the
solution.



Z. Chen, J.C. Yu / Talanta 49 (1999) 661–665 663

2.5. Scanning electron microscopy (SEM)
measurement

The surface of the electrode was examined us-
ing a JEOL 6300 field emission scanning electron
microscope (FESEM). Composition of the elec-
trode surface was determined using energy disper-
sive X-ray spectroscopy (EDS) at 8 kV and
Phi-Rho-Z (f(rz)) quantitative analysis
technique.

3. Results and discussion

3.1. Voltammetry

Cyclic voltammetry was used in an attempt to
elucidate ascorbate behaviour at the electrode sur-
face. Fig. 1 shows cyclic voltammograms recorded
with a graphite carbon electrode in a 0.1 M
NaOH solution against a AgCl–Ag reference

Fig. 2. A typical electrode response to ascorbate obtained at
the graphite carbon electrode by steady-state measurement. (1)
5×10−6, (2) 2.5×10−5, (3) 5×10−5, (4) 2.5.0×10−4, (5)
5.0×10−4, (6) 2.5×10−3, (7) 5.0×10−3, and (8) 5.0×10−2

M. Electrolyte solution, 0.1 M NaOH.

electrode at a scan rate of 100 mV s−1. Fig. 1(a)
was obtained from the blank solution. No oxida-
tion peaks were observed in the cyclic voltam-
mogram. In contrast, as shown in Fig. 1(b), an
oxidation peak appeared at approximately −160
mV in the presence of 1 mM ascorbate in the 0.1
M NaOH solution. A similar behaviour was ob-
served with the use of a glassy carbon electrode
for the voltametric detection of ascorbate, where
ascorbate appeared to adsorb onto the electrode
surface and irreversible oxidation at glassy carbon
electrode surface [15]. Thus, a preliminary adsorp-
tion equilibrium, and subsequently the irreversible
oxidation of ascorbate on the electrode surface
was possible.

3.2. Potentimetry

A typical dynamic potentiometric response of
the electrode to ascorbate in 0.1 M NaOH solu-
tion is shown in Fig. 2. The response of the
electrode is fast, reaching a steady-state in a rela-
tively short time (B45 s) for ascorbate in the
concentration range of 1×10−4 to 1×10−2 M.
However, the electrode has a relatively long equi-
librium time (\45 s) for concentrations of ascor-
bate below 1×10−4 M. It was observed that the
electrode potential returned to the original poten-
tial when the electrode was placed in 0.1 M
NaOH solution (without ascorbate), which indi-
cated that the adsorption of ascorbate on the
electrode surface was reversible.

Fig. 1. Cyclic voltammetric curves of the electrode in a 0.1 M
NaOH solution against AgCl–Ag reference electrode at a scan
rate of 100 mV s−1. (a). 0.1 M NaOH solution, (b) 0.001 M
ascorbate acid in 0.1 M NaOH solution.
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Table 1
Response characteristics of ascorbate acid on the graphite
carbon electrode in 0.1 M NaOH solution

Parameters

5.0×10−4 to 5.0×10−2Linear range (M)
−4291.5Slope(mV/log C)

Response time (s) B60
pH range 12–13

5.0×10−6Detection limits (M)

While the electrode shows high sensitivity and
selectivity towards ascorbate in alkaline solution,
the drift of the potential is of concern for con-
tinuous monitoring. Hence, the study of EMF
stability of the electrode was also carried out.
The average potential reading obtained from ten
measurements for the 5×10−4 M ascorbate was
−18592.5 mV with a 1.4 RSD%, showing the
electrode has a good reproducibility. The drift
rate was 0.5 mV h−1 after the electrode was
equilibrated with 5×10−4 M ascorbate solution
and the noise level was about 0.1 mV.

The influence of the electrolyte pH on the elec-
trode response was tested in the 0.1 M NaOH
solution containing 5×10−4 M ascorbate. The
electrode response decreased as pH dropped from
13–11. Such an effect may result from the
graphite electrode suffering from H+interference
because the surface oxidation of graphite elec-
trode creates an ion-exchange layer, which confers
some degree of the selective response [17]. Conse-
quently, the adsorption of ascorbate on the elec-
trode surface by ion-exchange decreased as the
electrolyte pH decreased. The specificity of ion-ex-
change on the electrode surface may also explain
why the graphite carbon electrode responds to
ascorbate with high selectivity and then is oxi-
dized by the dissolved oxygen in 0.1 M NaOH
solution.

3.3. Scanning electron microscopy (SEM)

In spite of the fact that the nature of this
mechanism is not fully understood, we suggest
that the observed electrode response to ascorbate
in 0.1 M NaOH solution may be attributed to the
ion-exchange occurring between the electrode sur-
face and ascorbate [18]. The results show that the
electrode surface contains pores of varying size
which may affect ion-exchange adsorption of
ascorbate onto the electrode surface and elec-
trolyte diffusion (i.e. electrolyte concentration in
the pores differs from that outside the pores).
Ion-exchange on the electrode surface and then
oxidation of ascorbate seems probable at the
porous electrode surface [17]. SEM quantitative
analysis showed that the surface of the electrode,
which was thoroughly washed with distilled water

The response characteristics of the electrode
were evaluated by the recommendation of IU-
PAC[16]. The data from Fig. 2 were plotted and
the correlation between potential against the
ascorbate concentration determined. The elec-
trode has a linear response to ascorbate with a
slope of −4291.0 mV decade−1 in the concen-
tration range from 5×10−4 to 5×10−2 M (R2,
0.999). A detection limit with signal to noise ratio
(S/N) equal to 3 was estimated to be 5×10−6 M.
The response characteristics are listed in Table 1.

Interference from a variety of anions was stud-
ied by the mixed solution method [14], where the
solution contained a fixed concentration of ascor-
bate (5×10−4 M) in 0.1 M NaOH and various
concentrations of interfering ions. The selectivity
coefficients are listed in Table 2. Clearly, the
selectivity coefficient levels for the interferences
tested were in the order of 10−4 or lower. This
demonstrates that interference does not hinder the
determination of ascorbate and the graphite elec-
trode exhibits high selectivity in 0.1 M NaOH
solution.

Table 2
Selectivity coefficients using the mixed method for the graphite
carbon electrode in 0.10 M NaOH

logKij
potlogKij

pot Interfering an-Interfering an-
ion ion

3.7×10−4Cl− Benzoate1.2×10−4

l–Histidine3.4×10−4 5.4×10−4SO4
=

4.5×10−4HPO4
2− Citrate 4.9×10−4

2.12×10−4 5.0×10−4SO3
= Tartrate

2.7×10−4 Oxalate 3.8×10−4
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after being used, contained hydrogen and oxygen
elements which may facilitate adsorption of
ascorbate.

4. Conclusion

The spectroscopic graphite carbon electrode de-
scribed here is useful as a low cost sensor for the
potentiometric detection of ascorbate in alkali
electrolyte. It offers high sensitivity, selectivity
and stability with lost cost. The data obtained
from cyclic voltammetry, potentiometry and scan-
ning electron microscopy, suggest that the elec-
trode response to ascorbic acid may result from
the adsorption of ascorbate on the electrode sur-
face by ion-exchange and then oxidation at high
pH solution. Such an electrode is suitable for the
direct potentiometric detection of ascorbate, as
well as being used as a means of end-point detec-
tion of ascorbate redox titrations.
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Abstract

One of the most important parameters to be considered when developing a biosensor based on the use of oxidase
enzymes is the selective determination of H2O2 in the presence of easily oxidisable interferents. In this work one
approach was taken to overcome this problem—the use of metallised carbon electrodes in conjunction with polymers.
Polymers, both conducting and nonconducting, have recently become very interesting materials for the suppression
of interferences. They are easy to grow on any electrode surface and the extensive range of polymers available
provides a huge scope for the large variety of sensors that exist today. They can be grown in organic or aqueous
media. In this work, three polymers (polypyrrole, polyaniline and 1,3-diaminobenzene) were examined for their
interferent—preventing potential on several types of electrodes. Previous work carried out at the Laboratory of
Sensor Development has shown the co-deposition of ruthenium and rhodium on carbon to provide an electrode
surface which is highly catalytic and selective towards H2O2 [1]. The co-deposition of Ru, Rh and Pt, as well as Pt
on Ru–Rh electrodes was investigated and all these transducers were coupled with the use of the polymers for
enhanced elimination of interferences with highly promising results obtained. The best system was seen to be a
Ru–Rh metallised electrode polymerised with poly(1,3-diaminobenzene). At an applied potential of +100 mV the
response to H2O2 was :200 times greater than the response of any of the potential interferences. © 1999 Elsevier
Science B.V. All rights reserved.

Keywords: H2O2 detection; Metallisation; Biosensors; Electropolymerisation

1. Introduction

A biosensor may be defined as a sensor that
utilises a biological sensing component and a

transducer that changes this response into an
analytically useful signal. One of the greatest
problems encountered in the development of
biosensors based on H2O2 detection is the effect
of electrochemical interferents. Two approaches
can be taken—to lower the applied potential re-
quired for the detection of H2O2 by the use of
mediators or metallised surfaces and the use of
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polymers or membranes to allow selective detec-
tion of H2O2 based on ‘sieving’ properties of
charge and size.

Various types of polymers have already been
exploited for constructing electrochemical sensors,
especially the glucose biosensor [2–24]. Polymers
have many advantages over traditional mem-
branes. Their growth and thickness can be easily
controlled, and their physical and chemical prop-
erties can be changed by the incorporation of
various counter ions. They also have many uses in
chromatography [25–29]. The pore size of poly-
mers can also be of use in the blocking of interfer-
ents from the electrode.

The main polymers used for the above applica-
tions and others are poly(pyrrole) [30–35],
poly(aniline) [36–40] and poly(thiophene) [41–
45]. Of these three polymers, poly(pyrrole) is re-
garded as the most useful. Since it is
electropolymerised in aqueous media at a neutral
pH, there is a large range of counterions that can
be incorporated. Poly(aniline) suffers from the
fact that it must be produced in acidic media, and
thiophene is only soluble in organic solvents. Sub-
stituted pyrroles have also been used [46–50]. The
polymers mentioned are also electroactive, i.e.
they are capable of being oxidised or reduced
themselves.

Nonconducting polymer films, such as poly(1,2-
diaminobenzene) have also been used [51–54].
They impart a film of uniform thickness, unlike
conducting polymer films. This occurs because,
when the polymer forms on the electrode surface,
it forms an insulating layer beyond which no
more electropolymerisation can take place [53,55].
Conducting polymers, such as poly(pyrrole), on
the other hand, form a conducting layer on the
electrode surface which can then be polymerised
further. Thus, there are a lot more variables af-
fecting polymer film thickness and reproducibility
for conducting polymer films. Since nonconduct-
ing polymers are not electroactive or conducting,
they are mainly used for blocking interferents and
for the immobilisation of biocomponents
[51,52,55,56].

There are several methods of depositing poly-
mers on surfaces. Sol6ent casting has been
used extensively for application of films to elec-

trodes. The method consists of applying a
polymer solution to the electrode surface. The
film is formed by evaporation of the polymer
solution. Spin coating produces a film of uni-
form thickness on an electrode surface. The poly-
mer solution is dropped onto an electrode sur-
face which is rotating at an extremely high speed.
The film is then air-dried. This procedure is
mainly used in the electronics industry [57]. It is
also possible to physically adsorb a polymer film
onto an electrode surface, but the method suffers
from the inability to control the film thickness.
This technique often precedes electropolymerisa-
tion.

Electropolymerisation is the preferred method of
polymer film formation [15,58–62]. Faraday’s law
governs this method [63]. Current density deter-
mines the rate at which polymer film formation
occurs and the total amount of charge transferred
influences the amount of polymer generated.
There are several techniques available for polymer
film formation via electropolymerisation-potential
cycling, fixed potential, pulsed potential and gal-
vanostatic methods are all viable and have been
used [56]. Polymerisation at a fixed potential is the
method by which the polymer films were pro-
duced in this report.

2. Experimental

All solutions were prepared using doubly dis-
tilled water. L-cysteine (C3H7NO2S.HCl.H2O),
uric acid (C5H4N4O3), potassium chloroplatinate
(K2PtCl6), 1,3-diaminobenzene (C6H8N2), aniline
(C6H7N), ruthenium and rhodium atomic absorp-
tion standard solutions were obtained from Sigma
(Poole, England). Potassium hydroxide pellets
(KOH), dipotassium hydrogen phosphate
(K2HPO4), L-ascorbic acid (C6H8O6), and sodium
chloride (NaCl) were purchased from Merck
(Poole, England). Disodium hydrogen phosphate
(Na2HPO4), and potassium chloride (KCl) were
obtained from Analar (Poole, England). Pyrrole
(C4H5N) was supplied from Fluka Chemika
(Gillingham, England).
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3. Procedure

The polymer films were produced on metallised
electrodes by a fixed potential method applied by
an Amperometric Biosensor Detector, Model
3001, (Universal Sensors Inc., New Orleans,
USA) Metallisation and all cyclic voltammograms
were performed using the Autolab Electrochemi-
cal Analyser, which was controlled by the soft-
ware package GPES 4.4 (Utrecht, Holland).
Metallisation and electropolymerisation were
both performed using a three-electrode system.
The reference electrode was an Ag–AgCl elec-
trode and the counter electrode was a Pt wire. The
working electrodes used were glassy carbon (di-
ameter, 3×10−3 m, working area, 5.58×10−5

m2) and platinum disc (diameter, 1.5×10−3 m,
working area, 1.45×10−5 m2) electrodes. Before
use, the glassy carbon electrodes were hand pol-
ished with 0.05 mm alumina slurry for ca. 5 min
and then sonicated in doubly distilled water for 3
min. All solutions were deoxygenated by bubbling
with nitrogen for 10 min. A nitrogen atmosphere
was maintained throughout the metallisation. Pla-
tinised glassy carbon electrodes (working area,
1.36×10−4 m2) were prepared by cycling the
potential in a 1 mg ml−1 solution of potassium
chloroplatinate in phosphate buffer at pH 7.4
from −0.75 to +0.25 V versus Ag–AgCl for 30
scans at 0.05 V s−1.

For Ru–Rh–Pt metallised electrodes (working
area, 9.12×10−5 m2), the concentration of each
metal was 333.3 mg ml−1, so that the total metal
concentration was 1 mg ml−1. Similarly, for the
Ru–Rh metallised electrodes (working area,
9.80×10−5 m2), the concentration of each of the
metals was 500 mg ml−1. For the Ru–Rh–Pt and
Ru–Rh solutions, the pH was adjusted to 2.5 by
addition of concentrated KOH solution. For all
metallisations the glassy carbon electrode was ac-
tivated before use. Activation of the glassy carbon
electrodes improves electrochemical response, re-
versibility, sensitivity and dynamic range. This
appears to be a result of the formation of a
graphite oxide film which appears when the elec-
trode is subjected to high positive potentials in
neutral media [64]. The metallisation was accom-
plished by scanning from −0.625 to 1.0 V versus

Ag–AgCl for the Ru–Rh–Pt and Ru–Rh elec-
trodes. This potential range had previously been
determined to be the optimum range for metalli-
sation of Ru–Rh and Ru–Rh–Pt in this labora-
tory [1]. After metallisation, the electrodes were
stored at room temperature with plastic caps pro-
tecting the surfaces.

4. Results/discussion

4.1. Metallisation

Typical cyclic voltammograms of some
metallised surfaces on glassy carbon electrodes are
shown in Figs. 1–4. The first cyclic voltam-
mogram (Fig. 1) is that of codeposited Ru–Rh on
glassy carbon. On the cathodic wave, two peaks
are visible: at −0.08 and −0.45 V. One peak is
seen on the anodic wave at −0.25 V. The peaks
visible at −0.45 and −0.25 V are characteristic
for adsorption/desorption of the H2 molecule [65].
The second cyclic voltammogram is that of Ru–
Rh–Pt on glassy carbon. It is almost exactly the
same as the cyclic voltammogram for Ru–Rh on
glassy carbon (Fig. 2). Due to the similarity of
both cyclic voltammograms, it is reasonable to
assume that there is very little platinum deposited
on the Ru–Rh–Pt electrode. The third cyclic
voltammogram (Fig. 3) is Pt deposited on the
Ru–Rh electrode, the Ru–Rh electrode having
been previously metallised onto a glassy carbon
electrode. This looks totally different from the
previous two cyclic voltammograms. Two peaks
are visible on the anodic wave and one on the
cathodic wave. The peak on the cathodic wave is
at −0.16 V and the anodic peaks are at −0.02
and −0.2 V. Again the peak at −0.2 V is due to
H2 adsorption/desorption, where the peak at the
more negative potential may have been sup-
pressed. The presence of the other peaks may
indicate that the metal is depositing onto the
glassy carbon electrode.

The cyclic voltammogram depicted in Fig. 4
is that of Pt metallised on a glassy carbon elec-
trode. There are four peaks visible: at −0.2 and
−0.02 V on the forward sweep and at −0.21 and
−0.55 V on the negative sweep. These are due
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again to H2 adsorption/desorption and to the
oxidation of Pt (0) to Pt (II) to Pt (IV) and the
reduction back to Pt (0). The peaks are very well
defined compared to Fig. 3, that of Pt on Ru–Rh,
possibly demonstrating the better surface of the
glassy carbon electrode compared to that of the
Ru–Rh electrode.

4.2. Polymerisation

The electrodes to be examined were tested ini-
tially at +650 mV (the applied potential required

for electrocatalysis of H2O2 using non-membrane
electrodes) without a polymer on the surface for
comparison purposes with H2O2, together with
the major interferents in blood serum; L-ascorbic
acid, acetaminophen (paracetemol), L-cysteine
and uric acid, as these are among the major
interferents in blood serum. All amperometry was
carried out at room temperature in a quiescent
solution. The electrodes were also tested at +100
mV, as this applied potential was shown in our
laboratory to be the most useful for a maximum
H2O2: interferent ratio. The results are shown in

Fig. 1. Cyclic voltammogram of Ru–Rh metallised onto glassy carbon electrode. Reference Ag–AgCl, counter Pt wire, working
glassy carbon.

Fig. 2. Cyclic voltammogram of Ru–Rh–Pt metallised onto glassy carbon electrode Reference Ag–AgCl, counter Pt wire, working
glassy carbon.
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Fig. 3. Cyclic voltammogram of Pt metallised onto Ru–Rh electrode. Reference Ag–AgCl, counter Pt wire, working glassy carbon.

Fig. 4. Cyclic voltammogram of Pt metallised onto glassy carbon electrode Reference Ag–AgCl, counter Pt wire, working glassy
carbon.

Figs. 5 and 6. For the electrodes tested at +100
mV (Fig. 5), the results are not very good. The
response to hydrogen peroxide for the first four
electrodes is smaller than the interferents listed
above and thus, if the electrodes were used in an
assay, the interferent response would be too large
for any useful measurement to be made. The
largest interferent by far in the case of the glassy
carbon and platinum disc electrodes is ac-
etaminophen. For the Pt on glassy carbon and the
Pt on Ru–Rh electrodes, the responses to all
substances are tiny. The last two electrodes (Ru–

Rh and Ru–Rh–Pt) show a H2O2 response that is
larger than the interferences. However, in the case
of these electrodes, the interferent response is still
too large for a good measurement.

For the same electrodes tested at +650 mV
(Fig. 6) the responses were not good either. The
H2O2 response is larger for all the electrodes,
except glassy carbon, but the interferent response
is also very large, with acetaminophen, L-ascorbic
acid and uric acid all giving large responses. Obvi-
ously, these electrodes are of little use due to the
large interferences, so the surfaces of the elec-
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trodes were modified by polymers to see if the
interferences could be reduced.

The first polymer to be investigated was
poly(pyrrole). Pyrrole was electropolymerised on
a glassy carbon electrode at +0.75 V versus
Ag–AgCl until 0.32 mC of charge had passed.
This amount of charge was assumed to yield a
film of 0.1 mm thickness, according to the equa-
tion described by Diaz et al [66]. The electrode
was tested amperometrically at +0.65 V versus
Ag–AgCl with the same solutions as used for the
unpolymerised electrodes, i.e. H2O2, L-ascorbic
acid, acetaminophen, L-cysteine and uric acid.
However, the results obtained from this electrode
were irreproducible.

The polymerisation was repeated on the glassy
carbon, Pt disc, Ru–Rh, Ru–Rh–Pt, Pt on Ru–
Rh and Pt on glassy carbon electrodes. Since 0.32
mC of charge seemed to be too little for efficient
polymerisation, the pyrrole was polymerised until
3.2 mC of charge was passed. This took ca. 40
min to complete. The platinum disc electrode was
electropolymerised with pyrrole until 0.8 mC of
charge had passed, as the surface area of this
electrode was smaller than the other electrodes.
The results are shown graphically in Fig. 7 (100
mV) and Fig. 8 (650 mV). The results for the
+100 mV electrodes are generally better than
those obtained with the unpolymerised electrodes.
Primarily, the hydrogen peroxide response is

Fig. 5. Plot of flux (A cm−2) versus electrode type for unpolymerised electrodes. Potential=100 mV.

Fig. 6. Plot of flux (A cm−2) versus electrode type for unpolymerised electrodes. Potential=650 mV.
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Fig. 7. Plot of flux (A cm−2) versus electrode type for electrodes polymerised with poly(pyrrole), potential=100 mV.

Fig. 8. Plot of flux (A cm−2) versus electrode type for electrodes polymerised with poly(pyrrole), potential=650 mV.

larger in almost all cases. The only large interfer-
ent is L-ascorbic acid, and that is only for the
Ru–Rh metallised electrode. The only problem is
that three electrodes, the glassy carbon, Pt on
glassy carbon and Pt on Ru–Rh, gave extremely
small responses for all substances. For those elec-
trodes examined at the higher potential, the results
were worse, with the interferent response very
high compared to that obtained for hydrogen
peroxide.

After these electrodes were tested, attention was
turned to other polymers. Poly(aniline) was cho-
sen and prepared in 1.2 M HCl, as described in
the method of Trojanowicz et al. [6]. No change
was noticed on the surface of the Pt disc electrode

after polymerisation with aniline. However, the
surface of the Ru–Rh–Pt electrode became a
shiny purple and the surface of the Pt on Ru–Rh
turned a dark green. Electrodes were tested with
H2O2, L-cysteine, L-ascorbic acid, acetaminophen
and uric acid, as before. The results are presented
graphically in Figs. 9 and 10. However, after
testing, the previously shiny purple surface of the
Ru–Rh–Pt electrode lost its lustre and the surface
of the Pt on Ru–Rh electrode became dark yel-
low-green. This change in colour of the polymer
was probably due to the oxidation or reduction of
the polymer as it was exposed to the atmosphere.

The results for the poly(aniline)-covered elec-
trodes were not as good. The electrodes examined
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at 100 mV had major problems with interferences
from L-ascorbic acid, with the H2O2 response
being dwarfed in comparison. The response for
cysteine is also quite large. However, the re-
sponses due to uric acid and acetaminophen are
very small. For the electrodes tested at 650 mV, it
was much worse. The responses for H2O2 were
improved, but the interferent response increased
as well, including those for uric acid and ac-
etaminophen. The electrodes covered with
poly(aniline) and used at +650 mV would thus
be unusable.

Finally, a nonconducting polymer, poly(1,3-di-
aminobenzene), was investigated. The polymerisa-
tion was continued until the current decreased to
a minimum, which took about 45 min. This hap-

pened because when the polymer film grew, the
polymer formed a nonconducting surface, on
which no more polymerisation would take place.
The films obtained from this type of polymer
would be expected to be more uniform than those
obtained with the conducting polymers. The elec-
trodes were tested with the usual substances and
at 100 and 650 mV, except for glassy carbon,
which was tested at 100 and 750 mV.

The results obtained from these electrodes were
extremely encouraging. As can be seen in Figs. 11
and 12, for the electrodes examined at 100 mV,
there are almost no responses from the interfer-
ents. The only interferents that can be seen are
those of cysteine and uric acid, and in both cases,
the hydrogen peroxide response is far larger than

Fig. 9. Plot of flux (A cm−2) versus electrode type for electrodes polymerised with poly(aniline), potential=100 mV.

Fig. 10. Plot of flux (A cm−2) versus electrode type for electrodes polymerised with poly(aniline), potential=650 mV.
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Fig. 11. Plot of flux (A cm−2) versus electrode type for electrodes polymerised with poly(1,3-diaminobenzene), potential=100 mV.

Fig. 12. Plot of flux (A cm−2) versus electrode type for electrodes polymerised with poly(1,3-diaminobenzene), potential=100 mV.

both of them. The results for the electrodes inves-
tigated at 650 mV is also very good. The uric acid
response is larger than for the electrodes tested at
100 mV, but the interferents are still far smaller
than the H2O2. The hydrogen peroxide response is
slightly larger for those electrodes investigated at
650 mV, so this potential is probably the preferen-
tial one to use. The largest H2O2 response was
obtained from the Ru–Rh electrodes at 100 mV
and the Pt on Ru–Rh for 650 mV.

The flux, which is the current per unit area, was
also calculated. The responses of the electrodes
thus far are independent of area, whereas the flux
takes the differing working areas of the electrodes
into account. The theoretical areas of the elec-

trodes were determined by a visual measurement
and the working areas were determined by
chronocoulometry (Table 1)

Table 1
Theoretical and working areas of electrodes

Electrode Working area Theoretical area (m2)
(m2)

Glassy carbon 6.95×10−5 2.83×10−5

1.45×10−5Platinum disc 1.77×10−6

2.83×10−56.95×10−5Pt on GC
1.36×10−4Pt on Ru–Rh 2.83×10−5

2.83×10−59.80×10−5Ru–Rh
9.12×10−5Ru–Rh–Pt 2.83×10−5
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Table 2
Ratio of flux (A cm−2) to polymerised (with poly(pyrrole)) and unpolymerised electrodes at: (a) 650 mV; (b) 100 mV

Pt on GC Pt on Ru–Rh Ru–RhSubstance Ru–Rh–PtGlassy carbon Pt disc

(a)
7.23E-02 2.83E+01 3.19E+00 7.35E-01H2O2 2.36E-02 2.92E-01

0.00E+00Acetaminophen 0.00E+00 2.17E-03
7.90E+00 9.65E-02L-ascorbic acid 9.23E-05 3.78E-02

5.13E-013.42E+005.09E+00L-cysteine 2.50E-024.00E-04 1.50E-02
0.00E+00Uric acid 2.50E-02 0.00E+000.00E+00

(b)
9.61E-01 4.87E+00 1.06E+00 2.45E-02H2O2 4.15E-02 1.00E+00

3.72E-01 2.07E+004.55E+00Acetaminophen 3.69E-021.13E+00 2.68E-02
2.11E+00 5.97E-01L-ascorbic acid 1.04E+00 1.60E-01 1.50E-012.62E-02

5.93E+003.56E+001.72E+00L-cysteine 5.69E-015.86E-01 4.40E-01
4.63E+00 6.16E-01Uric acid 2.02E-01 2.13E-01 0.00E+006.07E-02

Table 3
Ratio of flux (A cm−2) to polymerised (with poly(aniline)) and unpolymerised electrodes at: (a) 650 mV; and (b) 100 mV

Ru–Rh–PtRu–RhPt on GCSubstance Pt on Ru–RhGlassy carbon Pt disc

(a)
8.08E-024.16E-011.41E+02H2O2 4.26E+000.00E+00 1.29E-02

0.00E+00Acetaminophen 0.00E+00 0.00E+00
1.80E+002.27E+00L-ascorbic acid 2.32E-01 2.22E-03

2.34E+01 1.93E+02 5.89E+00 5.48E+00L-cysteine 1.60E-02 6.42E-03
0.00E+000.00E+00Uric acid 3.20E+001.00E+00

(b)
3.45E-011.58E-015.73E+02H2O2 3.41 E-015.18E-02 3.75E-01

6.61 E+02 0.00E+00Acetaminophen 9.97E-01 7.21 E-01 6.02E-017.28E-01
6.56E-011.50E-017.75E+02L-ascorbic acid 1.99E+005.79E-01 5.57E-01

5.23E+01 2.63E+02 1.40E-01L-cysteine 2.65E-015.55E-01 2.41 E-01
9.28E-01 3.99E+02 0.00E+00Uric acid 8.64E-01 9.48E-013.37E+00

The theoretical areas of the Pt on glassy car-
bon, Pt on Ru–Rh, Ru–Rh–Pt and the Ru–Rh
electrodes are the same as that of the ‘bare’ glassy
carbon electrode because the metallisations were
accomplished on the glassy carbon electrode. The
only electrode to have a different theoretical sur-
face area was the platinum disc electrode, as the
diameter of the glassy carbon electrode was twice
that of the Pt disc electrode. The working area of
the electrodes was larger than the theoretical area
mainly because the surfaces of the electrodes were
not perfectly smooth, even after polishing. Small
imperfections on the surface, too minute to be
detected by the naked eye, exist on all of the
electrodes, and these give rise to a larger surface
area.

The higher the flux, the better the response.
According to the data for the poly(pyrrole) at
both potentials, the best response is obtained
from the platinum disc electrode (Table 2). De-
spite the small area of this electrode, the response
obtained from it was consistently high, so when
the area was taken into account, it meant that the
electrode performed very well.

For the poly(aniline) covered electrodes, the Pt
disc and Pt on Ru–Rh gave the best results at 650
mV, while the Pt on GC electrode performed best
at 100 mV, followed by the Ru–Rh, Pt on Ru–
Rh and Pt disc electrodes (Table 3). The elec-
trodes covered with the nonconducting polymer
poly (1,3-diaminobenzene) gave the best results
for the Pt disc and Pt on Ru–Rh electrodes again
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Table 4
Ratio of flux (A cm−2) to polymerised (with poly(1,3-diaminobenzene)) and unpolymerised electrodes at: (a) 650 mV; and (b) 100
mV

Pt on Ru–Rh Ru–RhSubstance Glassy carbon Pt disc Pt on GC Ru–Rh–Pt

(a)
1.55E+004.03E+02 4.56E-01H2O2 2.91 E+008.91 E-01 2.01 E-02

0.00E+00Acetaminophen 0.00E+00 0.00E+00
3.50E-02 6.94E-03L-ascorbic acid 5.82E-03 1.44E-03

3.30E-015.35E+00 5.74E-02L-cysteine 3.38E-013.24E-02 9.17E-04
0.00E+00 0.00E+00 1.18E-01Uric acid 0.00E+00

(b)
3.45E-014.09E+02 9.14E-02H2O2 1.28E+001.65E+01 4.06E-01

0.00E+000.00E+00Acetaminophen 0.00E+00 1.64E-03 0.00E+00 0.00E+00
2.27E+00 0.00E+00L-ascorbic acid 0.00E+00 2.36E-03 0.00E+00 3.48E-03

2.13E-031.01E+01 1.24E-02L-cysteine 7.50E-021.23E-01 2.14E-02
0.00E+00 7.68E+01 0.00E+00Uric acid 0.00E+001.15E-02 6.91E-02

at 650 mV, while the Ru–Rh electrodes were far
better than the others at 100 mV, although the
rest gave good results (Table 4).

5. Conclusion

In conclusion, the data presented here shows
that if the correct potential and polymer is chosen
well, a very good improvement can be obtained
from electrochemical assays. Metallisation of elec-
trodes, coupled with the technique of electropoly-
merisation can provide enhanced results by
lowering the response due to interference while
still keeping the response of interest, hydrogen
peroxide, relatively high. The technique is also
well suited to miniaturisation, as both metallisa-
tion and electropolymerisation can be done on
screen-printed electrodes or those made by photo-
lithographic methods.
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Abstract

A room-temperature phosphorimetric (RTP) study of the inclusion process between 1- and 2-naphthol, b-cyclodex-
trin (b-CD) and 3-bromo-1-propanol as heavy atom pertuber has been performed. Experimental conditions were
optimized for the formation of trimolecular complexes with lifetimes of 10.82 and 9.41 ms for 1- and 2-naphthol,
respectively. A synchronous-derivative room-temperature phosphorimetric method has been proposed to the analysis
of both naphthols in synthetic mixtures and irrigation water in the ratio 1:10 to 10:1; the limit of detection is 0.02 mg
ml−1 and the relative standard deviation (RSD) is about 6%. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Phosphorimetry; Cyclodextrins; 1-Naphthol and 2-naphthol; Synchronous-derivative technique; Irrigation water

1. Introduction

Since the first study about room temperature
phosphorimetry (RTP) in fluid solution [1], sev-
eral approaches have been used to produce emis-
sion phosphorescence from the metastable triplet
state in this medium, such as sensitized-RTP [2] or
by the use of micelles [3,4], cyclodextrins (CD)
[5–7] or their mixtures [8], vesicles [9,10], microe-

mulsions [11,12] and water-soluble copolymers
[13]. CDs are the organized media which have
been commonly used as hosts to originate inclu-
sion complexes with a great variety of guest
molecules; their analytical applications have been
reviewed [14–16]. On the other hand, 1- and
2-naphthol have been determined in their mix-
tures by different techniques such as FIA with
photometric detection [17], high-performance liq-
uid chromatography (HPLC) [18], normal [19]
and synchronous-derivative fluorimetry [20,21].
No references there are in the literature to the
phosphorimetric quantitative analysis of mixtures
of both naphthols, only qualitative data have

* Corresponding author. Tel./fax: +34-95-2131-886.
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1 Presented at the Xth International Symposium on Molecu-
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been found [22]. Synchronous technique has been
proposed as a means of increasing the selectivity
of phosphorimetry [23] due to its associated band-
narrowing effect and together with derivative
spectroscopy is a useful tool to discriminate mix-
tures of analytes with severe overlapped spectra.
This approach, employed earlier in spec-
trofluorimetry [24,25] and in spectrophotometry
[26] offers acceptable levels of precision and accu-
racy. In the present study the luminescence char-
acteristics of the inclusion compounds of 1- and
2-naphthol in b-cyclodextrin (b-CD) aqueous so-
lution have been investigated with the object of
characterizing the inclusion process involved and
proposing a phosphorimetric method for the de-
termination of these compounds in their mixtures
and in irrigation water. The proposed method
shows good sensitivity and a higher selectivity due
to the phosphorescence spectroscopy [7] coupled
to synchronous-derivative technique together with
the restrictive cavity of b-CD.

2. Experimental

2.1. Apparatus

All the fluorimetric and phosphorimetric mea-
surements were carried out on a Perkin-Elmer
(Norwalk, CT) LS-5 luminescence spectrophoto-
meter equipped with a xenon discharge lamp (9.9
W) pulsed at line frequency (10 ms half-width, 50
Hz), Monk-Gillieson f/3 monochromators and
1×1 cm quartz cell which was capped with a
teflon stopper. The spectrometer was connected to
a Perkin-Elmer model 3600 data station provided
with a PECLS II application software. Phospho-
rescence lifetimes were measured with an Obey-
Decay application program on the mentioned
software and the data were obtained automati-
cally. When scanning phosphorescence spectra the
delay time (td) and the gate time (tg) were set at 1
and 11 ms and the excitation and the emission
slits were set at 5 and 20 nm, respectively. The
system responds to spectral derivatives and the
structure calculates the first and second derivative
of a spectrum. The cell holder and samples were
controlled thermostatically by a thermostatic bath

Frigiterm, Selecta (Barcelona, Spain) at 209
0.5°C.

2.2. Reagents

1- and 2-Naphthol were purchased from Sigma
(St Louis, MO) and Merck, (Darmstadt, Ger-
many) respectively and used without further
purification. 2000 mg ml−1, stock solutions were
prepared in 1-propanol and working solutions
were obtained by dilution with this solvent. Anhy-
drous b-CD (Sigma) was used as received. Cy-
clodextrin solutions (0.01 M) were prepared in
deionized water. A buffer solution (pH 4.8) was
prepared from 1 M sodium acetate and acetic
acid. Purified water (Milli Q/Milli-Q2 system,
Millipore, Bedford, MA) was used. Unless other-
wise stated, the reagents used were of analytical
reagent grade.

2.3. Procedures

2.3.1. Study of inclusion phenomena
To aliquots of naphthols in acetone, gently

evaporated, were added increasing volumes of
1×10−2 M b-CD solution and deionized water
up to a final volume of 10 ml. These samples were
sonicated during 10 min and their fluorescence
spectra were recorded.

2.3.2. Phosphorimetric determination of 1- and
2-naphthol

Aliquots containing 0.5–100 mg of 1- and 2-
naphthol in 1-propanol were transferred into a 10
ml calibrated flask. Add 1-propanol up to a final
volume of 50 ml, 1.5 ml of pH 4.8 acetic–acetate
buffer solution, 100 ml of 3-bromo-1-propanol
and dilute to the mark with 0.01 M aqueous
b-CD. The samples were stirred by hand for 3
min, left for 20 min and the second derivative
synchronous spectra were recorded between 280
and 380 nm against a reagent blank with the
following instrumental parameters: Dl=180 nm,
a scanning speed of 240 nm min−1, a response
time of 2 s and an integer factor of 20. The second
derivative analytical values were measured as the
vertical difference in the d2Ip scale from the corre-
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sponding isodifferential point to the break with
the second derivative curves (329.1 nm for 2-
naphthol and 342.9 nm for 1-naphthol). The con-
centration of 1- and 2-naphthol in the binary
mixtures is determined from the corresponding
calibration graph previously run under similar
conditions to those of the mixture.

2.3.3. Determination of 1- and 2-naphthol in
irrigation water

To aliquots of samples, without filtration, 50 ml
of 1-propanol, 1.5 ml of pH 4.8 buffer solution,
100 ml of 3-bromo-1-propanol and 94.7 mg of
solid b-CD (final concentration 8.35×10−3 M)
were transferred into a 10 ml calibrated flask. The
samples were sonicated for 3 min, left for 20 min
and their phosphorescence was measured as previ-
ously described.

3. Results and discussion

3.1. Spectral characteristics

Both naphthols form inclusion compounds with
b-CD with stoicheiometry 1:1 calculated by con-
tinuous variations method. The association con-
stants of both naphthols were calculated from
fluorescence data, by using the changes produced
on the fluorescence spectra, for the expression
described previously [27] and the values obtained
were 644950 and 718940 M−1 for 1- and 2-
naphthol, respectively. The phosphorescence exci-
tation and emission spectra of both species in a
b-CD medium, at pH 4.8 are shown in Fig. 1. The
excitation spectra show maxima at 255, 265 and
300 nm for 1-naphthol and 240, 255 and 330 nm
for 2-naphthol. The emission spectra present

Fig. 1. Excitation and emission spectra of 1- and 2-naphthol. [1-naphthol]=1 mg ml−1 and [2-naphthol]=3 mg ml−1, [b-cyclodex-
trin (CD)]=8.3×10−3 M, pH 4.80, [3-Br-1-propanol]=0.11 M, scanning speed 240 nm min−1, response 2 s.
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Fig. 2. Effect of pH on the phosphorescence intensity of 1-naphthol (1) and 2-naphthol. [Naphthol]=1 mg ml−1, [b-cyclodextrin
(CD)]=8.3×10−3 M, [3-Br-1-propanol]=0.11 M, td=1 ms, tg=11 ms.

broad bands with maxima at 490 and 520 nm for
1-naphthol and 486 and 518 nm for 2-naphthol.

3.2. Effect of 6arying reaction conditions

3.2.1. Effect of pH
Fig. 2 shows the dependence of phosphores-

cence of both naphtols with pH; the curves
present maximum and constant intensity in the
range 4–6 U of pH. Acetic–acetate buffer was
used to adjust at pH 4.8.

3.2.2. Effect of sol6ent
To avoid the elimination of solvent by heating

samples and then to have to sonicate, a study to
choose an adequate solvent was done. Acetone,
methanol, and ethanol totally quench the phos-

phorescence emission, this fact was not observed
with 1-propanol. The influence of concentration
of 1-propanol is shown in Fig. 3. From these
kinetic curves it can be observed that the equi-
librium is attained slower as the concentration of
alcohol increases, with the values of the slope of
the kinetic curve 0.128 s−1 in the absence of
alcohol and decreasing to 0.101 s−1 for 6.6×
10−2 M in 1-propanol for 1-naphthol and 0.028
s−1 for 2-naphthol (curve 7). The molecules com-
pete between the apolar cavity of b-CD and its
affinity or solubility in 1-propanol. Similar be-
haviour was observed for 2-naphthol. A compro-
mise concentration between rapidity and facilities
to prepare samples of both naphthols in 1-
propanol was decided (6.6×10−2 M, i.e. 50 ml in
a final volume of 10 ml).
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3.2.3. Influence of hea6y atom
Several aliphatic alkane halides, halogenated

alcohols and mineral salts were investigated as
heavy atoms perturbers. Generally, no RTP of the
naphthols was observed from mineral salts
(KBr,TlNO3,…), but with some aliphatic alkane
halides (1,2-dibromoethane,1,3-dibromo-
propane…) and with some halogenated alcohols,
RTP emission was obtained in turbid solutions,
less in samples prepared with halogenated alco-
hols, due to the immiscibility of the heavy atom.
Maximum emission was obtained by employing
3-bromo-1-propanol (Table 1). Its concentration
affects the kinetic of the formation of the tri-
molecular complex b-CD-heavy atom-analyte and
the intensity of the phosphorescence signal in the

equilibrium. At lowest concentrations of heavy
atom (B5.5×10−2 M) the coupling S–T is poor
and the subsequent population of the triplet state
is slow, and at highest concentrations (\8.3×
10−2 M) the equilibrium is attained at 15 min for
1-naphthol and 20 min for 2-naphthol. This last
time is fixed to obtain the measurements and 100
ml of 3-bromo-1-propanol in 10 ml of sample
(11.1×10−2 M) is added. The data show that
phosphorescence emission is observed, generally,
with heavy atoms non-ionics, aliphatic alkanes
containing bromine (not chlorine) and the rest of
the upper alkane to methyl group. The heavy
atom may act as a wedge which gives more
strength to the inclusion compound to adjust the
molecule of naphthol to the cavity and to favour

Fig. 3. Dependence of the phosphorescence emission of 1- and 2-Naphthol aqueous solution of b-cyclodextrin (CD) (8.3×10−3 M)
as a function of the concentration of 1-propanol; for 1-naphthol: (1) 0; (2) 0.013 M; (3) 0.066 M; (4) 0.13 M; (5) 0.26 M; (6) 0.52
M; for 2-naphthol: (7) 0.066 M; [naphthol]=1 mg ml−1, pH 4.80.
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Table 1
Phosphorescence intensity (Ip) and lifetime (t) of 1- and
2-naphthol with different heavy atomsa

1-Naphthol 2-NaphtholHeavy atom

t (ms) Ip t (ms) Ip

1.09121.32 151,2-Dibromoethane
38 3.791,3-Dibromopropane 4.07 –
– 0.79Dibromomethane – 7

–– ––2-Bromoethanol
85 9.413-Bromo-1-propanol 10.81 20

– –1,3-Dichloro-2-propanol – –
– –Bromoform – –
– – ––Chloroform
– 4.88AgNO3 – 17

a Other heavy atoms assayed were: Pb(NO3)2, Hg(NO3)2,
HgI2, KBr, KI, TlNO3, and 2-bromoethylammonium bromide.
All of them were in 0.1 M concentration. [Naphthol]=1 mg
ml−1.

commodation in the cavity is more slow and the
coupling S–T is more disfavoured (phosphores-
cence emission is less intense). Table 1 present the
lifetimes (t) of naphthols obtained with different
heavy atoms. The lifetimes were calculated by
employing the Obey-Decay application program
with delay times between 0.03 and 7 ms, doing ten
measurements with correlation coefficients be-
tween 0.993 and 0.999 considering a monoexpo-
nential decay (with 3-bromo-1-propanol, t for
1-naphthol is 10.82 ms implying a longer time in
the excited state than 2-naphthol, t is 9.41 ms). A
delay time of 1 ms and a gate time of 11 ms were
chosen for giving the best signal to noise ratio
(SNR).

3.2.4. Influence of b-CD concentration,
temperature and order of addition

The phosphorescence intensity increases as the
b-CD concentration does (Fig. 5), and the time to
attain the equilibrium is shorter in all the experi-
ments if b-CD concentration was maintained at
8.85×10−3 M. It is not necessary to eliminate
the oxygen in the b-CD solution. The addition of
sodium sulphite does not ameliorate the kinetic of
the phosphorescence process. The equilibrium is
attained at 5 min for 1-naphthol and 20 min for
2-naphthol; this time is chosen for this work.
Sonication of the samples has no influence.
Raising the temperature from 15 to 45° decreases
the relative phosphorescence intensity of 1-naph-
thol from 100 to 5%. The work reported here was
carried out at 2090.5°. Under these conditions,
the phosphorescence intensity remains stable for
at least 2 days. The order of the addition is
important and the sequence sample, buffer, heavy
atom and CD is recommended.

3.2.5. Selection of instrumental parameters
The phosphorescence spectra of both naphthols

present broad bands whose overlapping does not
allow the discrimination of the individual compo-
nents in mixtures. However, the band narrowing
effect and the associated spectral profile simplifi-
cation provided by synchronous scanning phos-
phorimetry, together with the derivative
approach, permit the quantitative and simulta-
neous determination of both naphthols in mix-

the increase of the coupling S–T due to a great
proximity of the heavy atom and originating a
trimolecular complex (Fig. 4). The heavy atom
can probably orient itself into the cavity with the
–OH hydrophilic terminal directed to aqueous
bulk and can interact by hydrogen bonding with
the –OH group of naphthol fixing the molecule,
while the hydrophobic terminal is directed into
the cavity adjusting as a wedge and increasing its
immobility and decreasing the vibronic effects.
The –OH group in location 1 (1-naphthol) is
more protected than the group in location 2 (2-
naphthol) in relation to the aqueous environment.
In this case this group can interact more easily
with water molecules and for this reason its ac-

Fig. 4. Schematic representation of the phosphorescent tri-
molecular complex b-cyclodextrin (CD): naphthol: 3-Br-1-
propanol in aqueous solution. (—, 1-naphthol; · · · ,
2-naphthol).
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tures. Optimum Dl value (lem−lex) was deter-
mined by recording various synchronous phos-
phorescence spectra at different values near the
singlet–triplet splitting of two naphthols with
the criterion of the largest, narrowest signal and
maximal difference in the synchronous peaks. Fig.
6 shows the synchronous spectra of 1- and 2-
naphthol registered at various Dl, 6scan=240 nm
min−1 and response time of 2 s. It can be ob-
served that there is a difference of 26 nm between
the wavelength maxima when Dl is increased
from 130 to 190 nm, the difference being only 7
nm for 2-naphthol. As a compromise situation
between maximum spectral intensity, half band-
width at half maximum intensity and separation
between wavelength maxima of both naphthols, a
Dl of 180 nm have been chosen. At this Dl (the
separation between maxima is 15 nm) the over-

lapped synchronous spectral bands impede the
quantitative discrimination of both species. But
the synchronous derivative approach adds a great
power of discrimination. The main instrumental
parameters affecting the shape of the derivative
spectra are: the derivative order, wavelength scan
speed and the response time. In the case of LS-5
spectrofluorimeter the number of data points has
to be optimized; high numbers give better SNR in
both first and second derivatives, thus 81 data
points, corresponding to an integer factor of 20,
were chosen for the experimental work. The syn-
chronous-second derivative phosphorescence
spectra of both naphthols are shown in the Fig. 7
which appear at isodifferential points at 329.1 and
342.9 nm. These points are of analytical interest
because the contribution to the derivative ampli-
tude from one component is zero in the isodiffer-

Fig. 5. Influence of the concentration of b-cyclodextrin (CD) on the phosphorescence emission of 1- and 2-naphthol; [naphthol]=1
mg ml−1, [3-Br-1-propanol]=0.11 M.
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Fig. 6. Synchronous phosphorescence spectra of 1-naphthol (a) and 2-naphthol (b) at different Dl, (lem−lex): (1, 1%), 130 nm; (2,
2%),150 nm; (3, 3%), 160 nm; (4, 4%), 170 nm (5, 5%), 180 nm; (6, 6%),190 nm; scanning speed, 240 nm min−1, response 2 s.

ential scale; consequently, in a mixture, measure-
ments from these points are independent of the
concentration of this compound.

3.2.6. Quantitati6e analysis and main analytical
figures of merit

It is assumed that Beer’s law is obeyed in the
concentration range studied and that the deriva-
tive of a spectral band is the sum of the deriva-
tives of its individual bands. The intensity of
phosphorescence is given by the following
expression:

Ip=2.3FpI0obc (1)

where Ip is the phosphorescence intensity, Fp is
the phosphorescence quantum yield, I0 is incident
source intensity, o is molar absorptivity, b is path-

length, and c is the concentration in mol l−1 (this
expression is valid if the product obc is B
0.01).The calibration graphs, in normal phospho-
rimetry, were linear over the range 0.3–10 mg
ml−1 for both naphthols and fitted by the least-
squares treatment are expressed by:

Ip=207 [1-naphthol] r=0.999

Ip=90.4[2-naphthol] r=0.998

where Ip is the phosphorescence intensity, r the
correlation coefficient and the [Naphthol] is in mg
ml−1. Other analytical parameters are given in
Table 2.

The second derivative of (1) is:

d2Ip/dl2=2.3FpI0bc d2o/dl2 or kFpc d2o/dl2

For one mixture of two components:
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Fig. 7. Synchronous second-derivative phosphorescence spectra of 1-naphthol (1–5) and 2-naphthol (6–10). [Naphthol]=1, 3, 5, 7
and 10 mg ml−1; pH 4.80, Dl=180 nm; scanning speed 240 nm min−1, response 2 s.

at l1 iso

d2Ip/dl1
2=kFp1c d2o/dl2

1+kFp2c d2o/dl2
1

at l2 iso

d2Ip/dl2
2=kFp1c d2o/dl2

2+kFp2c d2o/dl2
2

When d2o/dl2
1=0 or a constant value, the contri-

bution of component 1 to the over-all amplitude
is zero, and for this reason component 2

may be measured free of interference by compo-
nent 1. The same applies to component 2 when
d2o/dl2

2=0. Relationships between d2Ip/dl2 and
the concentration of naphthols obtained from
these isodifferential points are:
d2Ip/dl2= −102.0 [2-naphthol]+34.2,

r=0.999,

at liso=329.1 nm (at this l, Ip is 15)

Table 2
Analytical parameters

R.S.D.b (%)LDRa (mglex (nm) CL (k=3)SpeciesMethod CQ (k=10)lem (nm) liso (nm)
ml−1) (mg ml−1) (mg ml−1)

–520 3.73001-NaphtholNormal 0.100.030.10–7
518 –Normal 0.17–102-Naphthol 0.05 0.17 5.3334

342.9––1-Naphthol2nd deriva- 6.50.070.020.07–7
tive

– 329.1 0.07–10 0.022-Naphthol 0.072nd deriva- 5.7–
tive

a Linear dynamic range.
b Relative standard deviation (R.S.D.), at 1 mg ml−1 level.
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Table 3
Phosphorimetric analysis of 1- and 2-naphthol in synthetic binary mixtures and irrigation water

Amount (I) (mg ml−1) Error (%)Amount (II) (mg ml−1)Error (%)Ratio I/II (w/w)

FoundaTakenTaken Founda

5.0 4.991:1 5.0 5.20 4.0 −0.2
1.051.0 5.01:1 10.01.0 1.10

12.0 5.0 5.101:5 1.0 2.01.12
0.5 0.481:5 0.1 0.11 10.0 −4.0

6.777.0 −3.21:7 10.01.0 1.10
1.0 1.041:10 0.1 0.11 10.0 4.0

−7.09.3010.01:10 8.01.0 1.08
−1.7 5.0 5.00 0.03:5 3.0 2.95

6.77 −3.27.03:7 −2.63.0 2.92
0.1 0.115:1 0.5 0.49 −2.6 10.0
1.0 1.077:1 7.0 7.15 0.7 7.0

0.110.1 10.010:1 10.01.0 1.10
1.0 1.08Sample 1 1.0 1.05 5.0 8.0

5.05.255.0Sample 2 2.45.0 5.12
4.0 5.0 4.80 −4.0Sample 3 0.5 0.52

100.550.5Sample 4 −1.85.0 4.91
7.0 10 9.20Sample 5 1.0 −8.01.07

a Mean of three separate determinations.

d2Ip/dl2=58.2 [1-naphthol]+8, r=0.999,

at l iso=342.9 nm (at this l, Ip is 4),

(where the concentration of naphthols is ex-
pressed in mg ml−1).

From the results obtained in the determination
of synthetic binary mixtures of both naphthols
(Table 3), it can be deduced that the reported
method gives good results even at high ratios with
acceptable levels of precision and accuracy.

4. Applications

The synchronous-derivative phosphorimetric
procedure was applied to the determination of 1-
and 2-naphthol in irrigation water samples taken
in the Axarquı́a (area of east Malaga province)
spiked with both naphthols. Table 3 summarizes
the results; it can be concluded that acceptable
accuracy and precision was obtained in the analy-
sis of 1- and 2-naphthol in irrigation water.

5. Conclusions

It has been shown that 1- and 2-naphthol form
inclusion compounds in b-CD aqueous solution

with formation constants of 644950 and 7189
40 M−1, respectively. By employing 3-bromo-1-
propanol, as heavy atom perturber, an intense
phosphorescence emission in b-CD aqueous solu-
tion is observed, with a maximum at 520 and 518
nm for 1- and 2-naphthol, being a strong overlap-
ping of emission bands. Lifetimes were calculated
from decay curves (10.82 and 9.41 ms, respec-
tively). The variables affecting the formation of
both complexes of inclusion have been studied.
The kinetic of inclusion process for 2-naphthol is
slower than 1-naphthol due to the different posi-
tion of the group –OH in the molecule which is
more protected in 1-naphthol. Mixtures of both
species in the ratio 1:10 to 10:1 were simulta-
neously determined in irrigation water from a
single scan by employing the synchronous-deriva-
tive technique with a relative standard deviation
(R.S.D.) between 5 and 10% and limits of detec-
tion of 0.02–0.05 mg ml−1.
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Abstract

A straightforward flow-through multisensor was developed for the fast simultaneous determination of caffeine
(CF), dimenhydrinate (DMH) and acetaminophen (AAP) based on the integration of their retention and UV
detection. A diode array spectrophotometer was used to monitor the inherent UV full-spectra in the range 245–310
nm of the analytes retained on C18 bonded phase beads packed in a flow cell, without requiring additional reagents
or derivatization processes. The extensively overlapped spectra of the analytes retained on the solid support could be
resolved by partial least squares (PLS) regression. After collecting the response of the multisensor, its active
microzone was regenerated by using methanol as the eluting agent, leaving it ready for the next determination. The
proposed multisensor has been satisfactorily applied for the analysis of synthetic and real samples with different
nominal contents of these active principles. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Solid-phase spectroscopy; PLS multicalibration; Flow-through sensor; Pharmaceuticals

material where the analyte is temporarily retained
while monitoring of its native absorption is per-
formed [1]. One of the most promising aspects of
this type of sensor is the possibility of performing
multi-component analysis using photometric
diode-array detectors to monitor simultaneously
the absorbance at various wavelengths or record
the entire spectra in a fraction of a second. The
join use of this principle, and chemometric ap-

1. Introduction

There are few flow-through spectrophotometric
sensing systems based on the use of a sorbent
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953-212-141.
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proaches allows the development of multi-
parameter sensors. Despite their outstanding ad-
vantages there are only few examples of this type
of systems. Thus, mixtures of amines could be
determined on the basis of their intrinsic ab-
sorbance by injecting a large sample volume into
a methanol–water carrier in order to drive the
plug to a flow cell packed with C18 bonded silica
beads for temporary retention [2]. A careful se-
lection of the wavelengths at which the individ-
ual spectra are most markedly different from one
another, must be done in order to allow mixture
resolution by solving the 9-equations system ob-
tained from measurements made at nine wave-
lengths.

In recent years, multivariate calibration meth-
ods have an increasing importance in multicom-
ponent analysis, especially those using the partial
least squares (PLS) method with decomposition
into latent variables. PLS is a factor-based
method, which exhibit many of the full-spectrum
advantages of the classical least squares (CLS)
method without suffering many of the disadvan-
tages of this more classical statistical tool. The
basic concept of PLS regression was originally
developed by Wold [3]. The use of PLS method
for chemical applications was pioneered by Wold
et al. [4] and nowadays PLS is a well-established
technique [5]. This method had been successfully
used in various instances: in fluorimetry [6], in
ultraviolet-visible [7] and near-infrared [8] spec-
trometry and in kinetic analysis [9]. To date no
flow-through spectrophotometric sensors that use
a full-spectra calibration method to resolve com-
plex mixtures have been described, since research
in this area has been dominated by the search
for more selective sensors. However, through the
use of sensing devices and chemometrics, more
intelligent instrumentation can be developed
which permits those contributions to the total
signal, arising from primary and interfering spe-
cies, to be decoupled, allowing thus accurate de-
termination of individual components in
mixtures.

The purpose of this study was to develop a
straightforward flow-through spectrophotometric
multisensor for the simultaneous determination
of dimenhydrinate (DMH), caffeine (CF), and

acetaminophen (AAP). DMH (diphenhydramine
salt of 8-chlorotheophylline) is an antihistaminic
compound, widely used in pharmaceuticals for-
mulations as antinauseant to avoid travel sick-
ness. The principal side effects of DMH are
somnolence, decrease in the capacity of concen-
tration and incoordination, therefore it is fre-
quently combined with CF (1,3,7-
trimethylxanthine) in pharmaceuticals prepara-
tions. Acetaminophen (N-acetyl-p-aminophenol),
on the other hand, is used as an analgesic and
antipyretic drug, appearing associated with CF
and DMH in many commercial formulations.

This paper deals, for the first time, with the
use of sorbent retention for the optosensing of
target species, exploiting not only their spectral
features with the aid of a multicalibration
chemometric approach but also their different
kinetic behavior in the retention–elution process
onto the solid support by selecting the spectra at
two adequate time values which provides the
most different behavior. In addition, the solid
support, placed in the flow cell enhances the
signal compared with the same system in homo-
geneous solution, so also increasing the sensitiv-
ity.

2. Experimental

2.1. Reagents

Stock standard solutions of 1000 mg ml−1 of
CF (Merck), DMH (Guinama, Valencia, Spain)
and AAP (Fluka), were prepared by dissolution
in doubly distilled water under sonication. Work-
ing solutions were prepared daily by appropriate
dilution with doubly distilled water. All chemi-
cals such as perchloric, nitric, hydrochloric and
ortophosphoric acids (Panreac) were of analyti-
cal-reagent grade. HPLC grade methanol (Pan-
reac) was used as eluent. C18 bonded silica
(Waters) with average particles sizes of 55–105
mm was used as solid support, ion exchange
resins Sephadex SP C-25 and QAE A-25 (Fluka)
were also tested. All solutions were prepared in
doubly distilled water.
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2.2. Apparatus and software

A Milton Roy Spectronic 3000 diode-array
spectrophotometer was used for spectra record-
ing, using the Milton Roy software RapidScan
2.01 for all data acquisition. The GRAMS/32
(from GALACTIC) software package, with the
PLSplus/IQ application software [10] running in a
486 PC was used for the statistical treatment of
the data and the application of the PLS method.
The equipment was also used to import to its own
format the absorbance spectra of samples and
standards.

A flow-through cell Hellma Model 138-QS with
1 mm optical path length (50 ml inner volume)
was packed with the support by introducing it in
a methanol suspension with the aid of a syringe.
A four channel peristaltic pump (Gilson Minipuls
3) was used to generate the flowing streams. Two
six-way rotary injection valves Rheodyne 5041
(one of which acted as a selecting valve) and

PTFE tubing of 0.8 mm i.d. were used. An ultra-
sonic bath (Ultrason, Selecta) and a Crison Model
2002 pH-meter, fitted with a glass saturated
calomel electrode assembly and a temperature
probe were also used.

2.3. Treatment of samples

Tablets were dissolved in doubly distilled water
by shaking them in an ultrasonic bath for 15 min.
Solutions were filtered through a 0.45 mm Mil-
lipore filter and diluted conveniently with doubly
distilled water.

2.4. Flow diagram and general procedure

A schematic diagram of the flow system is
shown in Fig. 1. The sample (600 ml) contain-
ing between 0.5 and 5.0 mg ml−1 of CF, from 1.0
to 6.0 mg ml−1 of DMH and from 5 to 40 mg
ml−1 of AAP, was inserted into the carrier

Fig. 1. Flow system diagram. C, carrier solution (0.7% HClO4, flowing at 2.1 ml min−1); S, sample; E, eluent (methanol); W, waste;
Vi, injection valve; Vs, selecting valve; D, diode-array detector; FC, flow-cell (0.1 cm optical path length) packed with C18. Inset,
expanded diagram of the flow cell indicating as h the level of solid support in it.
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Table 1
Calibration matrixa

CaffeineSample AcetaminophenDimenhydrinate

–2.01 1.0
202.02 –

1.0 –3 20
3.0 6.04 20

1.0 400.55
4.0 406 5.0

51.07 0.5
2.0 6.08 10
0.5 2.09 5

101.010 3.0
1.0 4.011 5

406.012 2.0
2.0 1013 3.0
6.0 2014 1.0

0.5 6.015 5
102.016 4.0

1.0 3017 5.0
2.0 4.018 10

2.0 305.019
2.0 –20 –

6.0 –21 –
– –22 20

–5.023 –
–2.024 –

– –25 40
–2.026 3.0

a Concentrations are expressed as mg ml−1.

3. Results and discussion

CF, AAP and DMH are highly absorbing sub-
stances in the UV region. CF and DMH (8-
chlorotheophylline) show highly overlapping
absorption maxima at 275 and 280 nm, respec-
tively, therefore, conventional spectrophotometry
cannot be applied satisfactorily to the determina-
tion of the mixture. The overlapping between the
spectrum of AAP and the other two analytes is
lower in conditions near to isoabsorption. But
CF and DMH are minor constituents in most
commercial pharmaceuticals preparations in
which binary or ternary mixtures of these ana-
lytes are found, so the overlapping among their
spectra becomes rather intense making the resolu-
tion of the mixture quite difficult as can be seen
in Fig. 2. No changes in the positions of absorp-
tion maxima were observed when the species were
retained on the sorbent. The use of a solid sup-
port on which the analytes show a different ki-
netic behavior of retention–elution together with
the powerful capability of the PLS method to
discriminate complex mixtures allowed the simul-
taneous determination of CF, DMH and AAP.
The temporal evolution of the spectra of the
three analytes is shown in Fig. 3.

Fig. 2. UV spectra of (1) 5 mg ml−1 of caffeine (CF), (2) 1.5
mg ml−1 of dimenhydrinate (DMH), and (3) 50 mg ml−1 of
acetaminophen (AAP). Concentrations are in the same ratio as
in the nominal content of ‘Saldeva forte’ sample (1 cm optical
path length).

stream (HClO4 0.7%) at a flow rate of 1.2 ml
min−1. The analytes were retained on the solid
support when passing through the flow cell
while spectra were being recorded between 245
and 310 nm (using data resolution of 0.35 nm) at
8 s intervals during all the retention process
(4 min). Selecting valve was then switched to the
eluent stream (methanol), which removed the
analytes from the support. For calibration, 26
synthetic mixtures of CF, DMH and AAP were
employed (according to Table 1). The concentra-
tion ranges were selected within the previously
established linear calibration range for each com-
pound. All the levels and ratios of these ac-
tive principles in the most common commercial-
ized pharmaceuticals are included in these range
values.
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Fig. 3. Temporal evolution of the absorption spectra of (a) 3
mg ml−1 of caffeine (CF), (b) 6 mg ml−1 of dimenhidrinate
(DMH) and (c) 20 mg ml−1 of acetaminophen (AAP), mea-
sured on C18. Injection of 600 ml volumes were perfomed at
t=1 min. Elution step was carried out after t=4 min in all
cases.

3.1. Optimization of procedure

Optimization studies were carried out for each
individual constituent and compromise values of
the experimental variables were selected. The vari-
ables influencing the system can be divided into
three groups: those related to the retention-detec-
tion unit, chemical variables and flow system
variables.

3.1.1. Variables of the integrated retention-
detection unit

Different supports were tested under the same
experimental conditions. Cation exchange resin
Sephadex SP C-25 was found to fail to retain the
analytes; also anionic exchange resin Sephadex
QAE A-25 retained only DMH and AAP at alka-
line pH values. A non-polar sorbent, octadecylsi-
lane (C18), was selected for further studies due of
its large interaction capability with all the three
analytes. Decreasing particle size of the support
increased the compactness of the solid and re-
sulted in an increasing of the absorption of the
baseline; moreover, this fact causes a decrease on
permeability of the support and hence problems
due to the appearing pressure increase. So the
greatest particle size commercially available (55–
105 mm) was selected providing an acceptable
absorbance background. The level of the sorbent
in the flow cell was a key variable: for too high
support level a large amount of the analytes is
retained just on top of the cell, where the incom-
ing flow just contacts the solid support, falling
outside of the detection area (above the light
beam). On the other hand, with lower levels the
light beam pass through the solution. The opti-
mum height of packing level was found to be 17
mm.

3.1.2. Chemical 6ariables
The effect of pH on the sorption of the three

analytes was examined. The retention of CF was
found to be independent of pH from 1.0 to 8.0
whereas signal of AAP decreased at pH\7.0 (see
Fig. 4). Because of the extent of the AAP ioniza-
tion, a decrease in the analytical signal of about
40% was observed at pH 11.0. As can also be seen
in Fig. 4, the strongest dependence on pH was
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that of the DMH retention, where beyond pH 7.0
the analyte is not sorbed on the C18 silica gel.
Since DMH exhibits a low absorbance relative to
the other two compounds, pH 1.0 was selected to
further experiments. Below this pH value a de-
crease in all the three analytes signals was ob-
served. Different acids (hydrochloric, perchloric,
ortophosphoric and nitric) were tested. Perchloric
acid was found to give a slightly larger signal
(about 10%), so a 0.1 M perchloric acid solution
was chosen for further experiments. Under this
working conditions AAP was weakly retained so
it was eluted from the solid support by the carrier
solution itself whereas CF and DMH were
strongly retained. In this way, a large enhance-
ment is achieved in sensitivity with regard to
conventional spectrophotometry in solution for
CF (60 times more) and DMH (50 times more)
due to their preconcentration in the solid support.
On the other hand the response for PCT in the
working conditions do not suffer any enhance-
ment so, by means of the solid support, we obtain
a selective increase in sensitivity which allows to
keep the absorbance values within the appropriate
range to be measured by the detector.

In order to regenerate the sensor, a study of
potential different solvents as eluting agents was
carried out. Acetonitrile, ethanol, methanol and
acetone were tested as eluting agents in water–or-

ganic solvent mixtures ranged between 10 and
100%. The use of methanol resulted in the fastest
elution, the speed of which increased by increas-
ing its content in the solvent, therefore, pure
methanol was selected in order to achieve a com-
plete and fast (1 min) regeneration of the sensor.
The pH of the samples was not critical (signals
were found to be constant in the pH range of
1.0–12.0 for CF and AAP and 1.0–9.0 for DMH)
because of the partial dispersion of the sample
plug (600 ml) in the carrier stream. Therefore, it
was not necessary to buffer the samples before
injecting them into the flow system eliminating
any sample pre-treatment.

3.1.3. FIA 6ariables
The effects of the sample volume and the flow

rate were studied. Decreased flow rates resulted,
as expected, in increased residence times and in-
creased peak heights, indicating that the adsorp-
tion of the analytes was not instantaneous. A
flow-rate of 1.2 ml min−1 was selected. Increasing
sample volumes yielded increasing analytical sig-
nals and residence times, as a result of the larger
amount of analyte retained. This fact makes it
possible to select the most appropriate volume of
sample taking into consideration the concentra-
tion of the samples that are going to be analyzed.
A volume of 600 ml was chosen. The length of the
transport system between the injection valve and
the flow cell was kept as short as possible because
of the absence of a derivatization reaction.

3.2. PLS treatment of spectrophotometric data

UV absorbance data from a calibration set of
26 standard samples (see Table 1) were taken
between 245 and 310 nm (at data intervals of 0.35
nm) during the retention–elution process. In or-
der to select the optimum time for PLS resolution,
six matrices at different measurement times were
optimized. Hence, the absorption spectra of 26
standard samples, at six different time values,
were used to optimize six calibration matrices
(designated in Table 2 as matrices 1, 2, 3, 4, 5, 6).
The upper and lower limits of the studied concen-
trations used for the calibration matrices were
established within the linear range for each indi-

Fig. 4. Effect of the pH on the carrier solution on sensor
response (0.1 cm optical path length). Signals at t=2.33 min
after injecting the sample. (1) Caffeine (CF) (3 mg ml−1,
lmax=275 nm), (2) dimenhidrinate (DMH) (5 mg ml−1,
lmax=280), and (3) acetaminophen (AAP) (40 mg ml−1,
lmax=250).
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Table 2
Statistical parameters

MatrixTime (min) Caffeine Dimenhydrinate Acetaminophen

No. Fact R2 RMSD REP AIC No. Fact R2 RMSD REP AIC No. Fact R2 RMSD REP AIC

1.75 1 5 0.7283 0.8781 47.6 3.240 4 0.5113 1.5400 57.2 30.46 1 0.8932 4.509 30.1 80.31

2 4 0.9360 0.3788 25.7 −42.57 4 0.96501.92 0.4205 15.2 −37.92 9 0.9916 1.506 10.5 39.31

3 7 0.9472 0.3765 21.6 −36.93 6 0.9244 0.5773 23.3 −16.56 8 0.9707 2.274 17.4 58.712.08

4 5 0.9777 0.1975 12.7 −74.35 7 0.95302.33 0.4471 20.2 −27.86 4 0.9453 2.892 21.6 63.21

2.50 5 7 0.9964 0.1007 5.98 −105.7 7 0.9962 0.1403 5.51 −87.71 4 0.6200 9.101 60.7 122.8

6 6 0.9709 0.2812 16.1 −53.99 6 0.86872.75 0.8247 30.0 1.871 2 0.4331 10.687 71.2 127.2
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vidual component and in order to include the
maximum and minimum levels and ratios for
these three active principles in the most common
commercially available pharmaceuticals. The
model was mean centered and PLS calibration
carried out using PLS-1.

To select the number of factors, in order to
model the system without overfitting the concen-
tration data, a cross-validation method, leaving
out one sample at a time, was used [11]. Cross-
validation consists of systematically removing one
of the observations in turn and using the remain-
ing observations for construction of latent factors
and their regression. The predicted concentrations
were compared with the known concentrations of
the compounds in each sample and the prediction
error sum of squares (PRESS) was calculated.
This parameter is a measurement of how well a
particular model fits the concentration data. The
PRESS was calculated in the same manner each
time adding a new factor to the model. The
maximum number of factor used was selected at
14 (half of the number of standards plus 1). To
select the optimum number of factors, the crite-
rion of Haaland and Thomas was taken into
account [12]. According to this, rather than the
selection of the model which yields a minimum in
PRESS that usually leads to some overfitting, the
model to be selected is the one with a minimum
number of factors that provides a PRESS value
not significantly greater than the minimum one.
Haaland and Thomas empirically determined that
an F-ratio probability of 0.75 was a good choice.
So the number of factors for the first PRESS
value showing an F-ratio probability below 0.75
was selected as the optimum for each matrix at
each different time value. The statistical results
obtained for all the matrices are summarized in
Table 2. The values of the root mean square
difference (RMSD) (1), the relative error of pre-
diction (REP), which is the square root of the
mean square of the error in the prediction for
each component, expressed as a percentage of the
mean of the true concentrations (2), the determi-
nation coefficient (D) (3) and the Akaike informa-
tion criterion (AIC) (4) are included in order to
give an indication both of the average error in the
analysis and the quality of fit of all data to a

straight line, for each component. The most suit-
able model is the one which gives the lowest value
of both the AIC and RMSD, thus matrix 2 (1.92
min after injection) must be used for AAP calibra-
tion and matrix 5 (2.5 min after injection) must be
used in the case of CF and DMH.

RMSD=
�1

n
%
n

1=1

(ĉi−ci)2n0.5

(1)

REP (%)=
100

c̄
�1

n
%
n

i−1

(ĉi−ci)2n0.5

(2)

D=
%
n

i=1

(ĉi− c̄i)2

%
n

i=1

(ci− c̄i)2

(3)

AIC=n ln
RSC

n
+2m (4)

where n is the total number of samples in the set,
ĉi is the true concentration of the analyte in the
sample i, ci represents the estimated concentration
of the analyte in the sample i, c̄ is the mean of the
true concentrations in the set, m is the number of
parameters (factors) and RSC is sum of squared
residual.

It can be observed that the best simultaneous D
and REP values are obtained from matrix 2 for
AAP whereas CF and DMH can be predicted
with REP values about 5% and a good linear
correlation coefficient by using matrix 5. So the
best results for AAP are obtained when it begins
to be eluted from the solid support, meanwhile
the best results for the other analytes are found
when AAP is rather completely desorbed. It was
not possible to quantify the three analytes by
using only one of the matrices with acceptable
REP values for all of them, therefore, it is neces-
sary to use two different calibration matrices. It
must be emphasized that it does not mean that
two different experiments had to be done but
spectra at two time values recorded with only one
injection of the sample had to be selected in order
to build the two matrices.

In Table 2 the optimum number of factors for
each component and matrix is shown. For the
matrices that are going to be used in prediction of
real samples, seven latent variables were used in
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Table 3
Validation seta

Caffeine Dimenhydrinate AcetaminophenSample

Cfound Rec9s (%)Cadded Cfound Rec9s (%) Cadded Cfound Rec9s (%) Cadded

15.415.0 1039131 1.50 103921.53 10293 1.00 1.03
9697 20.0 18.12 91922.00 2.01 10092 2.50 2.40

1209336.030.03 1.50 103911.44 9695 1.50 1.56
11391 15.0 14.14 4.00 3.92 949129892 3.00 3.41

40.0 42.05 1.00 1.14 11492 2.00 1.89 9492 10592
−0.34–6 –2.00 –1.90 9592 – −0.07

30.0 30.37 – −0.03 – – −0.06 – 10192
1029715.415.08 – 8591−0.06 – 3.00 2.54

10591 20.0 21.19 111972.50 2.37 9594 1.50 1.58
31.7 1069210 30.04.00 103933.80 9592 0.50 0.52

10693 30.0 27.311 1.50 1.60 9496 2.50 91942.66
15.0 15.712 0.75 0.71 9493 4.00 3.85 9692 10593

32.230.013 107933.00 95943.09 10393 1.00 0.95
25.0 24.314 0.50 0.53 10695 5.00 4.83 9793 9793

919336.540.015 1.00 105940.97 9792 1.00 1.05
10293 – 0.3316 –2.00 1.90 9593 2.00 2.03

1059226.325.017 3.50 109933.17 9195 2.50 2.73
10995 15.0 16.518 0.75 0.77 10391 110961.00 1.09

1069242.540.019 0.50 106930.44 8894 3.00 3.17
9993 25.0 28.0 1129620 3.00 3.14 10594 1.50 1.48

a Cadded, concentration added expressed as mg ml−1; Cfound, concentration found. Values are mean of tree independent
determinations expressed as mg ml−1. Rec9s (%), mean percentage of recovery9S.D.

modeling both CF and DMH while nine of them
were used in modeling AAP. If the three compo-
nents system were linear, only three latent vari-
ables would be required. However, the retention
onto a solid support can cause the appearance of
nonlinear effects, as well as differences both in the
intensity of light scattered by the solid support
and in compactness. As reported by other authors
[13–15], linear calibration techniques like PCR
and PLS can give good approximations to non
linearity by incorporating extra factors in the
calibration model.

3.2.1. Validation set
In order to test the performance of the pro-

posed method, it was applied to the determination
of artificial mixtures containing various concen-
trations of the three compounds. A set of 20
synthetic mixtures was predicted by using the
selected matrices (matrix 2 for AAP and matrix 5
for CF and DMH). Results are summarized in
Table 3. As can be seen, the amounts added and

found were consistent and the relative standard
deviations low. Higher errors of prediction are
found for AAP probably due to the lower repro-
ducibility of data taken in its elution step. The
results are excellent considering not only the spec-
tral overlapping but also the 10-fold difference
between the concentrations of AAP and the other
two analytes.

3.3. Applications

The proposed sensing system has been used in
the simultaneous determination of the three ana-
lytes in commercially available pharmaceutical
formulations with different proportions of these
active principles (most of them are binary mix-
tures, a ternary mixture and an individual compo-
nent sample were included). The results obtained
and the percentage of recovery with respect to the
contents reported by the manufacturers are shown
in Table 4. All the constituents were predicted
with acceptable errors. The highest errors were
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Table 4
Analytical applicationsa

AcetaminophenDimenhydrinatePharmaceutical Caffeine

Cfound Cfound Rec9s (%)Rec9s (%)Cfound Rec9s (%)

10596 –‘Cinfamar Infantil’ – – –26.2
––10398‘Cinfamar Cafeı́na’ 51.754.2 10897

10993 –‘Biodramina C’ 53.3 10798 54.3 –
7794 –‘Salvarina’ 43.1 8692 11.6 –

5188993 10598‘Saldeva Forte’ 13.445.9 9292
– – 556 11195‘Analgilasa’ 26.5 8995

a Nominal contents of pharmaceuticals (per component): ‘Cinfamar Infantil’ (dimenhydrinate 25 mg); ‘Cinfamar Cafeı́na’
(dimenhydrinate 50 mg, caffeine 50 mg); ‘Biodramina C’ (dimenhydrinate 50 mg, caffeine 50 mg, pyridoxine HCl 15 mg); ‘Salvarina’
(ibuprophen 200 mg, caffeine 50 mg, dimenhydrinate 15 mg); ‘Saldeva forte’ (acetaminophen 500 mg, caffeine 50 mg, dimenhydri-
nate 15 mg); ‘Analgilasa’ (acetaminophen 500 mg, caffeine 50 mg, codeine phosphate 10 mg). Results are mean of three independent
determinations. Cfound, concentration found in mg per component. Rec9s (%), mean of percentage of recovery9S.D.

about 10% (tolerance level established in the USP
Pharmacopeia for this type of drug [16]). Al-
though the relative prediction errors are higher
than those obtained with the validation set, this is
a good prediction if we take into account the
absence, in the calibration standards, of a com-
pensation involving the presence of excipients and
active principles which are present in some of the
formulations. Hence, the high error of prediction
for DMH in ‘Salvarina’ can be attributed perhaps
to the great amount of ibuprophen, in fact, due to
this reason the determination would not have
been possible in the absence of the solid support,
as ibuprophen is much more weakly retained than
CF and DMH. Additionally, the method provides
accurate and precise results in a wide range of
concentrations which varies from 15 mg/U of
DMH to 500 mg/U of AAP.

4. Conclusions

The integrated PLS spectrophotometric multi-
sensor developed for the simultaneous determina-
tion of CF, DMH and AAP offers interesting
features such as simplicity, sensitivity, low cost
and flexibility. The solid support placed in the
flow cell acts both on increasing the sensitivity (in
a selective way depending on the analyte) and
selectivity of the detection. Thus, the discrimina-
tion is made by the features of the detector, the

chemometric PLS approach used for data treat-
ment and the capability of the solid support to
reveal different retention–elution kinetic behav-
iors of the analytes. This is the first spectrophoto-
metric sensing device combining this feature.
Moreover the proposed procedure is very fast,
requiring only the dissolution of the samples in
water and filtration before injecting them into the
flow system.
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Abstract

The voltammetric method of Cr(VI) determinations in the flow system, based on the combination of selective
accumulation of the product of Cr(VI) reduction on HMDE and a very sensitive method of chromium determination
in the presence of bipyridine [Z. Gao K.S. Siow, Electroanalysis 8 (1996) 602] is proposed. The calibration graphs
were linear from 3×10−9 to 3×10−8 and from 5×10−10 to 5×10−9 mol l−1 for accumulation times 120 and 600
s, respectively. The relative standard deviation (R.S.D.) was 6.5% (n=5) for Cr(VI) concentration 1×10−8 mol l−1

and the accumulation time 120 s. The influence of foreign ions commonly present in water samples is presented.
Validation of the method was made by comparison of the results of analyses of tap water by another electrochemical
method and by recovery test for river and mineral water. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Chromium speciation; Voltammetry; Water; Flow system

1. Introduction

The hexavalent chromium is about 100–1000
times more toxic than the trivalent [1], so the
methods for differentiation between these two
states are important in water analysis. A number
of voltammetric procedures for chromium deter-
mination with low detection limit have been re-
cently developed [2–10], but only some of them
can be used for Cr(VI) determination in the pres-
ence of Cr(III) [5–10]. Only the procedure pro-

posed by Turyan at al. [10] seems to be highly
selective and sensitive; however, it requires the
regeneration of the working electrode before each
measurement. In other procedures [5–9] the deter-
minations of Cr(VI) can be carried out only to
10–100-fold excess of Cr(III).

This paper presents the application of a voltam-
metric method of total chromium determination
[2] for determination of Cr(VI) in the presence of
a large excess of Cr(III) ions. The method is based
on selective accumulation of the product of
Cr(VI) reduction in the form of Cr(OH)3 onto
HMDE, its complexation with bipyridine and
then reduction of the complex in the presence of
nitrite.

* Corresponding author. Fax: +48-81-533-3348.
E-mail address: mkorolcz@hermes.umcs.lublin.pl (M. Ko-

rolczuk)
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2. Experimental

2.1. Apparatus

Measurements were made with the use of an
EA 9 electrochemical analyzer and a static mer-
cury drop electrode both made by MTM Poland.
The schematic diagram of the flow cell used is
presented in Fig. 1. The volume of the cell was
about 0.5 ml. A HMDE with a surface area of 1.4
mm2 was used. All potentials reported are referred
to an Ag/AgCl electrode. The solutions were de-
livered to the cell from a constant headspace
reservoir elevated 0.5 m above the cell. The flow-
rates of each solution were about 18 ml min−1.

2.2. Reagents

A stock standard solution of Cr(VI) (0.01 mol
l−1) was prepared by dissolving K2CrO4 in water.
A standard solution of Cr(III) (0.01 mol l−1) was
prepared by dissolving CrCl3·6 H2O in 0.5 mol
l−1 HCl. A 0.01 mol l−1 stock solution of 2,2-
bipyridine was prepared by dissolving the reagent
in absolute ethanol. A 0.2 mol l−1 CH3COONa/
CH3COOH buffer (pH 4.5) was prepared from
reagent grade CH3COOH and NaOH. Triply dis-
tilled water was used throughout.

2.3. Procedure

Each measurement consisted of three steps:
� selective accumulation of the product of Cr(VI)

reduction in the form of Cr(OH)3 onto the
HMDE;

� washing of the cell; and
� complexation of the product of Cr(VI) reduc-

tion by bipyridine and then reduction of the
complex.
The standard measuring procedure was as fol-

lows: the flow of 0.002 mol l−1 acetate buffer of
pH 4.5 containing 2×10−3 mol l−1 Al(III) and
3×10−8 mol l−1 K2CrO4 was directed into the
electrochemical cell and the accumulation of the
product of Cr(VI) reduction onto the mercury
drop was carried out within 120 s at −0.25 V.
Then the potential was changed to −0.6 V and
the cell was washed with the 0.001 mol l−1 acetate

buffer within 120 s. Next the complexing solution
0.1 mol l−1 NaNO2+0.1 mol l−1 NH4Cl+5×
10−6 mol l−1 EDTA+5×10−6 mol l−1

bipyridine+NH4OH (pH 9.3) was directed into
the cell within 30 s. Then the potential was
changed to −1.0 V and after an equilibration
time of 15 s the differential pulse voltammogram
was recorded, while the potential was scanned to
−1.45 V. The scan rate of 50 mV s−1 and the
pulse height 50 mV were chosen. During the
accumulation and the washing steps the solutions
were stirred. The oxygen from the complexing
solution was removed by passing pure nitrogen
through the solution in the reservoir all the time
as the measurements were performed. After each
measurement the flow of the 0.001 mol l−1 ac-
etate buffer was started for at least 60 s before the
next measurement. The blank voltammogram was
obtained according to the above procedure,
though using triply distilled water as a sample.

2.4. Sample preparation

Transfer 80 ml of river or mineral water or 50
ml of tap water into a 100 ml volumetric flask and
add 1.6 ml 0.125 mol l−1 NH4Al(SO4)2. Then add
1 ml acetate buffer and make to mark with triply
distilled water.

3. Results and discussion

The procedure of Cr(VI) determination pre-
sented in this paper is based on the combination

Fig. 1. A schematic diagram of the flow cell used for Cr(VI)
determination. (A) and (b) front and side view, respectively. 1,
HMDE; 2, Ag/AgCl electrode; 3, Pt electrode; 4, magnetic
stirring bar.
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of selective accumulation of the product of Cr(VI)
reduction in the form of Cr(OH)3 on HMDE and
a voltammetric method of total chromium deter-
mination in the presence of bipyridine [2]. The
voltammetric procedure described in paper [2]
with a very low detection limit 20 pmol l−1 has
not been used to distinguish between chromium
species. Because the chromium species show dif-
ferent toxicity it was decided to adapt this method
to selective determination of Cr(VI) in the pres-
ence of excess of Cr(III). For minimisation of
interferences from Cr(III) and other ions the mea-
surements were performed in a flow system. In
this system the substances present in the sample
which can potentially interfere are removed from
the electrochemical cell before the detection step.

3.1. Cyclic 6oltammetry

To explain the mechanism of the catalytic pro-
cess the cyclic voltammetric experiments were per-
formed following the accumulation within 60 s at
potential −1.0 V from quiescent solutions. Am-
monium buffer concentration in these experiments
was 0.003 mol l−1, because at higher concentra-
tions the catalytic peak of chromium is over-
lapped by a peak of bipyridine reduction. In this
buffer, bipyridine is reduced, with the peak at
potential −1.34 V forming on the voltammogram
(Fig. 2a). On the cyclic voltammogram from a
solution containing bipyridine and Cr(VI) ions
(Fig. 2b) a new cathodic peak appears at potential
−1.44 V and an anodic one at −1.38 V. The
appearance of these new peaks can be explained
in the following way. During the accumulation
period at −1.0 V, Cr(VI) ions are reduced to
Cr(III) and in the presence of bipyridine the
Cr(III)-bipyridine (Cr(III)-By) complex is formed.
As shown in the paper [2], this complex is ad-
sorbed on the electrode. Then during the negative
direction scan the complex is reduced to Cr(II)-By
and a corresponding peak at −1.44 V is observed
on the voltammogram. When the direction of the
polarisation scan is changed the Cr(II)-By com-
plex is oxidised to Cr(III)-By and an anodic peak
is formed. Such explanation of the reduction–oxi-
dation process is confirmed by the voltammogram
presented in Fig. 2c. In this case after the cathodic

Fig. 2. Cyclic voltammograms following accumulation within
60 s at potential −1.0 V from quiescent solutions: (a) 0.003
mol l−1 NH4Cl+NH4OH (pH 9.2)+1×10−5 mol l−1

bipyridine; (b) as (a)+1×10−6 mol l−1 K2CrO4; (c) as (b)
but the potential was stopped for 30 s at −1.53 V after the
cathodic scan; (d) as (b)+5×10−4 mol l−1 NaNO2; (e) as
(b)+1×10−3 mol l−1 NaNO2. Scan rate 200 mV s−1.

scan the potential was stopped for 30 s and then
the anodic part of the voltammogram was
recorded. The absence of the anodic peak can be
explained by diffusion of Cr(II)-By complex into
the bulk of the solution (the reduction product of
Cr(III)-By complex as shown in [2] is not ad-
sorbed at the mercury electrode). The concentra-
tion of Cr(II)-By on the electrode is limited by
diffusion of Cr(VI) ions to the electrode. Because
the concentration of Cr(VI) in the solution is low,
the anodic peak is not observed on the voltam-
mogram. The absence of the anodic peak on the
voltammogram also confirms that Cr(III)-By is
not reduced to metallic chromium, because in
such a case the anodic peak should increase as a
result of the accumulation process. The addition
of nitrites to the solution containing Cr(VI) and
bipyridine causes the increase of the current in the
potential range corresponding to Cr(III)-By re-
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duction (Fig. 2d, e). This increase of current can
be explained by the following cyclic reactions:

Cr(III)-By�Cr(II)-By

Cr(II)-By+NO2
−�Cr(III)-By

It must be stated that in the absence of
chromium the nitrites are not reduced on the
electrode at this potential range. Probably, in the
catalytic process complexes containing not only
bipyridine but also ammonia ligands react with
nitrites, because the concentration of ammonia
influences the current of the chromium peak.

3.2. Effect of composition and pH of the
supporting electrolyte

For selective accumulation of the product of
Cr(VI) reduction in the form of Cr(OH)3 onto the
mercury film electrode Vidal et al. [11] proposed
the acetate/acetic acid buffer as the supporting
electrolyte and the accumulation potential −0.3
V versus SCE. The preliminary experiments show
that the acetate buffer of pH 4.5 and the accumu-
lation potential −0.25 V are suitable for selective
accumulation of the product of Cr(VI) reduction
onto the HMDE. At these conditions only the
Cr(III) ions generated on the electrode are accu-
mulated on its surface, while the Cr(III) ions
present in the solution are accumulated with very
low efficiency. It may be explained by different
adsorption properties of Cr(III) compounds
formed from the ions generated on the electrode
and those present in the solution. Different reac-
tivity of these two forms of Cr(III) are known [5].
To confirm such hypothesis, experiments were
carried out according to the proposed procedure
but with an additional washing step after the
accumulation period. In this washing step the
acetate buffer containing 1×10−8 mol l−1 of
Cr(III) was used. The concentration of Cr(III) in
this solution was equal to Cr(VI) concentration
used in the accumulation step. It was observed
that the peak of chromium decreased three times
and nearly disappeared after the introduction of
the washing periods of 20 and 40 min, respec-
tively. During such a long washing time the form
of accumulated Cr(III) changes, desorption of

accumulated Cr(III) proceeds and as a conse-
quence the peak of chromium decreases. It was
found that under chosen conditions of accumula-
tion, the Cr(III) ions do not give any response up
to the concentration of 1×10−6 mol l−1. At
higher concentrations Cr(III) ions interfere as
shown in Fig. 3b. The interference can be mini-
mized by the addition of NH4Al(SO4)2 to the
sample solution (Fig. 3a) so the determinations of
Cr(VI) can be carried out even at Cr(III) concen-
trations exceeding 1×10−6 mol l−1 although
small interference should be taken into account.
Al(III) was added to the concentration of 2×
10−3 mol l−1 although it did not influence the
Cr(VI) response up to the concentration 1×10−2

mol l−1. The change of acetate buffer from 0.001
to 0.004 mol l−1 as well as the pH of the solution
in the range from 3 to 5 does not influence the
current of the peak corresponding to Cr(VI). For
further measurements the pH 4.5 was chosen be-
cause at higher pH the coprecipitation of hydrox-
ide was observed.

3.3. Effect of the accumulation potential

The effect of the accumulation potential was
studied for both oxidation states of chromium
Cr(VI) and Cr(III) at concentrations 3×10−8

and 3×10−4 mol l−1, respectively. The accumu-

Fig. 3. Comparison of Cr(III) interference in the presence (a)
and absence (b) of Al(III). Accumulation time 120 s.
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Fig. 4. Effect of the accumulation potential on the Cr(VI) (a)
and Cr(III) (b) peak. Accumulation time 120 s. Concentrations
of Cr(VI) and Cr(III) were 3×10−8 and 3×10−4 mol l−1,
respectively.

Cr(VI) concentration (nmol l−1), respectively.
The linear correlation coefficient r=0.997. The
relative standard deviations (R.S.D.) from the
five determinations were 9.2 and 6.5% for Cr(VI)
concentrations 3×10−9 and 1×10−8 mol l−1,
respectively. The calibration graph for accumula-
tion time of 600 s was linear from 5×10−10 to
5×10−9 mol l−1 and obeyed equation y=
167x+4 (r=0.999). Fig. 5 shows the differential
pulse voltammograms for the blank and for
spiked distilled water samples. Fig. 4a shows that
even when Cr(VI) ions were not added to the
sample solution the peak on the voltammogram
was observed. Gao et al. [2] also reported the
presence of the peak for blank solution in the
course of chromium determination in the pres-
ence of bipyridine, and concluded that the detec-
tion limit of the method is limited by the
impurities of chromium in the supporting elec-
trolyte. The experiments carried out at different
concentrations of the ammonia buffer indicate
that the peak in the blank corresponds to
bipyridine reduction. The peak is not influenced
by the buffer concentration while the peak of
chromium increases as the buffer concentration
increases from 3×10−3 to 0.1 mol l−1. In the
course of analyses of samples containing Cr(VI)
performed at the buffer concentration of 3×
10−3 mol l−1 two peaks were observed on the
voltammogram. The first one at potential −1.3
V, which increases linearly as the concentration
of bipyridine increases and is not influenced by
Cr(VI) concentration, corresponds to bipyridine
reduction. The second one at potential −1.34 V
is linearly dependent on the chromium concen-
tration. The above results show that the lower
peak in the blank can be obtained only if the
concentration of bipyridine is lower. However,
the decrease in the bipyridine concentration also
causes the decrease of the chromium peak, so the
bipyridine concentration of 5×10−6 mol l−1

was used as proposed in the original paper for
total chromium determination [2].

The limit of detection estimated from (3s) for
low concentrations of Cr(VI) was about 1×
10−9 and 2×10−10 mol l−1 for accumulation
times 120 and 600 s, respectively.

lation potential was changed from +0.2 to −
0.65 V. The results are presented in Fig. 4.
On the basis of the result obtained in further
measurements the potential −0.25 V was
chosen.

3.4. Effect of the accumulation time

The current of the peak increases linearly with
the accumulation time to 180 and 600 s for
Cr(VI) concentrations 3×10−8 and 3×10−9

mol l−1, respectively.

3.5. Effect of the complexation time

The equilibration time of 15 s is sufficient for
complexation of the accumulated product of
Cr(VI) reduction by bipyridine.

3.6. Calibration graph

The calibration graph for accumulation time
of 120 s was linear from 3×10−9 to 3×10−8

mol l−1 and obeyed equation y=30.4x+17,
where y and x are peak current (nA) and
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3.7. Effect of foreign ions

The influence of foreign ions on the determina-
tion of Cr(VI) was studied using fixed concentra-
tion of Cr(VI), 1.5×10−8 mol l−1 and the
accumulation time 120 s. The addition of Cr(III)
up to the concentration 1×10−6 mol l−1 does
not influence the current of the peak correspond-
ing to Cr(VI). Further results showed that at least
103-fold amounts of Zn2+, Pb2+, Fe3+, Ni2+,
Mn2+, MnO4

−, Cd2+; 102-fold amounts of Cu2+,
Co2+, VO3

−, MoO4
2− do not interfere. The addi-

tion of MgSO4 or CaCl2 at concentration 0.01
mol l−1 also does not influence the current of the
peak. The influence of surface active substances
was studied using Triton X-100. It was found that
the addition of Triton X-100 at the concentration
0.2 mg l−1 causes about 22% decrease of the
peak.

3.8. Analytical applications

The procedure proposed was applied to Cr(VI)
determination in tap water from Chel*m (industrial

area). The result obtained was 8.6 nmol l−1 and
R.S.D. 5.7% (n=3), while the analyses performed
by another voltammetric procedure [5] give the
result 8.9 nmol l−1 and R.S.D. 4.5% (n=3).
Analyses of tap water samples spiked additionally
with Cr(III) to the concentration 1×10−6 mol
l−1 performed by the proposed method give the
same result, while the DTPA method in such
conditions give the result about three times
higher. Recovery studies with Cr(VI) and/or
Cr(III) spiked river and mineral water samples
yielded recoveries ranging from 93 to 113% as
shown in Table 1. Agreement between the results
obtained by the proposed procedure with that
obtained by DTPA method for tap water and
acceptable recoveries for river and mineral water
shows that the proposed procedure can be used
for determination of Cr(VI) in natural water sam-
ples. The results show that the proposed proce-
dure allows for Cr(VI) determinations in the
presence of higher excess of Cr(III) than the com-
monly used DTPA procedure [5]. The detection
limit of the proposed procedure is about five times
higher than that of the DTPA method.

Fig. 5. The differential pulse voltammograms obtained after accumulation for 600 s from water samples: (a) triply distilled water;
(b) as (a)+5×10−10 mol l−1 Cr(VI); (c) as (a)+3×10−9 mol l−1.
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Table 1
Recovery tests for the Bystrzyca river and mineral water samples

Cr(VI) found R.S.D. (n=3)Sample Cr(III) added (nmolCr(VI) added Recovery of
Cr(VI) (%) (%)l−1)(nmol l−1) (nmol l−1)

7.41063.2–Bystrzyca river water 3
B1 –– 1000 –

3.4 1133 1000 10.2
959.5 5.2–10

5.510610 1000 10.6
8.3932.8Mineral water ‘Z: ywiec –3

Zdrój’
– 11 110 6.110
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Abstract

Cobalt-cyanometallate films electrochemically deposited on a platinum electrode were studied by cyclic voltamme-
try (CV), in-situ FTIR spectroelectrochemistry (FTIRs) and potential resolved XPS measurements. The experimental
results reveal that the CoHCF film on Pt electrode exists in two forms. The major form of the inner layer of the film
is (M+)2Co(II)Fe(II)(CN)6 where M+denotes a cationic counter ion, in which both the Fe2+and Co2+centers can
be oxidized to Fe3+and Co3+in the potential range of 0–1.0 V vs. Ag/AgCl in NaCl solution. The major form of
the outer layer is Co(II)2Fe(II)(CN)6, in which electrochemical reactions in this potential range are limited by kinetic
sluggishness. The FTIR and XPS spectra indicated that the Co centers change from high-spin state to low-spin state
accompanying the Co2+/Co3+oxidation reaction. In addition, the cations’ effect on electrochemical reactions of
CoHCF is also discussed. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Cobalt-cyanometallates; Cyclic voltammetry; FTIR; XPS; Platinum electrode

1. Introduction

A variety of chemically modified electrodes
(CME) have been studied for deliberation of con-
trolling the reactivity of the electrode/electrolyte
interface. One of these has made significant pro-
gress is for the polymer film coated electrodes

[1–8]. During the past decade, the mixed valence
heavy-metal hexacyanometallates, as one kind of
inorganic conducting polymers, have been paid
much attention due to their potential application
in electrocatalysis, electrochromism and electroan-
alytical applications etc. Among this kind of inor-
ganic polymeric material, Prussian Blue (PB) is
the first compound that raised electrochemists’
interest. The PB analogues, such as CoHCF
(cobalt-hexacyanoferrite), PdHCF, TiHCF etc.

* Corresponding author. Fax: +86-551-3631760.
E-mail address: xqlin@ustc.edu.cn (X. Qin Lin)
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[9–11], have also been electrochemically synthe-
sized. Studies that have been carried out indicate
that the electrochemical properties of CoHCF are
very similar to that of PB, and this compound has
many attractive applications in chemistry and
physics [12]. However, the studies showed very
different behavior on glassy carbon electrode
(GCE) [9], compared with that on wax-impreg-
nated graphite electrode (WIGE) [12]. For exam-
ple, on the GCE, CoHCF has only a set of redox
peaks at about 0.39 V which were assigned to the
Fe2+/Fe3+reaction [9], while on the CoHCF film
coated WIGE, two-step reactions were involved:
one was ascribed to the electrochemical reaction
of Co2+/Co3+at 0.38 V and the other to Fe2+/
Fe3+transition at 0.82 V [12].

It is possible that not only deposition condi-
tions and counter cations but also the electrode
materials can play important roles on the struc-
ture and properties of the prepared CoHCF
CMEs. CV (cyclic voltammetry) data alone is
obviously not enough for characterization of Co-
HCF modified electrodes with other substrates.
In-situ FTIRs (FTIR spectroelectrochemistry)
and ex-situ potential resolved XPS method can be
used along with the CV technique for this
investigation.

2. Experimental

Co(NO3)2 and NaCl (Beijing Chemical Factory,
Beijing), K3Fe(CN)6 and K4Fe(CN)6 3H2O
(Shanghai Reagent Cooperation, Shanghai) and
other chemicals were of certified analytical grade
and employed as received. All solutions were pre-
pared with double distilled water.

Electrochemical measurements were performed
using a CH Instrument Model 630 Electrochemi-
cal Analyzer. In-situ FTIR measurements were
conducted using a Nicolet 520 FTIR Spectrome-
ter with a DTGS detector. The external reflec-
tance system was constructed from a variable
angle specular reflectance attachment (Spectra
Tech.). All spectra were displayed in units of
DR/R [13]. The FTIR spectroelectrochemical thin
layer cell is a self-constructed three-electrode cell
with a CaF2 window against the flat surface of the

Pt disk working electrode (9.6 mm in diameter).
The liquid path length of the IR cell is about 1
mm depending on the treatment of the electrode
surface. A KCl saturated Ag/AgCl electrode was
used as the reference electrode.

Prior to each film deposition, the Pt working
electrode was polished to a mirror-like surface
using alumina paste of 1.0, 0.3, and 0.05 mm
successively, followed by dipping the electrode
into alcohol, acetone, and 0.05 M HCl succes-
sively for 5 min. Then it was cleaned ultrasoni-
cally in water to remove any adherent particles.

CoHCF film was prepared by cycling the plat-
inum electrode between 0 and 1.0 V at 1000 mV/s
for 5–10 min in the solution containing 1 mM
Co(NO3)2+1 mM K3Fe(CN)6+1 M NaNO3.
After the deposition, the electrode was rinsed
thoroughly with water, and made ready for fur-
ther experiments.

XPS (X-ray photoelectron spectroscopy) was
performed using an ESCALAB-MK II instrument
(VG, UK) with a monochromatic Al Ka X-ray
source under 6.5×10−5 Pa pressure. The binding
energies were referenced to graphitic C1s (Eb=
284.6 eV). Element ratios were calculated from
the high-resolution XPS spectra. The platinum
plate substrate used for XPS detection was pre-
treated by quenching. CoHCF films were electro-
chemically deposited on this plate according to
the procedure described above.

3. Results and discussion

3.1. In-situ growth and cyclic 6oltammetry of the
CoHCF film on Pt electrode

Fig. 1 shows the cyclic voltammograms of the
Pt electrode cycling from 0.0 to 1.0 V in 1 mM
K3Fe(CN)6+1 mM Co(NO3)2+1 M NaNO3 so-
lution for 25 cycles.

At the beginning of the cycling, the redox peaks
of the K4[Fe(CN)6]/K3[Fe(CN)6] process appeared
at Em(1)=0.25 V. With increasing cyclic times,
two sets of redox peaks at Ems of about 0.5 and
0.94 V, respectively, emerged and became higher
and higher accompanied by a decrease of the
Em(1) peaks, which indicates the formation of
polymerized CoHCF film on the Pt electrode.
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The CV response of the prepared CoHCF�Pt
electrode placed in 1 M NaCl was similar to the
final CV curve shown in Fig. 1. Two sets of quite
symmetric peaks at Em(2)=0.44 V and Em(3)=
0.91 V can be observed. Comparing the results for
the CoHCF�GC electrode [9], the Em(2) can be
assigned to the Fe2+/Fe3+transition in the struc-
ture of Na2CoFe(CN)6. According to the struc-
ture of CoHCF and comparing the redox
potential of free and weakly complexed species of
Co2+/Co3+, the anodic peak of Em(3) at 0.91 V
should be due to the Co2+/Co3+transition.

Analysis shows that both the anodic and ca-
thodic peak current of Em(2) is proportional to
the scan rate up to 200 mV/s. This nature of
typical surface waves is consistent to the forma-
tion of surface-bonded thin films on this
electrode.

The surface coverage of the CoHCF film on the
Pt electrode can be calculated by using the follow-
ing equation [14]

ip=n2F2AG6/4RT

where 6 is the scan rate, A is the surface area of
the electrode, G is the surface coverage of the
redox moieties, and n, F, R, and T have their
usual significance. Accordingly, the surface charge

Fig. 2. Cyclic voltammogram of CoHCF�Pt electrode in 1.0 M
KCl solution at a scan rate of 100 mV/s.

estimated from these experiments corresponds to
ca. 10−5 C cm−2, and this works out at a G-value
of ca. 10−10 mol cm−2.

In the literature, the approximate upper limit
for the monolayer coverage is reported as 2×
10−9 mol cm−2 [15]. The much lower G-value in
our case indicates that only part of the surface
layer is electrochemically active.

The CoHCF microstructures, such as Prussian
Blue, are zeolitic and may act as molecular sieves.
So, it can be expected that the electrochemistry of
the CoHCF film is affected by the type of elec-
trolyte cations. Fig. 2 shows the CV of this pre-
pared CoHCF�Pt electrode in 1 M KCl solution.
Only one anodic peak appeared at 0.61 V, and the
corresponding cathodic peak appeared at 0.40 V.
This corresponds to the Fe2+/Fe3+transition at
Em(2)=0.50 V, and the 210 mV peak separation
indicates the irreversibility of this redox process.
The oxidation potential for the Co2+/Co3+transi-
tion shifts positively so that only a sloped anodic
baseline can be seen at potentials higher than 0.91
V; a small cathodic peak at 0.70 V may corre-
spond to the re-reduction reaction of the Em(3)
step.

The CV behavior of the CoHCF�Pt is more
reversible in NaCl solution than in KCl solution.
The CoHCF film can even be destroyed at poten-
tials more positive than 1.0 V in KCl solution.

Fig. 1. Accumulation of CoHCF film on Pt electrode by cyclic
voltammetry in 1 mM K3Fe(CN)6+1 mM Co(NO3)2+1 M
NaNO3 solution at 100 mV/s.
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The size of the CoHCF lattice should be reduced
or expanded upon oxidation or reduction due to
doping or di-doping process, similar to the case in
PB oxidation [18]. The smaller the size of the
cation, the smaller will be the distortion of the
lattice. This CoHCF�Pt electrode preference for
Na+may reflect the lower flexibility of the coated
CoHCF film.

3.2. In-situ FTIR spectroelectrochemistry

In order to study the surface structure and
reaction mechanism of the CoHCF�Pt electrode,
in-situ FTIRs investigation was carried out. Fig. 3
shows the potential resolved FTIR spectra of
CoHCF�Pt from 0.3 to 0.7 V in 1 M NaCl. The
spectra were normalized by the reference spec-
trum acquired at 0 V. An upward band appeared
at 2084 cm−1 and became stronger and stronger
with the potential shifting positively. This band
corresponds to the disappearance of

Fig. 4. In-situ FTIR spectra of CoHCF�Pt in 1 M NaCl.
Reference potential: 0.7 V. Sample potential (from top to
bottom): 0.75, 0.80, 0.85, 0.90, 1.0 V vs Ag/AgCl. Signal
averaging: 50 scans.

Fig. 3. In-situ FTIR spectra of CoHCF�Pt in 1 M NaCl.
Reference potential: 0 V. Sample potential (from top to bot-
tom): 0.3, 0.4, 0.5, 0.6, 0.7, 0.8 V vs Ag/AgCl. Signal averag-
ing: 100 scans.

Na2Co(II)Fe(II)(CN)6 during the oxidation and
can be ascribed to the vibrational mode of bridge-
bonded �C�N� in Co(II)�CN�Fe(II) structure [4].
At the same time, a downward band appeared at
2122 cm−1, corresponding to the vibrational
mode of bridge-bonded �C�N� in the
Co(II)�CN�Fe(III) structure. These two bands in-
dicate that the transition from Fe2+to Fe3+

occurred.
It is also shown in Fig. 3, with the potential

increasing from 0.3 to 0.7 V, both these upward
and downward bands have about 7 cm−1 blue-
shift. This shift may be caused by the Stark effect.

In-situ IR spectra of the electrochemical reac-
tion at Em(3) in NaCl solution are shown in Fig.
4. As seen in this figure, an upward band at 2137
cm−1 and a downward band at 2205 cm−1 ap-
peared when the electrode potential shifted from
0.70 to 1.0 V. Considering the 6(CN) at 2080
cm−1 for Fe(II)�CN�Fe(III) and 2167 cm−1 for
Fe(III)�CN�Fe(III) in PB�Pt electrode [17], about
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45 cm−1 blue shifts resulted for the Co(II/
III)�CN�Fe(III) structure. This suggests that the
Co(III) and Co(II) centers attract electrons from
the coordinated N�C more strongly than the
Fe(III) and Fe(II) do.

The interactions between transition metal�CN
bond can be described in terms of s-bonding and
p-bonding mechanisms [20]. Co3+tends to be in a
low-spin state with the highest outer electron dis-
tribution [21]. The two empty d orbitals
are ready to accept electrons from CN− forming
a strong s bonding between Co3+and C�N.
However, the Fe3+in PB should be in a high spin
state with the highest outer electron distribution

with no empty d orbital, and making the
s bond of Fe3+�CN− weaker. This is probably
the main reason why the vibration frequency of
C)N is so high in Co�NC�Fe. This is also incon-
sistent with the report [19] that the higher the
ionization energy of transition metal connected to
CN, the higher the 6(CN). The third ionization
energy is 3232 KJ/mol for Co3+, and 2957.4
KJ/mol for Fe3+[22].

In-situ FTIR spectra of CoHCF�Pt in 1 M
KCl are shown in Fig. 5; an upward band at
2109 cm−1 and a downward band at 2142
cm−1 appeared during the first oxidation step.
These two bands can be assigned to the vibra-
tion modes of bridge-bonded CN group in
Co(II)�CN�Fe(II) and Co(II)�CN�Fe(III), re-
spectively. In comparison with the spectra in
NaCl, about 14 cm−1 blue shifts result in KCl
electrolyte.

The square opening or hole in the face of the
cube lattice is smaller than the cube center [9].
So that, even if the doping cation should par-
tially take off its hydrated shell before penetrat-
ing into the lattice, the hydrated shell may be
reformed after entering. In this way, only small
enthalpy and entropy changes are needed for the
doping and di-doping processes. The small ra-
dius of naked Na+ion makes it easy to pene-
trate into the lattice; however the larger radius
of hydrated Na+makes the lattice expand which
reduces the bond strength of CN and its vibra-
tion frequency.

3.3. XPS analysis of the CoHCF�Pt electrode

Although the electrochemical behavior of Co-
HCF has been well studied, no XPS data were
reported in the previous literature. We employed
XPS as a surface technique to investigate the film
structure of the CoHCF�Pt electrode in 1 M NaCl
solution at different potentials. Analyses of XPS
spectra are shown in Table 1.

As seen in this table, the expected signals of Co,
Fe, Na and N from CoHCF film were observed in
the XPS spectra, which demonstrate that the Co-
HCF film had been deposited on the Pt surface. It
was noted that when the potential changed from 0
to 0.75 V, DBE(2p3/2−2p1/2) was reduced by a
small amount and the binding energy of Co2p3/2

increased to 782.6 eV. From the XPS spectra, it
was found that the band width of Co2p3/2 was
also reduced. However, these changes in binding
energy are not statistically significant since the
uncertainty of the XPS measurements is 90.2 eV.

Fig. 5. In-situ FTIR spectra of CoHCF�Pt in 1 M KCl.
Reference potential: 0 V. Sample potential (from top to bot-
tom): 0.45, 0.5, 0.55, 0.6, 0.65, 0.7, 0.8, 0.9 V vs Ag/AgCl.
Signal averaging: 50 scans.
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Table 1
XPS data for CoHCF modified electrode in 1 M NaCl

Binding energy (90.2 eV)Sample

Na1s Co:Fe N:NaCo2p3/2 N1sDBE(2p3/2−2p1/2) Fe2p3/2

– – –K3Fe(CN)6 powder – –– 709.6
Co(NO3)2 powder 782.0

1071.6 397.8 1.87:1 2.2:1CoHCF�Pt at 0 V 782.0 15.4 708.5
24:11.55:1398.1CoHCF�Pt at 0.75 V 1071.5782.6 15.2 708.4

1.77:1 20:1CoHCF�Pt at 1.1 V 782.4 15.0 708.3 1071.5 397.8

With the potential shifting from 0.75 to 1.1 V,
both the binding energy and DBE(2p3/2−2p1/2) of
the Co decreased and the band width increased,
indicating a transition of Co2+to Co3+. How-
ever, this is not in agreement with the case re-
ported in the literature that the Co center is
non-electroactive in the potential range from 0 to
1 V [16].

Interestingly, there are no XPS bands corre-
sponding to Fe3+centers even at 1.1 V indicating
that the outer layer of the CoHCF is electrochem-
ically inactive during the oxidation. According to
the study of PB [17], the porous and relative
random layer of Co(II)2Fe(II)(CN)6 may be
formed and become the major composition of the
outer layer. This outer shell could not be oxidized
or the electrochemical oxidation reaction is kineti-
cally very slow, possibly because the Co2+cations
in the lattice are not free from diffusion.

From the Co:Fe ratio of about 1.9 at 0 V and
1.8 at 1.1 V, the composition of the CoHCF film
can be estimated. Because the Co:Fe ratio for
Na2Co(II)Fe(II)(CN)6 is one and for
Co(II)2Fe(II)(CN)6 is two, it can be simply esti-
mated according to the XPS data that the
Co(II)2Fe(II)(CN)6 lattice should be the major
composition (90% at 0 V) in the outer layer of the
CoHCF film. This should be the reason why the
formal surface coverage value, G, calculated
above is about 20 times less than the expected
value of a monolayer coverage.

The N:Na ratio of 2.2 at 0 V is much lower
than the expected value of six for the composition
of 90% Co2Fe(CN)6+10% Na2Co(II)Fe(II)-
(CN)6. However, a NO3

− band at 407.3 eV was
observed in the XPS spectra at 0 V, indicating

that a certain amount of NO3
− was codeposited in

the CoHCF film, which should bring up the same
amount of Na+ions. The amount of Na+was
drastically reduced at potentials of 0.75 and 1.1 V,
which strongly supports the mechanism that the
Na+ions diffuse out of the film for charge balanc-
ing upon oxidation. The N:Na ratio of 24 at 0.75
V and 20 at 1.1 V, much larger than six, appar-
ently shows over balancing of the charge. It may
imply that the anion codeposition is important for
CoHCF film construction.

4. Conclusion

In comparison with the results obtained for
GCE [9] and WIGE [12], the electrode substrate
in contact with the electrochemically deposited
CoHCF film plays an important role in the film
structure and electrochemical property. The struc-
ture of CoHCF film on platinum electrode is
composed of two major structures,
Na2CoFe(CN)6 and Co2Fe(CN)6. The
Na2CoFe(CN)6 structure is formed in the inner
layer of the film and is electroactive for both the
Fe and Co centers in NaCl solution which is
similar to the case for WIGE [12]. However, our
investigation shows that the Em=0.44 V step is
attributed to the Fe2+/Fe3+and the Em=0.91 V
to the Co2+/Co3+reaction based on the in-situ
FTIRs detection. The major (ca. 90%)
Co2Fe(CN)6 structure is formed in the outer layer
of the film and its electrochemical activity is slug-
gish, which is well demonstrated by the ex-situ
potential resolved XPS detection. A significant
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amount of codeposited NO3
− anions exist in the

CoHCF film, which may play important an role
for the charge balancing process of the film upon
redox reactions.
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Abstract

A procedure was developed for the determination of cadmium in sewage sludge by differential pulse anodic
stripping voltammetry. A sodium peroxide fusion carried out in zirconium crucibles was found to give satisfactory
results, based on analysis of standard reference materials. Samples collected from the municipal sludge lagoon in Fort
Wayne, Indiana were found to have cadmium abundances ranging from 120 to 250 ppm, with most samples falling
in the 120 to 170 ppm range. Interference from zinc is easily eliminated by carrying out the deposition step at −0.95
V vs. Ag/AgCl. Lead-to-cadmium ratios as high as 50:1 (ppm basis) have no effect on the height of the cadmium
peak. © 1999 Published by Elsevier Science B.V. All rights reserved.

1. Introduction

The impetus for this work, begun as an under-
graduate research project, stemmed from two arti-
cles appearing in the Fort Wayne, Indiana
newspapers. The January 15, 1995 edition of the
Journal Gazette [1] described an operation carried
out by the U.S. Army in which germ-sized parti-
cles of zinc cadmium sulfide were dropped from
the air over Fort Wayne as a part of a top-secret
program studying biological warfare. The second
article appeared in the January 16, 1997 edition of
The News Sentinel [2] in which it was stated that
the cadmium levels of bio-solids in the sludge at
the Lake Avenue sludge lagoons exceeded the

limits set by the Indiana Department of Environ-
mental Management.

Sewage sludges contain some valuable re-
sources, such as nitrogen, phosphorus, and or-
ganic matter. Hence their use in both home
gardening and in agricultural applications is wide-
spread [3]. From a practical standpoint, the ability
to safely use municipal sewage sludge for home
gardening and other applications depends, at least
in part, on its lack of toxic chemicals, such as
cadmium. There is evidence that soil treated with
sewage sludge has resulted in cadmium being
taken up from the soil by food crops. Elevated Cd
concentrations (3–7- or 8-fold enhancement when
compared to normal crops) have been found in
lettuce, cabbage, spinach, carrots, potatoes,
wheat, corn, and soybeans grown in soils contain-
ing greater than 1 mg/kg of cadmium [4–10].

* Corresponding author. fax: +1-219-481-6070.
E-mail address: pacer@ipfw.edu (R.A. Pacer)
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(Peas, beans, and tomatoes, on the other hand,
tend not to accumulate cadmium [6]).

Is there a ‘typical’ or narrow range of cadmium
abundance in sewage sludge? Evidently not, given
the results of Jing and Logan [5], who examined
the trace element content of 17 different sludges,
and found a 30-fold variation in the total cad-
mium content of the sludges. The values fell into
three distinct groups: the Chicago sludge (227
ppm Cd); the Ashtabula, Elyria, Bellefontaine,
and Fremont sludges (34–140 ppm Cd); and the
remaining sludges (8–25 ppm Cd).

In what chemical form does cadmium exist in
sewage sludge? Theoretical considerations and in-
direct methods suggest that sludge Cd probably
exists as a combination of organically complexed
metal, adsorbed forms, and coprecipitates with
Fe, Al, and Ca solid phases [5]. As a result, plant
uptake of Cd is strongly dependent on pH (in-
verse correlation between plant uptake and soil
pH), temperature, chloride salinity, organic mat-
ter, and calcium concentration [8].

Turning next to the analysis of the sewage
sludge samples for cadmium, differential pulse
anodic stripping voltammetry (DPASV) is ideal
for determining heavy metals, such as zinc, cad-
mium, lead, and copper, routinely capable of
achieving detection limits down to the parts per
billion level. However, interelement interferences
are possible in DPASV. Thus it was necessary to
ensure that the specific DPASV procedure
adopted was free of interelement interferences as
well as free of matrix effects in general. This latter
concern is normally taken care of by a standard
addition procedure.

A major concern in any analytical procedure is
finding an optimum sample dissolution technique.
Wet ashing, dry ashing, and extraction techniques
[3,11–14] have been used for sewage sludge sam-
ples. Regulations in some countries often specify
an aqua regia treatment [13]. A total sample
digestion using oxidative acids followed by hy-
drofluoric acid treatment is too time-consuming
and regarded as unnecessary in providing a reli-
able estimate of important trace metal concentra-
tions [13]. Ackers et al. [14] report that metals
which are most readily released from the sample
matrix (Cu, Cd and Zn) give analytical results

with the greatest precision; and therefore for these
metals, the choice of digestion technique from
among a wide range used by participants in a
study appeared not to matter.

While Jenniss et al. [4] report that losses of
cadmium and lead greater than 10% can occur
when muffle furnace ignition is used on sludge
samples, Ritter [15] found no such problem with
using a dry-ashing method of preparing sewage
sludge for AAS analysis of cadmium, lead, and
other elements.

Among the dissolution techniques for sewage
sludge samples reported in the literature were a
CaCl2 extraction procedure, described by
Delschen and Werner [16]; a wet ashing procedure
given by Murphy [17]; and a sodium peroxide
fusion procedure as given by Kaye, Strebin, and
Nevissi [18]. Of the three, the sodium peroxide
fusion procedure was found to be most promising.
A comparison by us of the wet ashing and fusion
procedures found the latter to give better preci-
sion and to be much less time-consuming. Conse-
quently, it was decided to adopt the fusion
procedure, to modify it so as to ensure complete
oxidation of our actual samples, and to test it by
analyzing several NBS (now NIST) standard ref-
erence materials for cadmium. The fusion/
DPASV procedure was used to analyze several
actual municipal sewage sludge samples.

The results for these samples are given.

2. Experimental

2.1. Apparatus

An EG & G Princeton Applied Research
Model 174 A Polarographic Analyzer with a
Model RE0074 X–Y recorder and an EG & G
PARC Model 303 SMDE (static mercury drop
electrode) were used for all of the DPASV scans.

All pH measurements were made with an Orion
Research Model 701A/digital Ionalyzer, using a
combination electrode.

A Thermolyne Type 1500 furnace was used for
the initial fusion work.
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2.2. Reagents

Sodium peroxide, \93% ACS reagent, was
obtained from Aldrich Chemical Co., Inc.

Hydrochloric acid used was Baker ‘Instra-ana-
lyzed’ grade for trace metal analysis.

The zirconium crucibles used were new, pur-
chased from B-J Scientific Products, Inc.

The 0.50 M acetic acid/0.50 M sodium acetate
buffer was made from Baker ‘Instra-analyzed’
CH3CO2H and ACS reagent grade CH3CO2Na.
All other materials were of ACS reagent grade
quality.

2.3. Procedure

Samples of sewage sludge were collected from
the sludge lagoon located at 5510 Lake Avenue in
Fort Wayne, IN. Six samples were taken alto-
gether. The area where the sludge was located had
piles of sludge arranged in an almost horseshoe-
like formation. The sludge samples were collected
approximately three feet from each other around
the edge of the sludge piles. The samples were
labeled A, B, C, D, E, and F, respectively. The
order in which the samples were collected was
from left to right (while facing into the mouth of
the U-shape of the horseshoe-like formation).

Sludge samples C and D were used to evaluate
the wet ashing and Na2O2 fusion methods. This
preliminary work indicated that the fusion
method gave greater precision and required con-
siderably less time than the wet ashing procedure.
For the fusion procedure, 0.25 g samples of sludge
were mixed with 2.5 g of Na2O2 in a nickel
crucible and allowed to heat for 30 min in a
furnace which had been heated to 500°C. After
the crucibles cooled to room temperature, 6 M
HCl was used to extract the melt. However, in
some cases, a rather dark product resulted, indi-
cating that oxidation of the sample may have
been incomplete. A revised fusion procedure was
developed, as follows:

2.3.1. Fusion procedure

1. Weigh three zirconium crucibles (crucibles
were newly purchased for this work).

2. Subdivide Sludge Sample A by a mixing/con-
ing and quartering technique (sample is
ground in a mortar and pestle, mixed, piled
into a cone, after which the cone is quartered
and alternate quarters are discarded; the pro-
cess is repeated with the quarters retained
until a suitable-sized lab sample remains).

3. Weigh three :0.2 g samples (to 90.0001 g)
into Zr crucibles.

4. Add :2.0 g Na2O2 to each and mix
thoroughly.

5. Heat over a Bunsen burner for 10 min after
the mixture melts, with swirling, using the full
heat of the burner during this 10-min period.

6. After allowing the crucible to cool, a 2nd
fusion is carried out, this time using 1.0 g
Na2O2 and 5 min of full burner heating after
melting occurs.

7. To each crucible, :18 ml of 6 M Baker
‘Instra-Analyzed’ HCl was added, dropwise,
followed by quantitative transfer to a 250 ml
beaker.

8. Next, the pH of each solution was adjusted
to 4.0090.02 by the addition of solid sodium
acetate.

9. Each solution was then treated with 20.00 ml
of 0.50 M CH3CO2H/0.50 M CH3CO2Na
buffer, followed by volumetric dilution to
100.0 ml.

10. Blank solutions were prepared following this
same procedure.

Sewage Sludge Samples B, E, and F were
treated in exactly the same way. The triplicate
samples of each were designated by letter and
number, such as B-1, B-2 and B-3.

Each solution was then run by DPASV, using a
standard addition procedure. The following
parameters and conditions were used:

2.3.2. DPASV parameters
Initial EAPPLIED= −0.95 V vs. Ag/AgCl; rate,

10 mV/s; direction, + ; range, 1.5 V; operating
mode, differential pulse; modulation amplitude,
25 mV(PP); clock, 0.5 s; low pass filter, OFF;
mode, HDME; drop size, small; purge (N2) time,
4 min; sensitivity, 2 mA full-scale (adjusted as
needed to give peaks of reasonable height); sam-
ple size, 10.00 ml; spikes: three additions of 1.00
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ml each of 5.00 ppm Cd2+ (1.00 ppm Cd2+ when
spiking the blank).

In order to evaluate the method for possible bias,
two NBS (now NIST) standard reference materials
were analyzed by the above method: NBS Standard
Reference Material 1648, Urban Particulate Mat-
ter; and NBS Standard Reference Material 1645,
River Sediment.

Because SRM 1648 has a much higher abun-
dance of lead than the sewage sludge samples we
analyzed, a separate study was conducted to see if
high abundances of lead would have any effect on
the DPASV peak for cadmium. We looked at
solutions in which the Pb2+/Cd2+ ppm ratio varied
from 0 to 100 and observed the effect (if any) on
the current due to the Cd2+ peak.

3. Results and discussion

In developing the fusion procedure, it was noted
that the melt had a rather dark brown color, even
after heating the Zr crucible with the Na2O2/sewage
sludge mixture for 10 min at the full heat of a

Bunsen burner. Consequently, the second fusion
step was added (1.0 g Na2O2 additional, plus 5 min
of full heat). After cooling, the solidified material
had a pale yellow color.

After the dropwise addition of 6 M HCl, dilu-
tion, and transfer to a volumetric flask, the solution
was observed to be yellow in color, with a white,
flocculent solid settled out on the bottom (pre-
sumably silica).

The initial pH of the HCl solution of the melt was
:0.5. As NaC2H3O2 was added, the solution took
on an orange color when the pH rose above :3
(probably a hydroxy species of Fe(III)). No further
change in appearance was noted as the pH was
brought to 4.0090.02. (Blank solutions were all
colorless when their pH was similarly adjusted to
4.00).

If an initial EAPPLIED (vs. Ag/AgCl) of −1.20 V
is used for the deposition (pre-concentration) step
in the DPASV procedure, four distinct peaks may
be observed, as noted in Fig. 1, which shows the
results for Sample B-2. The peaks, from left to
right, are assigned (vs. Ag/AgCl) to:

Fig. 1. Analysis of sewage sludge sample B-2 by DPASV initial EAPPLIED= −1.20 V vs. Ag/AgCl.
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Fig. 2. Analysis of sewage sludge sample B-2 by DPASV initial EAPPLIED= −0.95 V vs. Ag/AgCl.

−1.13 VZn2+

−0.765 VCd2+

Pb2+ −0.575 V
−0.310 VCu2+

While the Zn2+ and Cd2+ peaks are well sepa-
rated, the much greater current due to the Zn2+

peak limits the current sensitivity setting which
may be used; a more sensitive setting would be

desirable to enhance the Cd2+ peak and minimize
uncertainties in measuring peak height. By using
an initial EAPPLIED of −0.95 V (vs. Ag/AgCl) for
the deposition step, the Zn2+ peak is eliminated.
This is shown in Fig. 2, which is a DPASV run at
−0.95 V for the same solution (B-2), but at a
5-fold greater sensitivity setting (2 mA full-scale
vs. 10 mA full-scale for Fig. 1). Note in Fig. 2 that
the Cd2+ and Pb2+ peaks are well-resolved, and
somewhat similar in height. This was typical of all
the sludge samples analyzed. Fig. 3 shows the
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results of the standard addition procedure, in
which Solution B-2 is spiked with three successive
500 ml portions of 5.00 ppm Cd2+ solution. Be-
fore plotting current vs. mg Cd2+ added, for the
standard addition procedure, all current values
were corrected for dilution and for the Cd2+

abundance in the blank. A typical calibration
curve is shown in Fig. 4.

Table 1 illustrates the nature of the calculations
carried out, using Sewage Sludge Sample A-1 as
typical. A linear least squares plot of current in

mA (corrected for dilution) vs. mg Cd2+ added to
the sample yielded an intercept of 0.57254 mA and
a slope of 0.177oo mA/mg Cd, with an RVAL of
0.99964.

Thus,

y=mx+b

0= (0.17700)x+0.57254

X= −3.235 mg Cd

and

Fig. 3. Standard addition spiking of sewage sludge sample B-2 with 500 ml portions of 5.00 ppm Cd2+.
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Fig. 4. Calibration curve for sewage sludge sample B-2.

Table 2
Results for sewage sludge samples analyzed

Sample SampleCd2+ (ppm) Cd2+

(ppm)

301E-1163A-1
199A-2 E-2 230

A-3 151 E-3 210
171A (ave) E (ave) 247

4825 sEsA

118B-1 F-1 139
115B-2 133 F-2
138F-3B-3 122
131B (ave) 124 F (ave)

14sB 8 sF

3.235 mg Cd
9.969 ml

X
100.0 ml
sample

−
0.155 mg Cd

sample
(blank value)

0.1981 g (mass of sample A1-1)

=163 mg Cd/g sample A-1

=163 ppm Cd in Sewage Sludge Sample A-1

The results obtained for the four sewage sludge
samples, each analyzed in triplicate, are given in
Table 2, which includes mean and standard devia-
tion data as well. The results show cadmium
abundance values ranging from 120 to 250 ppm,
with most values falling in the 120–170 ppm
range. In order to evaluate any possible bias in
the method, two NBS (NIST) standard reference
materials were analyzed in triplicate. The results
and standard deviations are given in Table 3. The
data show no conclusive evidence of bias, giving
results which are 23% low (SRM 1648) in one
case and 35% high (SRM 1645) in the other.
Rather, they suggest that the results are associ-
ated with a fairly large relative uncertainty. Thus,

the results given for the sewage sludge samples
may well have uncertainties of the order of 30%.
If a standard reference material sewage sludge had
been available for analysis, it would be possible to
make a more definite statement about the results.

Another point of concern was the possibility
that the Pb2+ peak might interfere with the peak
for Cd2+, in the case of SRM 1648. The certified
values for SRM 1648 are:

Cadmium 7597 mg/g
Copper 609927 mg/g
Lead 0.65590.008% (or 6550980

mg/g)

Thus there is 87 times as much lead as cadmium
(ppm basis) in SRM 1648. Does this high ratio of
Pb to Cd have any effect on the size of the Cd
peak? (Again, no such concern existed with regard

Table 1
Summary of DPASV results for sewage sludge sample A-1

Peak height5.00 ppm Cd2+ Full-scale (fs=100Cd added to Gross current Current corrected for dilu-
sample (mg) (mA) tion (mA)div.) (mA)added to sample (ml) (div.)

0.5920.00 0.592229.60.00
65.8 25.00 1.3161.00 1.4476

10.00 2.3041.92038.4 52.00
15.003.00 2.50550.1 5 3.2565
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Table 3
Results for standard reference materials

This work (ppmReported valueSRM
Cd2+)(ppm Cd2+)

7597 58.196.91648, urban particu-
late matter

13.894.710.291.51645, river sediment

4. Conclusion

Sewage sludge samples obtained from the mu-
nicipal sludge lagoon in Fort Wayne, IN were
found to contain 171, 124, 247, and 131 ppm Cd,
for an average of 168 ppm Cd. A sodium peroxide
fusion in zirconium crucibles, followed by leach-
ing with HCl and pH adjustment to 4.00, gave
solutions which were then analyzed by differential
pulse anodic stripping voltammetry. By carrying
out the deposition step at −0.95 V vs. Ag/AgCl,
interference from zinc was easily eliminated. Lead
was not a problem, inasmuch as lead-to-cadmium
ratios as high as 50:1 (ppm) have no effect on the
current due to Cd; and the actual sludge samples
had much lower Pb:Cd ratios. Analysis of stan-
dard reference materials indicated the procedure
used was satisfactory.

The average value of 168 ppm Cd falls within
the range reported for sewage sludges by Jing and
Logan [5]; that is, it is less than the 227 ppm Cd
reported for the Chicago sludge, but greater than
the upper end of the range of 34–140 ppm Cd
reported for the Ashtabula–Elyria–Belle-
fontaine–Fremont sludges. It is, in fact, very sim-
ilar to the 170 ppm value reported back in 1975 as
typical of the sewage sludge used by Braude et al.
[19] in their work on the uptake of Cd by soy-
beans grown on sludge-amended soil.

There is no evidence, based on this work, that
the abundance of Cd in Fort Wayne municipal
sewage sludge was enhanced by the zinc cadmium
sulfide dropped on Fort Wayne. In view of the
elevated Cd concentrations in selected crops
grown on sewage sludge treated soil (lettuce, cab-
bage, spinach, carrots, potatoes, wheat, corn, and
soybeans), which could be as great as an 8-fold

to the sewage sludge samples themselves, where
abundances of Cd and Pb are comparable,
based on peak height; and there is no evidence
whatsoever of mutual peak interference). To test
this possibility solutions were prepared in which
the Pb2+/Cd2+ ppm ratio ranged from 0 to 100
and the current due to Cd2+ was measured.
The results are given in Table 4. It may be seen
that for Pb2+/Cd2+ ratios ranging from zero to
50 (ppm/ppm basis), increasing ratios have no
effect on the height of the Cd2+ peak. There
may be a peak suppression effect at higher ra-
tios, but this would need to be investigated fur-
ther.

If one looks at Fig. 5, which gives the Pb2+

and Cd2+ voltammograms for Pb2+/Cd2+ ra-
tios (ppm/ppm) of 0, 1 and 50, it is obvious
that there is an increasing overlap of the peaks
as the Pb2+/Cd2+ ratio increases. However, if
one uses the baseline to the left of the Cd2+

peak as the reference baseline, this overlap has
no effect on the height of the Cd2+ peak and
its calculated current. For example, Table 4
shows that the current for a 1.00 ppm Cd2+

solution, in which Pb2+/Cd2+ ratios vary from
0 to 50, remains essentially constant at 1.709
0.06 mA.

Table 4
Investigation of possible lead interference on cadmium measurement

Cd2+ concentration (ppm) Pb2+/Cd2+ ratio (ppm/ppm) Cd2+ current (mA) Cd2+ current (mA) per ppm Cd2+

1.6751.6750.001.00
1.001.00 1.78 1.78
5.001.00 1.64 1.64

10.001.00 1.67 1.67
1.755 1.7551.00 50.00
0.685 1.370.50 100.00
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Fig. 5. Effect of the Pb2+/Cd2+ ratio on the current for the Cd2+ peak.

enhancement when compared to normal crops, it
is recommended that Fort Wayne municipal
sewage sludge not be used when growing such
crops.
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Abstract

Armed crown ethers (1–4) bonding through an amine, amide, ether, or ester linkage to naphthyl group were found
to display unique photophysical properties in the presence of guest salts. Complexation of PET fluoroionophores (1a
and 1b) with Zn2+ increased the fluorescence intensities of the host by a factor of 2.4 and 2.7, respectively. 1H and
13C NMR analyses of this complexation behavior of 1a revealed that Zn2+ strongly coordinates with the armed
crown nitrogen to cause a dramatic decrease in an intramolecular charge-transfer character. The armed crowns (2 and
3), bonding through an ether or ester linkage to a naphthalene, gave fluorescnece quenching with guest thiocyanates.
While the amide derivative (4) exhibited high Ba2+ fluorescence selectivity and in the presence of this cation the host
fluorescence intensity was by a factor of 3.69. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Photoinduced electron transfer; Fluoroionophore; Fluorescence behavior; Armed crown ethers

1. Introduction

Photo-responsive supramolecular systems are of
great significance particularly for their potential
application to nanoscale devices for cation sensor
and switch [1]. Recently, there are extensive inves-
tigations toward the characterization of
fluoroionophores including podands, crown
ethers, calixarenes, cyclophanes, and cyclodex-
itrins derivatives with fluorophore [2–4]. More-
over, de Silva et al. created a photoinduced

electron transfer (PET) fluoroionophores, an aza-
crown ether having an anthryl group [5–7]. In our
previous papers, we reported that the diazacrown
ethers carrying two fluorophores have a higher
fluorescence switch-on ability for guest cation
complexation than the monoazacrown derivatives
[8–17]. Thus, it is interesting to investigate the
complex formation with guest cations using
fluorescence spectroscopy. While, armed crown
ethers such as lariat ethers and double armed
crowns are a class of cation-host molecules, which
are characterized by parent macrocyclic ring and
ligating arms [18,19]. Since their cation-binding
properties are essentially determined by coordina-
tion characters of macrocycle and donor arms,

* Corresponding author. Tel.: +81-92-5837807; fax: +81-
92-5837810.

E-mail address: kubo-k@cm.kyushu-u.ac.jp (K. Kubo)
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wide variations of basic structures may lead to the
design of new and specific host molecules for a
given guest cation [20,21]. By combining armed
crown ether and fluorophore, a fluoroionophore
having a novel property could be produced. Here,
we describe the synthesis and fluorescence behav-
ior of the armed crown ether containing naphthyl
pendants.

2. Experimental

Elemental analyses were performed by Perkin
Elmer PE2400 series II CHNS/O analyzer. Melt-
ing points were obtained with a Yanagimoto Mi-
cro Melting Point Apparatus and were
uncorrected. NMR spectra were measured on a
JEOL JNM-500 Model spectrometer in CDCl3
and DMSO-d6; the chemical shifts were expressed
by an d unit using tetramethylsilane as an internal
standard. IR spectra were recorded on a Hitachi
Model 270-30 infrared spectrophotometer. Fluo-
rescence spectra were measured with a Hitachi
Model F-4500 spectrofluorimeter. Mass spectra
were measured with a JEOL 01SG-2
spectrometer.

2.1. Preparation of compounds 1a, 1b, 2, 3, and 4

Compound 1a was prepared according to litera-
ture procedure [13].

2.1.1. Synthesis of 2-[N,N-bis(1-naphthylmethyl)-
aminomethyl]-1,4,7,10,13-pentaoxacyclopenta-
decane (1b)

A toluene solution (10 cm3) of 2-
(aminomethyl)-15-crown-5 (0.116 g, 0.5 mmol),
triethylamine (1.0 cm3, 7.2 mmol), 1-
chloromethylnaphthalene (0.588 g, 3.3 mmol) was
refluxed for 6 h. The mixture was then diluted
with 1 M NH3 (30 cm3), extracted with ethyl
acetate (50 cm3). The solvent was evaporated and
the residue was purified by column chromatogra-
phy over silica gel (70–230 mesh, Merck) using
hexane and ethyl acetate (1:1 6/6) as the eluent.

1b (colorless oil); 1H NMR: d=2.62–2.70 (2H,
m), 3.04–3.21 (4H, m), 3.43 (2H, t, J=4.6 Hz),

3.48–3.63 (13H, m), 3.99 (2H, d, J=12.8 Hz),
4.10 (2H, d, J=12.8 Hz), 7.19 (2H, ddd, J=8.2,
7.0, 1.5 Hz), 7.36 (2H, dd, J=8.1, 7.0 Hz), 7.39
(2H, ddd, J=8.2, 8.1, 1.5 Hz), 7.44 (2H, d,
J=7.0 Hz), 7.72 (2H, d, J=8.2 Hz), 7.78 (2H, d,
J=8.2 Hz), and 7.99 (2H, d, J=8.2 Hz); 13C
NMR: d=55.5, 59.2, 69.4, 70.1, 70.4, 70.5, 70.55,
70.6, 70.8, 70.9, 72.5, 77.9 (2C), 125.0 (2C), 125.3
(2C), 125.48 (2C), 125.50 (2C), 128.1 (2C), 128.2
(2C), 128.3 (2C), 132.5 (2C), 133.8 (2C), and 135.0
(2C). IR (NaCl) n 777, 840, 948, 1116, 1254, 1290,
1350, 1449, 1596, 1941, 2848, and 3040 cm−1. HR
(FAB) MS: m/z 530.2908. Calcd for C33H40NO5:
530.2906.

2.1.2. Synthesis of 2-[(1-naphthylmethoxy-
methyl)]-1,4,7,10,13- pentaoxacyclopentadecane
(2)

A toluene solution (10 cm3) of 2-hydrox-
ymethyl-15-crown-5 (0.116 g, 0.5 mmol) and NaH
(0.096 g, 4.0 mmol) were refluxed for 1 h. To the
mixture 1-chloromethylnaphthalene (0.588 g, 3.3
mmol) was added and refluxed for 5 h. The
mixture was then diluted with 1 M HCl (30 cm3),
extracted with ethyl acetate (50 cm3). The solvent
was evaporated and the residue was purified by
column chromatography over silica gel (70–230
mesh, Merck) using ethyl acetate as the eluent.

2 (colorless oil); 1H NMR: d=3.55-3.82 (21H,
m), 4.98 (2H, s), 7.42 (1H, dd, J=8.2, 8.2 Hz),
7.45–7.53 (3H, m), 7.79 (1H, d, J=8.2 Hz), 7.85
(1H, d, J=8.2 Hz), and 8.12 (1H, d, J=8.6 Hz);
13C NMR: d=70.2, 70.41, 70.44, 70.47, 70.52,
70.53, 70.7, 70.8, 71.0, 71.4, 72.0, 78.7, 124.2,
125.2, 125.7, 126.1 (2C), 126.4, 128.5, 128.6,
131.8, and 133.8. IR (NaCl) n 776, 1124, 1288,
1346, 1448, 1598, 1724, and 2860 cm−1. EA:
Calcd for C22H30O6: C; 67.67, H; 7.74. Found: C;
67.50, H; 7.55.

2.1.3. Synthesis of 1,4,7,10,13-pentaoxacyclo-
pentadec-2-ylmethyl 1-naphthalene carboxylate
(3)

A toluene–tetrahydrofuran solution (15+15
cm3) of 2-hydroxymethyl-15-crown-5 (0.049 g, 0.2
mmol) and NaH (0.015 g, 0.6 mmol) were
refluxed for 1 h. To the mixture 1-naphthoyl
chloride (0.265 g, 1.0 mmol) was added and
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refluxed for 5 h. The mixture was then diluted
with 1 M HCl (30 cm3), extracted with ethyl
acetate (50 cm3). The solvent was evaporated and
the residue was purified by column chromatogra-
phy over silica gel (70–230 mesh, Merck) using
ethyl acetate as the eluent.

3 (colorless oil); 1H NMR: d=3.63–3.93 (18H,
m), 4.04 (1H, qui, J=5.3 Hz), 4.43 (1H, dd,
J=11.6, 5.3 Hz), 4.57 (1H, dd, J=11.6, 5.3 Hz),
7.49 (1H, ddd, J=8.2, 7.0, 1.2 Hz), 7.53 (1H,
ddd, J=8.2, 7.0, 1.2 Hz), 7.60 (1H, ddd, J=8.5,
7.0, 1.2 Hz), 7.87 (1H, d, J=8.2 Hz), 8.01 (1H, d,
J=8.2 Hz), 8.19 (1H, dd, J=7.3, 1.2 Hz), and
8.92 (1H, d, J=8.5 Hz); 13C NMR: d =65.0,
70.49, 70.53, 70.58, 70.67, 70.68, 70.9, 71.0, 71.2,
71.3, 77.7, 124.5, 125.9, 126.2, 127.2, 127.7, 128.5,
130.9, 131.4, 133.4, 133.9, and 167.4. IR (NaCl) n
776, 1124, 1194, 1242, 1340, 1450, 1506, 1592,
1706, 2864 cm−1. EA: Calcd for C22H28O7: C;
65.33, H; 6.98. Found: C; 65.42, H; 6.85.

2.1.4. Synthesis of synthesis of
1,4,7,10,13-pentaoxacyclopentadec-2-ylmethyl
1-naphthalene carboxamide (4)

A toluene solution (10 cm3) of 2-
(aminomethyl)-15-crown-5 (0.240 g, 1.0 mmol),
triethylamine (1.0 cm3, 7.2 mmol), 1-naphthoyl
chloride (0.380 g, 2.0 mmol) was refluxed for 12 h.
The mixture was then diluted with 1 M HCl (20
cm3), extracted with ethyl acetate (50 cm3). The
solvent was evaporated and the residue was
purified by column chromatography over silica gel
(70–230 mesh, Merck) using ethyl acetate as the
eluent.

4 (colorless oil); 1H NMR: d=3.52–3.91 (21H,
m), 6.68 (1H, t, J=5.1 Hz), 7.44 (1H, dd, J=8.2,
7.3 Hz), 7.50 (1H, ddd, J=8.9, 7.1, 1.5 Hz), 7.53
(1H, ddd, J=8.3, 7.1, 1.5 Hz), 7.61 (1H, dd,
J=7.3, 1.5 Hz), 7.85 (1H, dd, J=8.9, 1.5 Hz),
7.89 (1H, d, J=8.2 Hz), and 8.34 (1H, dd, J=
8.3, 1.5 Hz); 13C NMR: d=41.6, 69.8, 70.41,
70.44, 70.57, 70.73, 70.91, 70.93, 71.2, 72.4, 77.6,
124.7, 125.0, 125.6, 126.3, 127.0, 128.2, 130.2,
130.4, 133.7, 134.8, and 169.6. IR (NaCl) n 780,
930, 1113, 1245, 1293, 1353, 1512, 1626, 2146,
2860, 3046, and 3298 cm−1. HR(FAB) MS: m/z
404.2079. Calcd for C22H30NO6: 404.2073.

2.2. Fluorescence spectral measurement of armed
crown ethers (1–4) and its complexes

Fluorescence intensities of the fluoroionophores
(1: 2.00×10−5 M, 2–4: 4.00×10−5 M, 1 M=1
mol dm−3) and 1-methylnaphthalene (4.00×
10−5 M) excited at 278–288 nm measured in
methanol under nitrogen at room temperature.
The titrations were conducted by adding a crown
ether solution (1: 2.00×10−5 M, 2–4: 4.00×
10−5 M in methanol) progressively containing
excess guest salts, using a 0.25 cm3 syringe, to a
cuvette containing 2.0 cm3 of the crown ether
solution (1: 2.00×10−5 M, 2–4: 4.00×10−5 M
in methanol). The solutions were homogenized by
ultrasonic waves for 3 min. The spectrum was
recorded after each addition. The added equiva-
lents of the cation were then plotted against the
emission-intensity change. The association con-
stants (K) for guest cation complexes were deter-
mined at least in duplicate at 2591°C by the
self-written nonlinear curve-fitting computer pro-
gram in the previous studies [10,15,22].

3. Results and discussion

The naphthalene-functionalized armed crown
ethers (1–4) were prepared by N-alkylation,
etherification, esterifiaction, amidation of the cor-
responding armed crown ethers with 1-
chloromethylnaphthalene or 1-naphthoyl chloride
(Scheme 1).

3.1. Fluoresence spectral studies

Fig. 1 is illustrated the fluorescence spectral
behavior of 1–4 and 1-methylnaphthalene in
methanol at room temperature. Fluoroionophore
(1), when excited at 281 nm, gave a broad emis-
sion band with a maximum at 460 nm in addition
to the normal naphthalene fluorescence at 334
nm. The formation of intramolecular exciplex and
excimer should be responsible for the appearance
of the emission band at 460 nm. The emission-
band intensities at 334 nm of 1a and 1b (2.00×
10−5 M) was reduced to approximately one-270th
and one-330th that of 1-methylnaphthalene (1-
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MN, 4.00×10−5 M), which was accompanied by
the exciplex fluorescence. This indicates that the
quenching of the excited-state naphthalene chro-
mophore by the amino unit proceeds in a mecha-
nism similar to that for the classical
naphthalene-aliphatic amine system [23–25].

The formation of the intramolecular exciplex is
very likely to be responsible for the observed
emission quenching. In fact, the quenching effi-
ciency (I1a/I1-MN: 3.7×10−3, I1b/I1-MN: 3.0×

10−3) is similar to that (I/I1-MN: 2.3×10−3) of
N,N %-bis(1-naphthylmethyl)-1,4,10,13-tetraoxa-7,
16-diazacyclooctadecane [9]. This result suggested
that the quenching of the excited-state naph-
thalene chromophore proceed PET occurring
from the nitrogen atoms in the sidearm unit.

For the armed crown bonding through ether
linkage 2 (4.00×10−5 M), when excited at 278
nm, the emission-band intensity at 332 nm was
reduced to approximately one half that of 1-

Scheme 1. Naphthalene—functionalized armed crown ethers (1–4).

Fig. 1. Fluorescence spectrum of: (a) 1 (2.00×10−5 M) and 1-methylnaphthalene (4.00×10−5 M) in methanol as excited at 281
nm; (b) 2–4 (4.00×10−5 M) and 1-methylnaphthalene (4.00×10−5 M) in methanol (excitation wavelength: 2, 278 nm; 3, 288 nm;
4, 279 nm).
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Fig. 2. Fluorescence spectral changes of armed crown ethers (1a, 1b, 4, 2.00×10−5 M; 2, 3, 4.00×10−5 M) with and without
various guest salts (1.00×10−3 M for 1a, 1b, 4, 8.00×10−2 M for 2, 3) in methanol.

methylnaphthalene (4.00×10−5 M). The quench-
ing is due to PET occurring from the oxygen
atoms of sidearm and crown ether to the excited
state naphthalene. The armed crown (3 and 4)
bonding through ester and amide linkage, when
excited at 288 for 3 and 279 nm for 4, gave a
emission band at 372 and 360 nm.

A dramatic change in the emission intensity of
1–4 was observed upon the addition of various
amounts of guest cations (Li+, Na+, K+, Rb+,
Cs+, NH4

+, Zn2+, Mg2+, Ca2+, and Ba2+) as
shown in Fig. 2. Fig. 3 illustrates the relative
emission intensity of 1–4 (I1–4) against the guest
cation concentration.

When the guest cations were added (50 molar
equivalent), the relative emission intensity ratio
(Icomplex/I1), being used as a measure of the molec-
ular recognition sensing, changed from 2.4 to 1.2
for 1a and from 2.7 to 1.2 for 1b depending on the
nature of guest cations. The intensity ratio

(Icomplex/I1) was different among bound metal ions
and decreased in the following order: (1a: Zn2+

(2.4)\Ca2+, Mg2+ (1.6)\NH4
+, Cs+ (1.4)\

Rb+, K+ (1.3)\Ba2+, Na+, Li+ (1.2), 1b:
Zn2+ (2.7)\NH4

+ (2.6)\Ca2+ (2.2)\Mg2+

(2.0)\Ba2+ (1.5)\Na+, Rb+ (1.4)\Cs+

(1.3)\Li+, K+ (1.2)).
In Table 1 is illustrated the fluorescence inten-

sity ratio (Icomplex/I1-MN) of guest cation complexes
for 1-methylnaphthalene (1-MN), as a measure of
the guest cation-induced fluorescence recovery
and a parameter instead of emission quantum
yield.

This fluoresence recovery means that the com-
plexation for guest cations inhibit the PET occur-
ring from the nitrogen atoms in the sidearm to the
naphthalene. Zinc ion binding can then cause high
fluorescence recovery. This recovery is due to
coordination from the nitrogen atoms of the
armed crown to the zinc ion. The strength of this
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Fig. 3. Dependence of fluorescence intensities of: (a) 1a (2.00×10−5 M) at 334 nm; (b) 1b (2.00×10−5 M) at 334 nm; (c) 2
(4.00×10−5 M) at 332 nm; (d) 3 (4.00×10−5 M) at 372 nm; (e) 4 (4.00×10−5 M) at 360 nm on the concentration of various
guest salts in methanol.

selectivity and in the presence of this cation the
host fluorescence intensity was by a factor of 3.69.

binding interaction modulates the PET from the
amine to naphthalene. However, the recovery (I1a-

Zn complex/I1-MN=8.9×10−3, I1b-Zn complex/I1-

MN=8.4×10−3) of the armed crown (1) for
Zn2+ is lower than that of the N,N %,N %%,N %%%-te-
trakis(1-naphthylmethyl)-cyclam (IZn complex/I1-

MN=0.11) [12] and N,N %-bis(1-naphthyl-
methyl)-diaza-12-crown-4 (IZn complex/I1-MN=0.73)
[14]. While, the emission intensity of 2 and 3
decreases with an increase in the guest cation
concentration. Furthermore, it is noteworthy that
the 2 and 3-guest thiocyanate complex exhibited a
decrease in its emission intensity relative to that of
2 and 3, itself. This suggests that the observed
quenching is due to the presence of thiocyanate
ion. A similar quenching by the thiocyanate anion
was explained based on the photoinduced electron
transfer from this anion to the naphthalene chro-
mophore [26,27]. On the other hand, the amide
derivative (4) exhibited high Ba2+ fluorescence

Table 1
Fluorescence intensity ratio (Icomplex/I1 and Icomplex/I1−MN) of
guest cation complexes of 1a and 1b for 1-methylnaphthalene
(1-MN)

I1b/I1−MN Icomplex/I1bIla/Il-MN Icomplex/I1a

Free 3.1×10−33.7×10−3 ––
1.23.7×10−31.2LiSCN 4.4×10−3

4.4×10−3 1.2 4.3×10−3 1.4NaSCN
KSCN 1.23.7×10−31.34.8×10−3

4.3×10−31.3 1.44.8×10−3RbSCN
CsSCN 4.0×10−35.2×10−3 1.31.4

5.2×10−3 1.4NH4SCN 8.1×10−3 2.6
8.9×10−3 2.4Zn(SCN)2 8.4×10−3 2.7

2.0Mg(SCN)2 6.2×10−35.9×10−3 1.6

1.6Ca(SCN)2 5.9×10−3 2.26.8×10−3

1.54.7×10−31.2Ba(SCN)2 4.4×10−3
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Table 2
Association constants (K/M−1) of 1–4 for various metal salts in methanol

2 31a 1b 4

8.190.9 35.890.6–LiSCN –
21.091.8 75.094.5NaSCN – 19209150–

179009550066.090.621.992.0–KSCN –
23.092.0 66.290.7RbSCN 85009690 30709380 42009830
11892.0 54.092.2CsSCN 9909580 58909630 –

41.890.813.991.9 –109009900NH4SCN 1900096400
–34.790.8Zn(SCN)2 36009400 3700091500 1.090.2
–44.591.738.2910.54730095600Mg(SCN)2 65009800
–87.392.3Ca(SCN)2 1010092500 2810093000 41.894.2

184009450014495Ba(SCN)2 – 2900093000 68.299.0

3.2. Association constants

Guest cation concentration dependence of the
emission intensity (Fig. 3) allowed us to determine
the association constants (K) by the non-linear
curve-fitting method (Table 2) [10,15,22].

The armed crowns (1) showed the following
cation selectivity (K): (1a: Cs+BZn2+BMg2+

BRb+BCa2+BNH4
+, 1b: Rb+BCs+B

NH4
+BCa2+BBa2+BZn2+BMg2+). This

selectivity order for 1a is distinct from that for
N,N % - bis(1 - naphthylmethyl) - 1,4,10,13 - tetraoxa -
7,16-diazacyclooctadecane (K : Li+ (27)BCa2+

(61)BCs+ (97)BNa+ (123)BZn2+ (126)B
Rb+ (305)BBa2+ (710)BNH4

+ (1490)BK+

(1850)BMg2+ (3240)) [9], N-(1-naphthylmethyl)-
1,4,7,10,13-pentaoxa-16-azacyclooctadecane (K :
Zn2+ (1330)BLi+ (2400)BNa+ (3890)BCs+

(6260)BCa2+ (7100)BNH4
+ (15800)BMg2+

(29600)BBa2+ (51300)BRb+ (51400)BK+

(98200)) [15] and N,N %-bis(1-naphthylmethyl)-
1,4,10-trioxa-7,13-diazacyclopentadecane (K : K+

(246)BZn2+ (597)BCa2+ (794)BBa2+

(1067)BNH4
+ (2210)BMg2+ (4620)) [17]. The

association constants of 1 for various guest
cations are larger than those of the corresponding
crown, suggesting that the complexation based on
cooperative actions of crown and amino sidearm.
The association constants of 2 and 3 were smaller
than those of 1. This means that the ether or ester
sidearm does not participate in the complexation
but hinder the complexation with guest cations.

While the amide derivative (4), has a greatly
fluorescence enhancement in the presence of Ba2+,
exhibited Ba2+ selectivity. Comparison of the
selectivity order for 1–4 confirms that the cation
ligating side-arm property may control the selec-

Fig. 4. Temperature-dependent 1H NMR specta of 1a in
DMSO-d6 at 27, 47, 67, and 77°C.
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Fig. 5. Structure of 1a generated by MM2 calculation.

intensity of this host was greatly enhanced in the
presence of metal salts, establishing that 1 and 4
have a high fluorescence switch-on ability for
complexation with various guest cations.

3.3. NMR studies

At room temperature the 1H NMR spectrum of
1a in DMSO-d6 exhibits the usual AB splitting
pattern of the methylene protons (naphthylmethyl
group) as shown in Fig. 4. This means that inter-
conversional (rotational or inversional) barrier ex-

tivity of the host toward guest cations in a deli-
cate manner. In spite of the small association
constant for 1 and 4 in methanol, the emission

Table 3
Changes of 1H and 13C NMR chemical shifts (d) and induced shifts (dcomplex−d1a) of 1a (1.0×10−2 M) with various metal salts
(1.0×10−2 M) in CD3CN-CDCl3 (1:1 6/6)

Naphthylmethyl group -CH2-

CbHA HB Ca

54.501a 3.96 4.13 59.58
LiSCN 3.93 4.21 59.79 53.35

(−1.19)(−0.03) (+0 08) (+0.21)
NaSCN 3.93 4.20 59.83 53.61

(−0.91)(−0.03) (+0.07) (+0 25)
52.78KSCN 3.89 4.22 59.82

(−1.76)(−0.07) (+0.09) (+0.24)
RbSCN 3.95 4.18 59.74 53.43

(−0 01) (+0.05) (+0.16) (−1.11)
CsSCN 53.773.98 4.14 59.69

(+0.02) (+0.01) (+0 11) (−0.77)
NH4SCN 53.063.93 4.20 59.78

(−1.48)(−0 03) (+0.07) (+0.20)
Ba(SCN)2 52.413.89 4.30 59.79

(−2.13)(−0.07) (+0.17) (+0.21)
Ca(SCN)2 3.86 4.33 59.67 52.35

(−2.19)(−0.10) (+0 20) (+0.09)
Mg(SCN)2 3.97 4.24 59.86 54.23

(−0.31)(+0.01) (+0.11) (+0.28)
56.6959.41, 57.97Zn(SCN)2 4.45, 8.82 4.95, 5.74
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ist between extended and bended conformations
as illustrated in Fig. 5. The MM2 calculations
[28] were applied to the bend and extend
conformations. The geometries were optimized
so as to give minimum energy. Thus, we are led
to the bend conformation (36.62 kcal mol−1)
being sterically less stable than extend confor-
mation (24.68 kcal mol−1). To determine the
barriers of the armed crown (1a), the tempera-
ture-dependent 1H NMR measurement em-
ployed.

The rate of interconversion at the coalescence
temperature was calculated from the expression
kcoalescence=p(Dn2=6J2)1/2/(21/2) where Dn is the
difference in chemical shift between the centers
of the coupling constant. Substituting this value
into the rate equation gives the expression
DG‡=RT ln(6.62×1012/kcoalescence) [29]. From
these measurements, the coalescence temperature
(Tc) is 77°C and the free energy of activation
for the interconversion was determined as 16.5
kcal mol−1.

Further detailed information on the cation
binding behavior for 1a was obtained by 1H and
13C NMR spectroscopy. The chemical (d) and
induced (Dd) shifts of the selected proton and
carbon signals of the host (1a) with and without
guest cations are summarized in Table 3.

Interestingly, Zn2+ produced even more re-
markable chemical-shift change and peak split-
ting for the methylene proton and carbon signal
of naphthylmethyl group. The induced shift was
clearly demonstrating that the nitrogen atom in
the armed crown (1a) has a propensity to
strongly coordinate with Zn2+. As already men-
tioned, the binding of guest cations to the
armed crown (1a) caused an emission-intensity
enhancement. The change is considered to result
from the guest cation-dependent coordinated
structure and the strength of coordination be-
tween nitrogen atoms and guest cations.

4. Conclusion

In conclusion, the PET armed-crown ethers
(1a, 1b) recognized guest cations and the fluores-

cence enhanced in the presence of these cations.
The guest cation-induced emision-intensity
enhancement originates from the affinity of
the nitrogen atom in the armed crown ether
for cations. The fluorescence of armed-crown
ether (2, 3) bonding through an ester or ether
linkage to naphthalene were quenched with
various guest thiocyanates. The fluorescence
intensities quenching of the host itself occurs
by photoinduced electron transfer from this
counter anion to the naphthalene. These armed
crown ether having naphthyl pendants may be
utilized as a new fluorescent sensor for guest
salts.
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Abstract

Based on the fluorescence enhancement of a red-region fluorescent dye, tetrasubtituted amino aluminum phthalo-
cyanine (TAAlPc), in strongly acidic medium, a new method was developed for the detection of four strong acids
(HCl, HBr, HNO3 and H2SO4). Under optimal conditions the linear ranges of the calibration curves were 0.04–0.67
mol/l (HCl), 0.04–0.67 mol/l (HBr), 0.04–0.80 mol/l (HNO3) and 0.02–0.80 mol/l (H2SO4), respectively. The
detection limits were 0.007 mol/l for HCl, 0.006 mol/l for HBr, 0.005 mol/l for HNO3 and 0.007 mol/l H2SO4. This
method has been applied to the analyses of four artificial samples with satisfactory results. © 1999 Published by
Elsevier Science B.V. All rights reserved.

Keywords: pH; Strong acid; Phthalocyanine; Near-infrared; Detection

1. Introduction

The determination of pH or acidity of a solu-
tion has been very important throughout all
phases of chemistry and biochemistry. Many new
methods have been developed and a variety of
reagents have been applied for the determination
of pH in recent years [1–4]. Although a wide
range of pH can be determined by various meth-
ods, the measurement of pH at extreme values is

still a problem [5]. Efforts have been made for the
purpose of resolving such a difficulty lately [6–8].
Methods based on the absorption spectroscopy or
fluorescence spectroscopy principles have been in-
vestigated for the determination of strong acid
such as the detection of hydrogen chloride gas
[9,10]. A new trend in this area is the application
of dyes with absorption or fluorescence bands in
red or near-infrared region, for example, the cya-
nine [11] and phthalocyanine [12] compounds.

Phthalocyanine and its derivatives are widely
used in many areas such as photodynamic treat-
ment of tumor (PDT) [13], the investigation of

* Corresponding author. Fax: +86-592-218-8054.
E-mail address: jgxu@xmu.edu.cn (J.-G. Xu)
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solar energy transfer [14], and fluorimetric im-
munoassay (FLIA) [15] because of their chemical,
optical and thermal stability and high fluorescence
quantum yield. Recently, two phthalocyanine
dyes have been employed in the detection of acids
based on their absorbance variation in near-red
spectral region caused after exposure to hydrogen
chloride or acetic acid atmosphere [12].

A novel method for the determination of strong
acids by using tetra-amino aluminum phthalocya-
nine as the probe is described in this article. The
fluorescence of the probe was obviously enhanced
when strong acids were added and the relative
fluorescence intensity of the probe increased in
logarithmic form with the increase of the concen-
tration of strong acid. To our knowledge, similar
investigations have not been reported previously.

2. Experimental

2.1. Apparatus

A Hitachi Model 650-10S fluorescence spec-
trophotometer equipped with a xenon lamp, dual
monochromators, a 1×1 cm quartz cell and a
functional recorder was employed. The slit-width
for both of the excitation and emission was set at
5 nm.

2.2. Reagents

The fluorescent probe, 4, 4%, 4¦, 4§-tetra amino
aluminum phthalocyanine (named in short as
TAAlPc in the following) was synthesized and
purified according to the method reported for-
merly [10]. Stock solution of TAAlPc (1.0×10−3

mol/l) was prepared by dissolving solid TAAlPc
in redistilled dimethyl formamide. Stock solutions
of four kinds of strong acids were prepared by
diluting the concentrated acids with double-deion-
ized water, followed by titration using standard
NaOH solution which had been titrated by potas-
sium biphthalate, affirming that the concentra-
tions of HCl, HBr, HNO3, and H2SO4 are 2.0,
2.0, 2.0, and 1.0 mol/l, respectively.

All of the chemicals were of analytical grade
and were used directly without further purifica-
tion. Double-deionized water was used
throughout.

2.3. Method

To a 10-ml volumetric flask a certain volume
(e.g. 0.2 ml) of 1.0×10−4 mol/l TAAlPc solution
was added, followed by adding the strong acid to
be tested, and the mixture was diluted to 10.0 ml
with double-deionized water. Then the relative
fluorescence intensity of the solution was mea-
sured at the excitation wavelength of 370 nm and
the emission wavelength of 678 nm.

3. Results and discussion

3.1. Structure and spectral characteristic of
TAAlPc

The structure of TAAlPc is given in Fig. 1. The
ring of phthalocyanine is substituted with four
amino groups. The addition of peripheral groups
greatly increases the solubility of the phthalocya-
nine moiety because the symmetry of phthalo-
cynine ring is reduced and thus the aggregation
decreases [16]. So, the stock solution of TAAlPc
could be prepared at a concentration of 1.0×10−3

mol/l. With the addition of HCl, the absorption
spectrum of TAAlPc changed obviously (Fig. 2),Fig. 1. Molecular structure of TAAlPc.
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Fig. 2. Absorption spectra of TAAlPc in (a) water and (b) 0.40 mol/l HCl. [TAAlPc]=6.0×10−6mol/l.

Fig. 3. Excitation and emission spectra. Excitation spectra (a) Emission spectra (b) dotted curves: obtained in water medium. Solid
curves: obtained in hydrochloric acid (0.2 mol/l) medium.

the absorption peak at long-wavelength region (Q
band) was blue-shifted for about 60 nm. It could
be seen that a broaden peak between 350 and 500
nm existed in the absorption spectrum of
TAAlPc, which was a result of the intramolecular
charge transfer induced by the amino groups, but
disappeared when HCl was added. These
phonomena which agreed with those reported in
literatures [16,17] can be explained by the proto-

nation of amino groups on the phthalocyanine
ring when they were in strong acidic environment.

The excitation and emission spectra of TAAlPc
in water and strong acidic media were given in
Fig. 3. The spectra show that TAAlPc is almost
non-fluorescent in neutral medium, but fluores-
cent in strongly acidic medium.

This reveals that TAAlPc is sensitive to the high
acidity of environment. The phenomenon agrees
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with the previous report that electron withdraw-
ing groups are benefit to the fluorescence of ph-
thalocyanine, but electron donating groups are
opposite [18]. When a strong acid was added to
the aqueous solution of TAAlPc, the amino
groups changed to -NH3

+, an electron withdraw-
ing group, thus the fluorescence of TAAlPc was
enhanced. It was found in the experiments that
the fluorescence emission peak of TAAlPc was at
678 nm in strongly acidic medium and two excita-
tion peaks occurred, one at short-wavelength re-
gion (Soret band), another at long-wavelength
region (Q band). It is clear from Fig. 3 that the
excitation at Soret band is more sensitive than
that at Q band. Therefore, the excitation at short-
wavelength region was chosen. It should be
pointed out that in order to avoid the interference
of secondary scattered light, the excitation wave-
length was chosen not at the peak position but at
370 nm.

It should be noted that the smallpeak appearing
at short-wavelength region (340 nm) in the condi-
tion without the addition of acid is caused by the
scattering light.

3.2. Relationship between the concentration of
strong acid and the fluorescence of TAAlPc

The relative fluorescence intensity of TAAlPc

increases in logarithmic form with increasing the
concentration of hydrochloric acid (Fig. 4). When
making a logarithmic conversion of the concen-
tration, a straight line is obtained (Fig. 5).

3.3. Effects of different strong acids on the
fluorescence of TAAlPc

The changes of the fluorescence intensity of
TAAlPc with the concentration of different kinds
of strong acids are shown in Fig. 4. It can be seen
from Fig. 4 that the curves of HCl, HBr and
HNO3 are almost overlapping with a somewhat
deviation of H2SO4, which may be explained by
its dibasic character and its incomplete second
dissociation. The results imply that TAAlPc may
be used as a new fluorescent probe for the acidity
determination of strongly acidic medium contain-
ing monobasic strong acids usually encountered.

3.4. Effect of TAAlPc concentration on the linear
range of calibration cur6es

The experimental results about the effect of
TAAlPc concentration on the linear range of
working curves are shown in Table 1. It can be
seen from the table that when the concentration
of TAAlPc is 6.0×10−6 mol/l, a working curve

Fig. 4. Effects of concentration of different acids on the relative fluorescence: 
 HCl; � HBr; � HNO3; � H2SO4; The excitation
and emission wavelengths for constructing these curves were 370 and 678 nm, respectively.
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Fig. 5. The calibration curve of HCl.

with the largest dynamic range is obtained. So, in
our experiments, the concentration of TAAlPc
was fixed at 6.0×10−6 mol/l when constructing
the standard curves of acids.

3.5. Interference of weak acids

Four kinds of weak acids (acetic acid, ethane-
dioic acid, citric acid and phosphoric acid) used as
the interfering components were investigated. It
was found that even 100 times of acetic acid
(molecular ratio of acetic acid to strong acid
determined) did not disturb the determination.
But the tolerance of ethanedioic acid and citric
acid was only one-fold, the interference of phos-
phoric acid was even more serious. This may be
due to their larger first dissociation constants.

3.6. Calibration cur6es and the determination of
artificial samples

The calibration curves for HCl, HBr, HNO3

and H2SO4 are given in Table 2. To simulate the
circumstances usually encountered in practice,
four kinds of gases, such as HCl, HBr, NO2 and
SO3, were prepared and dissolved in double-
deionized water, and then determined by this
method. The results are listed in Table 3.

The results indicate that this method is accurate
and reproducible, and it has the potential in ap-
plying to the detection of waste gases let out from
industries. We also think it is possible for TAAlPc
to be used as chemical sensor, this work is under
consideration.

4. Conclusions

Tetrasubstituted aminophthalocyanine(-
TAAlPc) was investigated as a new red-region
fluorescent probe for the detection of strong acids.
It was found that the relative fluorescence inten-
sity of TAAlPc was proporational to the logarith-

Table 1
Effect of TAAlPc concentration on the linear range of calibra-
tion curve

Concentration of Linear range (mol/l) (×10−6 mol/l)
TAAlPc

2.0 0.04–0.533
4.0 0.04–0.533
6.0 0.04–0.667

0.04–0.5338.0
0.04–0.4010.0
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Table 2
Characteristic parameters of calibration curves

Linear regression equation Limit of detectionStrong acids Linear range (mol/l) r

0.0069F=1052+633 log C0.04–0.67 0.9978HCl
0.0065 0.9968HBr 0.04–0.67 F=1062+640 log C

0.99400.0052F=1073+604 log C0.04–0.80HNO3

0.0074 0.9978H2SO4 0.02–0.80 F=833+472 log C

Table 3
Determination results of artificial samples

Mean concentration found (mol/l, n=6) Recoveries (%, n=6) RSD (%) Taken values of acidsa (mol/l)Samples

0.098102.2–107.20.0951 3.8HCl
100.6–104.5 3.3HBr 0.1870.180

0.1511.6101.6–107.40.158HNO3

0.1243.8H2SO4 0.116 103.3–106.6

a Obtained by NaOH titration.

mic value of the concentration of strong acid.
Four kinds of strongly acidic gases were prepared
and detected by this method with satisfactory
results.
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Abstract

The covalent immobilization of DNA onto self-assembled monolayer (SAM) modified gold electrodes (SAM/Au)
was studied by X-ray photoelectron spectrometry and electrochemical method so as to optimize its covalent
immobilization on SAMs. Three types of SAMs with hydroxyl, amino, and carboxyl terminal groups, respectively,
were examined. Results obtained by both X-ray photoelectron spectrometry and cyclic voltammetry show that the
largest covalent immobilization amount of dsDNA could be gained on hydroxyl-terminated SAM/Au. The ratio of
amount of dsDNA immobilized on hydroxyl-terminated SAMs to that on carboxyl-terminated SAMs and to that on
amino-terminated SAMs is (3–3.5): (1–1.5): 1. The dsDNA immobilized covalently on hydroxyl-terminated SAMs
accounts for 82.8–87.6% of its total surface amount (including small amount of dsDNA adsorbed). So the
hydroxyl-terminated SAM is a good substrate for the covalent immobilization of dsDNA on gold surfaces. © 1999
Elsevier Science B.V. All rights reserved.

Keywords: DNA-modified electrodes; Covalent immobilization; Self-assembled monolayers; Modified gold electrodes

DNA-modified electrodes are crucially impor-
tant for developing electrochemical DNA biosen-
sors [1,2] and studying the interactions of DNA
with other molecules [3–6], which are highlighted
recently. Some different methods for immobilizing
DNA onto electrode surfaces have been appear-

ing. Controlled-potential adsorption method was
adopted by Wang [7] to anchor DNA to carbon
paste electrodes. Herne et al. [8] synthesized DNA
fragments modified with a mercapto group by the
use of a DNA synthesizer and then immobilized
DNA onto gold electrode surfaces through self-
assembly of the mercapto-modified DNA. They
found that hybridization of surface-bound HS-ss-
DNA depends on surface coverage, which is af-
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fected by the concentration of buffer solutions.
More precise control over surface coverage was
achieved by creating mixed monolayers of HS-ss-
DNA and a spacer thiol to largely remove non-
specifically adsorbed DNA. A simple method for
preparing DNA-modified gold and glass carbon
electrodes by adsorption–drying of DNA solution
was developed by our research group [9]. The
above methods are of their features, but also of
shortages. In general, the preparation of DNA-
modified electrodes by adsorption is simple and
only small amounts of DNA samples are re-
quired. The modified electrodes obtained are suit-
able for the study of the interactions between
DNA and other molecules [6], but they cannot be
used for DNA biosensors. In view of keeping fully
biological activities of DNA, including its func-
tion of hybridization and bio-affinity, the most
perfect method for DNA immobilization on elec-
trodes should be covalent coupling method, by
which DNA strands are anchored with either of
its terminals and dangled from the surfaces. How-
ever, it is inconvenient to use the method for
preparing DNA-modified electrodes by self-as-
sembly of mercapto-modified DNA because the
yields of synthesis of mercapto-containing DNA
is quite low. Thus the method is tedious, time-
consuming and costly. So, it is of significance to
explore new methods for preparing DNA-
modified electrodes and screen them by character-
izing the electrodes.

Reported here is the covalent immobilization of
double-stranded DNA (dsDNA) onto gold sur-
faces through layer-by-layer self-assembly. That
is, self-assembled monolayers (SAMs) of thiols
formed first on gold surfaces, and then the con-
densation reaction between 5%-phosphate end or
3%-hydroxy end of DNA and the terminal group
of SAMs resulted in the immobilization of DNA
on the surfaces. It is predictable that the differ-
ence in the terminal groups of SAMs would lead
to different amounts of DNA covalently immobi-
lized on SAMs. The influence of different terminal
groups of SAMs on the covalent immobilization
of DNA on gold was investigated by X-ray pho-
toelectron spectrometry (XPS) and cyclic voltam-
metry (CV). The results will be helpful for the
study of the covalent attachment of DNA to
electrodes.

1. Experimental section

1.1. Reagents

Calf thymus DNA, obtained from Sino-Ameri-
can Biotechnical Company, was purified as de-
scribed elsewhere [2] to reach a high purity
(OD260/OD280 was larger than 1.8, where OD
represents the optical density). Three ethylene-
containing thiols, 2-mercaptoethanol (GIBCO), 2-
mercaptoethamine (Sigma), and 3-mercapto-
propionic acid (Fluca) were used as received.
Tris(2,2%-bipyridyl)cobalt(III) perchlorate [Co-
(bpy)3(ClO4)3] was prepared from cobalt(II) chlo-
ride, hydrogen peroxide, perchloric acid, and
2,2%-bipyridyl (bpy) [10]. Other chemicals were of
analytical reagent grade. Water used was doubly
distilled and sterilized.

1.2. Immobilization of double-stranded DNA on
self-assembled monolayers on gold electrodes

A gold electrode (1.25 cm2) was heated in boil-
ing concentrated HNO3 for 5 min followed by
rinsing with water and then sonicating in water
for 3 min. The electrode was voltammetrically
cycled and characterized in 1 M H2SO4 until a
stable cyclic voltammogram was obtained. The
freshly-pretreated electrode was rinsed with water
and then immersed in a 40 mM thiol solution for
6 h. Then the electrode was washed thoroughly
with water. Thus a SAM-modified gold electrode
(SAM/Au) was obtained. The SAM/Au was re-
acted with 1 mg ml−1 dsDNA in the presence of
1 mg ml−1 1-ethyl-3-(3-dimethylaminopropyl)
carbodiimide hydrochloride (EDAC) in a 40 mM
2-[N-morpholino]ethanesulfonic acid (MES)
buffer (pH 6.5) for 24 h, and then washed with
MES buffer. Thus a SAM/Au modified with ds-
DNA was obtained. It is denoted as dsDNA-
SAM/Au throughout.

A SAM/Au electrode for control experiments
was prepared as mentioned above for the dsDNA-
SAM/Au except no EDAC in MES buffer.

1.3. CV measurements

A three-electrode cell was used in the measure-
ments, with a bare gold electrode or SAM/Au or
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dsDNA-SAM/Au as the working electrode, a sat-
urated calomel reference electrode (SCE) im-
mersed in the electrolyte through a Luggin
capillary situated at the working electrode and a
platinum wire counter electrode. Voltammograms
were recorded using MCEC-II Electrochemistry
and Electroanalysis System (Xiamen University).
Experiments were conducted at 25°C. All reported
potentials are against the SCE.

1.4. XPS experiments

The dsDNA-SAM/Au and SAM/Au for con-
trol experiments were dried after washed with
water, and transferred into a chamber for XPS
immediately. The XPS spectra were recorded on a
VG ESCA-LAB MKII spectrometer using Mg
radiation. The data were acquired and processed
by XPS-AES sampling/processing program (Ver-
sion 5.0, Tsinghua University). The radiation gun
was operated at 10 kV and 20 mA; and the

electron multiplier voltage was set at 2.9 kV; 20
scans were used. The PE mode was set for the
analyzer.

2. Results and discussion

2.1. Electrochemical characterization of
dsDNA-SAM/Au prepared from SAMs with
different terminal groups

To optimize the covalent immobilization of ds-
DNA on SAMs, three ethylene-containing thiols,
2-mercaptoethanol, 2-mercaptoethamine, and 3-
mercaptopropionic acid, whose terminal groups
are respectively hydroxyl, amino and carboxyl,
were used to prepare different SAMs with differ-
ent terminal groups. Hydroxyl and amino groups
can react with 5%-phosphate end of DNA, and
carboxyl group with 3%-hydroxy end of DNA.

Scheme 1. Illustrative presentation of the covalent immobilization of dsDNA on SAMs with different terminal groups.
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Fig. 1. Cyclic voltammograms of 10 mM Co(bpy)3
3+ in 5 mM

Tris (pH 7.1) containing 5 mM NaCl at a (a) hydroxyl-termi-
nated SAM/Au, (b) hydroxyl-terminated SAM/Au treated
with EDAC and dsDNA, and (c) control experiment electrode.
Scan rate: 100 mV s−1.

the activation of EDAC to obtain dsDNA-SAM/
Au, at the same time, only a small amount of
dsDNA is adsorbed onto the surfaces. The surface
concentration (G) of Co(bpy)3

3+ preconcentrated
on the SAM/Au surface can be calculated from
the integrated charge of its CV peaks before and
after modification of the SAM/Au with dsDNA.
The surface concentration of Co(bpy)3

3+ esti-
mated from Fig. 1b is (1.5590.15)×10−11 mol
cm2, and G at the control experiment electrode is
(2.6690.28)×10−12 mol cm−2. Because the sur-
face concentration of Co(bpy)3

3+ preconcentrated
at a SAM/Au depends directly on the amount of
dsDNA immobilized on the surface, the relative
amounts of dsDNA immobilized at different
SAM/Au electrodes can be evaluated from the
surface concentration of Co(bpy)3

3+. In the case
of Fig. 1b, the dsDNA on the electrode surface
was dominantly immobilized through covalent
bonds besides a small amount of adsorbed ds-
DNA. Assuming that in this case the adsorbance
of dsDNA is close to that on the control experi-
ment electrode, on which only adsorbed dsDNA
exists, then the covalently immobilized dsDNA
are estimated to account for 82.8% of total
amount of dsDNA on the hydroxyl-terminated
SAM/Au.

Accordingly, the covalent immobilization of ds-
DNA on amino-terminated and carboxyl-termi-
nated SAM/Au surfaces was examined. Table 1
presents the results obtained on these SAMs.
Amino groups can be protonized, the negatively-
charged DNA should be easy to adsorb on the
amino-terminated SAM/Au surface, and the con-
densation reaction would be hard to take place.
So the amount of covalently immobilized dsDNA
will be small. As was indeed observed, only 23.1%
of the total amount of dsDNA on amino-termi-
nated SAM/Au was immobilized through cova-
lent bonds. On carboxyl-terminated SAM/Au
surfaces, although the covalently immobilized ds-
DNA reached up to 92.2% of the total amount of
dsDNA, in fact, the total amount itself is small.
So the amount of covalently immobilized dsDNA
is only as large as 1/3 of that on the hydroxyl-ter-
minated SAM/Au surfaces. The reason for this is
that the negatively-charged SAM/Au surface re-
sulting from the disassociation of carboxyl group

The covalent immobilization of dsDNA on
SAM/Au surfaces is illustrated in Scheme 1. The
dsDNA was covalently immobilized onto SAM/
Au via phosphate ester, phosphoramide and car-
boxylate ester linkages, respectively.

Co(bpy)3
3+ was used to characterize dsDNA-

SAM/Au due to its strong interaction with ds-
DNA at low ionic strength [1,11]. Fig. 1a is the
CV curve of 10 mM Co(bpy)3

3+ at a hydroxyl-ter-
minated SAM/Au, a pair of redox peaks appear-
ing at a formal potential (E°%) value of 82 mV.
Fig. 1b shows the CV curve of 10 mM Co(bpy)3

3+

obtained at a hydroxyl-terminated SAM/Au
treated with EDAC and dsDNA. It can be seen
that the cathodic peak current increased notably,
and the E°% shifted from 82 mV negatively to 20
mV, indicating that dsDNA has been immobilized
on the SAM/Au. The increased current and nega-
tive shift in E°% resulted from the electrostatic
interaction of dsDNA immobilized on the SAM/
Au with Co(bpy)3

3+ [6]. Fig. 1c obtained at the
control experiment electrode in the same solution
shows that the cathodic peak current slightly in-
creased compared with that in Fig. 1a and the E°%
shifted to 27 mV, which resulted from a small
amount of dsDNA adsorbed because there is only
dsDNA adsorbed possibly on the SAM/Au sur-
face for control experiments.

From the above results, it can be concluded
that dsDNA is able to be covalently immobilized
on hydroxyl-terminated SAM/Au surfaces under
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will electrostatically repel negatively-charged ds-
DNA, so that dsDNA is difficult to approach
carboxyl-terminated SAM/Au surface and react
with the carboxylate group, even hard to adsorb
on the surface.

2.2. XPS characterization of dsDNA-SAM/Au
prepared from SAMs with different terminal
groups

Phosphorus element, P, is the best evidence for
the existence of DNA, so it can be used as an
indicator for the immobilization of DNA on
SAM/Au. Fig. 2 shows the XPS spectra of P
obtained under different conditions. Fig. 2(1) is
the P2p spectra of a hydroxyl-terminated SAM/
Au (curve a) after treated with EDAC and ds-
DNA, and a hydroxyl-terminated SAM/Au for
control experiments (curve b). It is clear that there
is plenty of P on the dsDNA-SAM/Au surface,
but there is little P in the case of the slight
adsorption of DNA on the SAM/Au surface.
From the peak intensities obtained under these
conditions, the amount of P, corresponding to the
amount of dsDNA on surfaces, can be calculated.
As shown in Table 1, 87.6% of dsDNA was
covalently immobilized on the hydroxyl-termi-
nated SAM/Au, which is quite close to that ob-
tained by CV.

The P2p spectra of an amino-terminated and a
carboxyl-terminated SAM modified covalently

with dsDNA are presented in Fig. 2(2a) and Fig.
2(3a), respectively. Curve b in Figs. 2(2) and 2(3)
is for the SAMs for control experiments. Simi-
larly, the relative amounts of the dsDNA cova-
lently immobilized on the dsDNA-SAM/Au
surfaces can be estimated. The results are listed in
Table 1.

As shown in Table 1, the relative amount of the
dsDNA covalently immobilized on the hydroxyl-
terminated SAM/Au is the largest of all the three
SAMs, accounting for 82.8–87.6% of the total
amount of dsDNA on the surface. And the
amino-terminated SAM is poor for covalent im-
mobilization of dsDNA. The amount ratio of the
covalently immobilized dsDNA on the three ds-
DNA-SAM/Au surfaces is (3–3.5):1:(1–1.5). In
the meantime, the amount ratio of adsorbed ds-
DNA is (5–5.6):30:1, which is consistent with the
order of electric positivity of the SAM surfaces.
Covalent immobilization of dsDNA is the prereq-
uisite for DNA-modified electrodes to be used as
electrochemical DNA biosensors. It is being ex-
pected that DNA is covalently immobilized on
electrode surfaces as much as possible, while
DNA is adsorbed in an amount as small as possi-
ble. To sum up, the hydroxyl-terminated SAM is
a good substrate for the covalent immobilization
of dsDNA on gold surfaces.

Comparing the data in Table 1, it can be seen
that the results obtained by CV are quite consis-

Table 1
Comparison of covalent immobilization of dsDNA on the SAMs with different terminal groupsa,b,c

HOCH2CH2S/Au H2NCH2CH2S/Au HOOCCH2CH2S/Au

12.8:11.3:1A1: A2 5.8:1CV
15:11.4:18.1:1XPS

CV 82.8%(Ac/A1)×100% 23.1% 92.2%
87.6%XPS 93.1%28.8%
3.5 : 1Ac:Ac:Ac :CV 1.5

XPS 3 : 1 : 1
5.6 : 29.5A2:A2:A2 :CV 1

:5 1:30XPS

a A1, data obtained from CV or XPS corresponding to the total amount of dsDNA on a dsDNA-SAM/Au.
b A2, data obtained from CV or XPS corresponding to the amount of adsorbed dsDNA on a SAM/Au for control experiments.
c Ac=A1−A2, corresponding to the amount of covalently immobilized dsDNA.
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Fig. 2. P2p XPS spectra of a hydroxyl-terminated SAM/Au (1), amino-terminated SAM/Au (2), and carboxyl-terminated SAM/Au
(3). Curve a: dsDNA-SAM/Au; curve b: control experiment electrode.

tent with those by XPS. This provides a possibil-
ity to use simple CV method to evaluate the
amount of dsDNA immobilized on SAM/Au sur-
faces, which was determined by XPS technique in
the past. This will facilitate the study of DNA-
modified electrodes.
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Abstract

Transport of various anthraquinone, acidic and basic dyes in aqueous solution through ether-type polyurethane
membrane has been studied to better define the factors affecting the removal of organic compounds by the
polyurethane membrane and to complement the previously proposed sorption mechanism. The effects of pH, salts,
dye geometry and size, initial dye concentration, thickness of the membrane, and solution temperature on the rate of
transport were investigated. Transport was found to be dependent upon the pH conditions of the starting and the
receiving solutions. An increased rate of transport was observed with increased solution temperature and with the use
of a thinner polyurethane membrane. The differences in the rates of transport can be attributed to the relative
solubility of the organic dyes in the membrane and in solution, and to the strength and extent of intermolecular
interactions with the polymer. Dye concentration, geometry and size, and the presence of salts in solution had no
significant effect on the rate of transport. All of the studied dyes were found to exist as neutral species in the
membrane. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Organic dyes; Ether-type polyurethane membrane; Non-porous membrane transport

1. Introduction

Due to more rigorous government regulations
for the disposal of waste effluents and the in-
creased environmental awareness of the public,
the manufacturers and industrial consumers of
organic compounds have been forced to strictly
monitor their wastewater for the presence of or-
ganic chemicals. As a result, more focus has been
placed on the development of advanced waste

purification techniques for the removal of organic
compounds from industrial effluents. Currently,
the most extensively employed purification proce-
dure is adsorption of organic pollutants on acti-
vated carbon [1]. Unfortunately, this process
alone is neither very efficient nor economical [1].
Because adsorption takes place from an aqueous
solution, the organic species which are polar and
soluble in water are not efficiently removed by the
relatively non-polar carbon; water-insoluble non-
polar compounds tend to form colloidal disper-
sions from which migration and adsorption on the
carbon surface are also not very effective [1].
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Current industrial wastewater purification opera-
tions are a combination of physical, chemical
and/or biological degradation procedures which
are applied prior to exposure of the effluent to
carbon. However, this entire process is quite ex-
pensive and time-consuming because of the many
steps involved [1].

In the last few years, applications of membrane
separations to organic pollution control have been
extensively researched [2–14]. Membrane separa-
tion is a relatively new type of separation process
which is predicted, ultimately, to replace a major-
ity of the conventional separation systems. At
present, there is little interest in using biological
membranes for this purpose. On the other hand,
the possibility of separations with various syn-
thetic polymeric membranes is highly appealing
because no conventional single step purification
treatment offers the same potential and versatility
as those of synthetic membranes. In membrane
processes, the separation is achieved via a mem-
brane which acts as a barrier between two homo-
geneous phases and as a sorbing medium. The
separation is governed by both the chemical and
the physical nature of the membrane material and
it occurs because of differences in shape, size,
chemical properties, or charge of the species to be
separated [2–14]. Transport through the mem-
brane can be achieved when a driving force such
as a pressure or concentration difference, for ex-
ample, is applied or created during adsorption.
Membrane technology is already being used to
some extent in many industrial areas such as food
and beverage, metallurgy, pulp and paper, textile,
pharmaceutical, automotive, dairy, biotechnologi-
cal and chemical industries. The membrane pro-
cesses have become particularly important in
water treatment for industrial and domestic water
where membrane technology can be applied in
cleaning operations [2–14]. For instance, in textile
plants membranes are used to treat dye house
effluents to remove the dyestuff and allow the
reuse of auxiliary chemicals for dyeing, or to
concentrate the dyestuffs and auxiliaries and pro-
duce purified water [15].

One of the more important categories of mem-
branes comprises the non-porous polymeric mem-
branes which are most widely adopted in current

industrial membrane separations [2–15].
Polyurethane membrane is an example of a non-
porous synthetic membrane. Ether-type
polyurethane membrane is manufactured through
a copolymerisation condensation reaction of poly-
ols with polyisocyanates [16]. These two compo-
nents aggregate into two distinct regions during
the reaction which results in the formation of
hard and soft domains. The hard domain is very
rigid in structure due to the presence of aromatic
rings; the soft domain, comprising the polyol seg-
ments, is more fluid and amorphous. Extensive
intermolecular hydrogen bonding takes place be-
tween the individual crystalline segments and the
soft segments. As a result, the ether-type
polyurethane membrane is resistant to extreme
pH and temperature conditions which makes it an
attractive candidate for industrial membrane sep-
aration applications.

Our earlier work on the mechanism of extrac-
tion of phenols and benzoic acids by the
polyurethane membrane shows that this polymer
is capable of sorbing organic compounds from
solution [17,18]. Carbon adsorption of organic
dyes from waste effluents is relatively ineffective
for the reasons previously mentioned, and conse-
quently effluents containing organic dyes are very
difficult to treat in environmental systems [1]. We
chose to investigate the transport of organic dyes
for the purpose of better defining the factors
affecting sorption of organic compounds by the
polyurethane membrane in general, and to ex-
plore the possibility of practical industrial appli-
cations. This comprehensive study should help to
promote the use of the polyurethane membrane
for separations in various segments of industry.

2. Experimental

2.1. Instrumental analysis and reagents

UV-visible spectra and absorbance readings
were taken using a Hewlett-Packard Model 8452A
diode-array spectrophotometer. Solution pH was
measured with an Orion Expandable Ion Analyser
EA940. Water was obtained from a Barnstead
Nanopure II™ purification system fed with water
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Table 1
Anthraquinone organic dyes

purified by reverse osmosis. Polyether-type
polyurethane membranes PT6100S and PT6310S
0.025 and 0.051 mm thick, respectively were sup-
plied by Deerfield Urethane Inc., South Deerfield,
MA. The organic dyes were obtained from BASF
Co., Ludwigshafen, Germany and from a biologi-
cal stain kit, Chem-Supply Model No. BS-100,
provided by Chem Service, Inc., West Chester,
PA. The molecular structures and the Colour
Index (C.I.) numbers of the dyes used for this
study are listed in Tables 1–3. The purity of these
dyes was checked by TLC using a 50:10:15 ratio
of n-butanol:ethanol:water mobile phase composi-
tion. Because the compounds appeared to be in
their pure form, they were used without further
purification. All other chemicals were of a reagent
grade.

2.2. Experimental apparatus and procedure

Enough of each dye was weighed out to give a
final solution concentration of about 1.9×10−5

M in 1.0 M HCl or in 1.0 M NaOH unless
otherwise specified. The choice of this concentra-
tion was dictated by the solubility limit of the
least soluble dye in 1.0 M HCl. Parameters such
as salt, acid, or base concentrations were adjusted
accordingly.

The dye classification shown Tables 1–3 was
adopted from textile science and is based not only
on the type of substituents on the dye molecule
but also on the application conditions used in
textile operations utilizing those particular dyes
[19].

The apparatus used for membrane testing con-
sisted of two separate glass ‘cells’ (a starting and a
receiving cell) having capacities of 260 ml. The
flanges of both cells were covered lightly with
Dow Corning high vacuum silicone grease in or-
der to obtain a better seal of the two cells. All
cells had short sidearms which allowed access for
solutions and sampling. Ether-type polyurethane
membrane 0.025 mm thick (unless otherwise spe-
cified) was cut into squares and placed between
the flanges of the two cells which were then
clamped together. The membrane was not sub-
jected to any cleaning prior to use and we as-
sumed that it does not swell in aqueous solution
due to its hydrophobic nature. The surface area of
the membrane exposed to solutions was 23.890.2
cm2. The starting cell contained 250 ml of
aqueous dye solution; the receiving cell contained
250 ml of 1.0 M HCl solution without the
dye (unless otherwise specified). Teflon stirrers
were placed inside each cell to keep the solu-
tions stirred throughout the experiment. Sep-
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Table 2

Acidic organic dyes

arate magnetic stirrers were used for each cell.
After the sample and the receiving solutions were
transferred into the cells, the sidearm openings of
the cells were closed with glass stoppers and
Parafilm™ to eliminate evaporation and pH vari-
ations. The entire apparatus was then wrapped in
aluminum foil for the duration of the experiment
to prevent any possible decomposition of the dye
due to light. Each experiment was repeated at
least twice to establish reproducibility.

The UV-visible spectra (190–820 nm) of the
original solutions were taken prior to the experi-
ment (AI) and compared with the absorbances of

the starting and receiving solutions taken after a
known period of time (AFS, AFR).% dye in starting
cell and % dye in receiving cell are the concentra-
tions of dye in the starting and the receiving
solutions, respectively at a known time. The con-
centration of dye in the membrane at a specific
time, reported as % dye in membrane, can be
calculated.

% Dye in starting cell=AFS/AI×100% (1)

% Dye in receiving cell=AFR/AI×100% (2)

% Dye in membrane=100%− (% dye in

starting cell+% dye in receiving cell) (3)
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Table 3

Basic organic dyes

13. Results and discussion

3.1. Effect of the solution pH on the transport of
organic dyes through polyurethane membrane

Our previous work on the mechanism of extrac-
tion of phenols [17] and benzoic acids [18] by the
polyurethane membrane shows that two conditions
must be met in order for extraction to occur. First,
the organic compound must be transferred from
solution onto the membrane surface. Second, more
of this compound will be removed from solution
after the initial sorption only if the species sorbed
on the membrane surface can migrate deeper into
the polymer. An increase in the degree of sorption
is observed until the capacity of the membrane has
been reached. Through the study of the extraction
of phenols and benzoic acids, we have found that
the polyurethane membrane can only hold un-

charged organic species. Based on what we know
about the mechanism of extraction of phenols and
benzoic acids, we hypothesized that it should be
possible to increase the amount of the organic
compound removed from the starting solution if
the sorbed compound could be transported
through the membrane into a receiving solution. To
test this hypothesis, we investigated the transport
of a series of organic dyes (Tables 1–3) which are
representatives of dyes frequently used in the textile
industry [19,20].

The solution conditions for these dyes were
chosen such that majority of the dye molecules
would exist as charged or as neutral species. Both
1.0 M HCl and 1.0 M NaOH solutions were used
for the extraction and transport of the an-
thraquinone dyes Alizarin and Alizarin Red S, all
of the acidic dyes, and the basic dye Wool Green
S. Anthraquinone Disperse Blue 14 is insoluble in
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Table 4
Qualitative analysis of transport of anthraquinone, acidic and basic organic dyesa

Dye in starting solution Dye in membraneDye Dye in receiving solution

Anthraquinone
YellowYellow1.0 M HCl: yellowAlizarin

None1.0 M NaOH: violet None
Light yellowAlizarin Red S 1.0 M HCl: light yellow Light yellow
None None1.0 M NaOH: purple
PinkDisperse Blue 14 1.0 M HCl: pink Blue

Acidic
RedRed1.0 M HCl: redSolvent Yellow 2
None1.0 M NaOH: yellow None
Red/pinkRed/pink1.0 M HCl: red/pinkMethyl Red
None1.0 M NaOH: yellow None
NoneMethyl Orange 1.0 M HCl: red None

None1.0 M NaOH: yellow None
Orange Orange1.0 M HCl: orangeAlizarin Yellow GG

None1.0 M NaOH: yellow None
BurgundyEriochrome Black T 1.0 M HCl: burgundy Burgundy

None1.0 M NaOH: yellow None
Yellow Yellow1.0 M HCl: light yellowMartius Yellow

None1.0 M NaOH: orange None
Light yellow1.0 M HCl: light yellowNaphthol Yellow S Light yellow

NoneBasic 1.0 M NaOH dark yellow None
NoneVictoria Blue R 1.0 M HCl: yellow None
Blue BlueWater: blue
NoneWool Green S None1.0 M HCl: green

1.0 M NaOH: blue None None

a Conditions: 25.092.0°C, 250-ml aliquot of :1.9×10−5 M aqueous dye solution in the starting cell, 250-ml aliquot of solvent
in the receiving cell, 0.025 mm thick ether-type membrane, active surface area of 23.890.2 cm2.

basic solution, and therefore it was tested only in
1.0 M HCl. The basic dye, Victoria Blue R, is also
insoluble in basic solution but it dissolves in water
(pH :5.0) and in 1.0 M HCl. Table 4 shows the
qualitative results for the extraction and transport
of the selected dyes from the corresponding starting
solutions. The receiving solution for each dye had
a similar acidity or basicity to the starting solution
in which the dye was dissolved. The color of each
dye in the starting solution, the receiving solution,
and the membrane corresponds to the type of
species present (i.e. charged vs. uncharged). The
anthraquinone and the acidic dyes (with the excep-
tion of Methyl Orange) were found to extract and
transport out of acidic solution but not from basic
solution. The acidic Methyl Orange and the basic
dye Wool Green S showed no extraction or trans-

port from either solution used. Basic Victoria Blue
R was extracted and transported out of water but
not out of acidic solution.

In 1.0 M HCl, the anthraquinone dyes that have
acidic substituents are neutral, e.g. Alizarin and
Alizarin Red S. During extraction and transport of
these dyes from acidic solution, the membrane had
the same color as the starting dye solutions. In 1.0
M NaOH, Alizarin and Alizarin Red S are nega-
tively charged; no extraction or transport was
observed from basic solutions of these dyes. Or-
ganic dyes such as disperse blue 14 having basic
substituents are positively charged in 1.0 M HCl.
During the transport of Disperse Blue 14, the
starting and receiving solutions contained charged
species (pink), but the membrane was blue in color.
The blue color of Disperse Blue 14 is observed when
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Fig. 1. Transport of Disperse Blue 14 through 0.025 mm thick
ether-type polyurethane membrane. Conditions: 25.092.0°C,
250-ml aliquot of :1.9×10−5 M aqueous dye solution in 1.0
M HCl in the starting cell, 250-ml aliquot of 1.0 M HCl in the
receiving cell, 0.025 mm thick ether-type membrane, active
surface area of 23.890.2 cm2. Decrease in dye concentration
in the starting cell, �; increase in dye concentration in the
receiving cell, �.

net charge on the zwitterion is zero, but the
individual ends of this species are either positively
or negatively charged. Consequently, no initial
transfer onto the membrane surface can occur,
and hence no transport into the receiving cell was
observed.

Similar reasoning can be used to account for
the unextractability of basic Wool Green S. Like
Methyl Orange, the probability of Wool Green S
being uncharged is unlikely due to the presence of
the basic substituents and the sulfonic acid group
on the dye molecule. Under acidic conditions, the
sulfonic acid group on the dye will be neutral, but
amino groups (other than the ion-paired sub-
stituent which is not considered to be truly
charged because the positive charge is closely
associated with the negative ions) may be proto-
nated. The opposite will be true in basic solution.
Since no neutral species is formed, there is no
extraction and therefore no transport. Basic Vic-
toria Blue R, has only basic substituents in addi-
tion to the ion-paired quaternary ammonium
group. The majority of Victoria Blue R molecules
are neutral in water (again, the ion-paired group
is not considered to be charged), and therefore
this dye is extracted and transported out of water.
No extraction or transport occurred out of 1.0 M
HCl due to the presence of positively charged
species.

These results further support the hypothesis
that the presence of a neutral species of an or-
ganic compound is a deciding factor which deter-
mines whether the initial transfer of an organic
compound from solution onto the membrane sur-
face will take place. After successful initial sorp-
tion, the transport through the membrane into a
receiving solution will occur only if the receiving
solution conditions are favorable for desorption
of the organic species from the membrane. For
example, the anthraquinone dyes are transported
into acidic receiving solutions but not into water
in which they are only sparingly soluble. In con-
clusion, the transport of organic dyes from one
solution into another using the polyurethane
membrane as the transporting medium is contin-
gent upon both the initial sorption of the dye
from solution onto the polymer surface and the
chemical properties of the receiving solution.

the dye molecules are uncharged (e.g. when the
dye is dissolved in a non-polar solvent such as
hexane). The data collected on transport of the
anthraquinone dyes suggests that only a neutral
form of these dyes is retained by the membrane.
Clear visual evidence for this conclusion is the
transport of Disperse Blue 14 during which we
observe a color change when the dye is being
transferred from solution into the polymer and
vice versa.

Similar conclusions were reached from extrac-
tion and transport of acid dyes. In 1.0 M HCl, a
majority of acidic dye species will be neutral.
Similarly to the anthraquinone dyes, the acidic
dyes were extracted and transported from and
into acidic solution but not from basic solution.
Methyl Orange, however, was an exception. The
lack of extraction of this dye can be accounted for
by the high probability that the dye never actually
exists as an extractable uncharged species i.e. the
closest instance in which it resembles an un-
charged species is when it forms a zwitterion. The
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3.2. Effect of dye geometry, size, and chemical
properties on transport through polyurethane
membrane

As pointed out in Section 3.1, the first step in the
overall transport process (Fig. 3) is the sorption of
the dye onto the membrane surface. It is hypothe-
sized that the efficiency with which the dye in
solution is initially transferred onto the polymer
surface will be dependent on the relative solubilities
of the dye in the solvent and in the membrane which
will take into account all the different possible
specific and non-specific interactions [21]. After the
initial sorption has taken place, the ability of the
sorbed species to separate the individual segments
of the polymer and migrate deeper into the bulk is
largely driven by the strength and the extent of the
intermolecular interactions that can take place
between the species and the constituent groups on
the hard and soft segments of the polymer [17,18].
Because all of the dyes used in this study are
relatively non-polar with substituents capable of
intermolecular interactions and aromatic rings
which are also found in the matrix of the mem-
brane, they should be soluble in this polymer. For
the remainder of this discussion we will only be
concerned with the neutral form of the dyes since

it is the only species that is retained by the
membrane. Using this information on extraction
and transport within the polymer matrix, we antic-
ipated that the rate of transport of the dye from the
starting into the receiving solution through the
polymer will be affected by the morphology and the
chemical characteristics of the dye molecule. To test
this hypothesis, the dyes were dissolved in the
solvent from which extraction and transport were
previously observed (Table 4) to give a concentra-
tion of 1.9×10−5 M. Ether-type 0.025 mm thick
polyurethane membrane was used in all instances.
The results reported in Table 5 show the time at
which no further change was measured in the
receiving and the starting cells, the percentage dye
detected in each of the cells at that time, and the
percentage dye calculated to be in the membrane.
Unlike all other dyes that were tested, Eriochrome
Black T and Naphthol Yellow S show significantly
lower concentrations in the receiving cell than in the
starting cell at the reported times. This suggests that
the transport of the two dyes must be very slow,
and therefore the change in concentration at the
time of measurement may be too small to detect.
We found that some dyes, for example Alizarin,
Disperse Blue 14 and Solvent Yellow 2, are not well
retained by the membrane but quite efficiently

Table 5
Effect of dye morphology and chemical properties on the rate of transporta

% Dye in starting cellTime (h)Dye % Dye in receiving cell % Dye in membrane

Anthraquinone
163 4893Alizarin 4294 1093

5093929Alizarin Red S 5934593
147 4791Disperse Blue 14 4691 791

Acidic
Solvent Yellow 2 5491 4591 191235

1592Methyl Red 6591183 1892
Alizarin Yellow GG 81925921493240

15943993 4693216Eriochrome Black T
2993 4293Martius Yellow 43 2993

408 9091Naphthol Yellow S 8 93 291

Basic
Victoria Blue R 3091 2691733 4091

a Conditions: 25.092.0°C, 250-ml aliquot of :1.9×10−5 M aqueous dye solution in the starting cell in a solvent from which
transport occurs (Table 4), 250-ml aliquot of solvent (identical to that in the starting cell) in the receiving cell, 0.025 mm thick
ether-type membrane, active surface area of 23.890.2 cm2.
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transported. Other dyes such as Methyl Red,
Alizarin Yellow GG, Eriochrome Black T, Martius
Yellow, and Victoria Blue R are very well retained
and transported through the polyurethane mem-
brane. Two of the studied dyes, Alizarin Red S and
Naphthol Yellow S, are very poorly extracted and
transported by this polymer.

Dyes which show very inefficient extraction and
transport (Alizarin Red S and Naphthol Yellow S)
are small, compact and both contain a single
sulfonic acid substituent (Tables 1 and 2). Because
of the small size of these dyes, the effect of
individual substituents on the chemical characteris-
tics of the entire molecule is more significant than
it would be for a larger dye. Thus, in the case of
Alizarin Red S and Naphthol Yellow S, the pres-
ence of the sulfonic acid group imparts more
polarity to both compounds. The relatively polar
character of these dyes hinders efficient initial
sorption onto the membrane surface and results in
the very slow transport into the receiving cell. The
dyes which were effectively retained and trans-
ported by the membrane are generally non-polar in
nature (Tables 2 and 3). For example Eriochrome
Black T, in spite of the presence of the sulfonic acid
group, remains quite non-polar because of a greater
number of non-polar aromatic rings. Unlike
Alizarin Red S and Naphthol Yellow S, this dye is
sorbed and transported quite efficiently. Martius
Yellow which has chemical structure identical to
that of Naphthol Yellow S (Table 2) but lacks the
sulfonic acid group is highly retained by the mem-
brane and very quickly transported which again
indicates that it is the resultant polarity of the dye
molecule (and therefore the solubility) and not the
polarity of the individual substituents that plays an
important role in the transport process. Dyes which
showed high extraction and efficient transport are
quite diverse in geometry and size. Examples are
large non-linear dyes such as Eriochrome Black T
and Victoria Blue R, smaller linear Methyl Red and
Alizarin Yellow GG, and even smaller Martius
Yellow (Tables 2 and 3). We can therefore conclude
that the morphology and size of the dye alone are
not important factors controlling the transport
process. The percent concentration of the linear
dyes, Methyl Red and Alizarin Yellow GG, in the
membrane is significantly higher than that of, for

Fig. 2. Transport of Disperse Blue 14 through 0.051 mm thick
ether-type polyurethane membrane. Conditions: 25.092.0°C,
250-ml aliquot of :1.9×10−5 M aqueous dye solution in 1.0
M HCl in the starting cell, 250-ml aliquot of 1.0 M HCl in the
receiving cell, 0.051 mm thick ether-type membrane, active
surface area of 23.890.2 cm2. Decrease in dye concentration
in the starting cell, �; increase in dye concentration in the
receiving cell, �.

example, Eriochrome Black T or Martius Yellow.
This can be accounted for by the presence of
carboxylic acid groups on both Methyl Red and
Alizarin Yellow GG which are also found in the
polymer matrix. The presence of the carboxylic acid
groups increases the probability for more hydrogen
bonding interactions between the dye and the
polymer, and increases the solubility of the dye in
the polymer matrix. These results support the
hypothesis on the importance of intermolecular

Fig. 3. Pictorial representation of transport of an organic dye
through a polyurethane membrane. SS is the starting solution,
D is the neutral dye species, MS is the membrane surface on
the starting solution side, MB is the membrane bulk, MS’ is the
membrane surface on the receiving solution side, RS is the
receiving solution.
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interactions. Dyes such as Alizarin, Disperse
Blue 14 and Solvent Yellow 2 (Tables 1 and 2)
were not well retained by the membrane, but
they were transported quite efficiently. These
dyes are capable of forming hydrogen bonds
and are relatively non-polar. The low concentra-
tion of these dyes in the membrane, in spite of
the effective transport, must be a result of their
relative solubility in the solvent and in the poly-
mer. The strength of hydrogen bonding of the
dyes with the solvent must be slightly higher
than with the polymer, and therefore we ob-
served preferential partitioning of these dyes into
the aqueous phase.

In conclusion, the rate of transport is not con-
trolled by the geometry or size of the dye
molecule but rather by the relative solubility of
the dye in the polymer and in the solvent, and
by the relative strength and extent of the inter-
molecular interactions with the polymer and the
solvent. These findings are in agreement with the
conclusions reached from our earlier study of
the mechanism of extraction of phenols and ben-
zoic acids by the polyurethane membrane
[17,18].

3.3. Dependence of the rate of transport on thick-
ness of the polyurethane membrane

The relationship between the thickness of the
polyurethane membrane and the rate of trans-
port of the dye molecules through this polymer
is exemplified by the transport of Disperse Blue
14. This dye having a concentration of 1.9×
10−5 M in 1.0 M HCl was transported into 1.0
M HCl using 0.025 and 0.051 mm thick ether-
type polyurethane membranes. Figs. 1 and 2
show the time taken to achieve an equilibrium
between the starting cell, the receiving cell and
the membrane when the 0.025 and 0.051 mm
thick membranes were used respectively. Equi-
librium was achieved within about 195 h with
the 0.025 mm thick membrane and within 219 h
with the 0.051 mm thick membrane. At the ob-
served equilibrium, the 0.025 mm thick mem-
brane contained 692% of the starting
concentration of the dye, and the 0.051 mm
thick membrane contained 1991% of the initial

Table 6
Effect of the initial concentration of Disperse Blue 14 on the
rate of transporta

Initial concentration of Disperse
Blue 14

1.9×10−5 M1.9×10−6 M

Equilibrium time (h) 146146
2794% Dye in starting cell 4891

45912794% Dye in receiving
cell

7914694% Dye in membrane

a Conditions: 25.092.0°C, 250-ml aliquot of aqueous dye
solution of appropriate concentration in the starting cell in 1.0
M HCl, 250-ml aliquot of 1.0 M HCl in the receiving cell,
0.025 mm thick ether-type membrane, active surface area of
23.890.2 cm2.

dye solution concentration. The masses corre-
sponding to the active surface (23.890.2 cm2)
of 0.025 mm and 0.051 mm thick membranes
prior to exposure to the dye were :0.120 and
0.235 g, respectively.

An attempt was made to determine the overall
diffusion coefficient for the transport process. At
a steady state, the diffusion coefficient can be
evaluated by using a so called ‘time-lag’ method
[22,23]. Initially, in the non-stationary state the
amount of dye diffusing through the membrane
is mathematically represented by

Table 7
Effect of the initial concentration of Solvent Yellow 2 on the
rate of transporta

Initial concentration of Solvent Yel-
low 2

1.9×10−5 M1.9×10−6 M

235235Equilibrium time (h)
% Dye in starting cell 52915591

4391 4791% Dye in receiving
cell

% Dye in membrane 291 191

a Conditions: 25.092.0°C, 250-ml aliquot of aqueous dye
solution of appropriate concentration in the starting cell in 1.0
M HCl, 250-ml aliquot of 1.0 M HCl in the receiving cell,
0.025 mm thick ether-type membrane, active surface area of
23.890.2 cm2.
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Table 8
Successive removal of Disperse Blue 14 from aqueous solutiona

Dye concentration in membrane atDye concentration in receiving cellDye concentration in starting cell
at equilibrium (M) equilibrium (M)at equilibrium (M)

1.9×10−5 00Initial
conditionsb

8.7×10−6 1.4×10−6Initial transport 8.9×10−6

4.3×10−6 1.6×10−63.9×10−6First successive
transport

1.5×10−62.1×10−6Second succes- 2.3×10−6

sive transport

a Conditions: 25.092.0°C, 250-ml aliquot of aqueous dye solution in the starting cell in 1.0 M HCl, 250-ml aliquot of 1.0 M HCl
in the receiving cell, 0.025 mm thick ether-type membrane, active surface area of 23.890.2 cm2.

b Note: initial conditions represent the initial concentration in the starting cell before any extraction or transport has occurred; the
time required to reach equilibrium was :147 h for the initial and successive transports.
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If the thickness of the membrane, Dx, and the
time, Dt, taken to reach the steady state (‘time-
lag’) are known, the diffusion coefficient can be
calculated using [22,23]

D=
Dx2

6Dt
(6)

The transport of disperse blue 14 through the
0.025 mm thick membrane required about 195 h
for the dye in the membrane to reach a steady
state (i.e. when no further change in dye concen-
tration was observed in the starting and receiving
solutions and in the membrane). The approximate
diffusion coefficient calculated using Eq. (6) is
5.34×10−7 mm2 h−1. The transport of Disperse
Blue 14 through the 0.051 mm thick membrane
required about 219 h to reach a steady state. The
approximate value of the diffusion coefficient is
1.98×10−6 mm2 h−1.

As expected, the overall equilibrium for the
transport of Disperse Blue 14 was achieved more
quickly when the thinner membrane was used.

This can be accounted for by the shorter path that
the dye had to diffuse through in order to reach
the receiving cell solution. The more quickly the
dye appears on the receiving cell side of the
membrane, the more rapidly it can be desorbed
into the receiving solution. The concentration of
the dye in the membrane increases until the steady
state is reached where no further sorption or
transport are observed. The amount of dye in the
thinner membrane was calculated to be approxi-
mately one third of that in the thicker polymer.
The thicker membrane can retain a higher amount
of the dye because it has more of the polymer
material by weight that is available for interac-
tions with the dye molecules. The calculated diffu-
sion coefficients for the transport are broad
approximations of the true values. The mathemat-
ical representation of the entire diffusion is be-
yond the scope of this paper and will be addressed
in a later publication.

3.4. Dependence of the rate of transport on the
initial dye solution concentration

Disperse Blue 14 and Solvent Yellow 2 were
used to study the effect of the initial concentration
of the dye on the rate of transport through the
polyurethane membrane. The choice of the initial
dye concentrations in the sample cells was dic-
tated by the solubility of the dyes in 1.0 M HCl
and the detection limit of the UV-visible spec-
trophotometer. The starting concentrations used
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for both Solvent Yellow 2 and Disperse Blue 14
were 1.9×10−6 and 1.9×10−5 M. Table 6 and
Table 7 show the time taken to achieve equilibrium
at the two concentrations for both dyes, and the
corresponding percentage of each dye in the start-
ing and the receiving cells and in the membrane.
Regardless of the starting concentration used, equi-
librium was achieved within :146 h for Disperse
Blue 14 and 235 h for Solvent Yellow 2. When
1.9×10−6 M Disperse Blue 14 was extracted, a
higher percentage of the dye was retained by the
membrane and lower final concentrations were
detected in the starting and the receiving solutions
than in the extraction of 1.9×10−5 M solution of
this dye. This was not observed for the transport
of the corresponding solutions of Solvent Yellow
2.

In the case of Disperse Blue 14, although the
membrane contained a higher proportion of the
dye, the calculated molar concentration of the dye
in the membrane was approximately the same as
the molar concentration for the extraction of the
more concentrated solution of Disperse Blue 14.
This suggests that the membrane can remove the
dye from solution until its capacity for the dye is
reached. In the case of Solvent Yellow 2, the
capacity of the membrane has probably been
reached at 2% even at the 1.9×10−6 M dye
concentration. Therefore, a change in the percent-
age of this dye in the membrane was not observable
as with the Disperse Blue 14.

To determine whether the polyurethane mem-
brane already containing a dye could be used to

transport more dye if a fresh receiving solution was
provided, we investigated a stepwise removal of
Disperse Blue 14. The starting concentration of
Disperse Blue 14 was 1.9×10−5 M. After equi-
librium was achieved between the two cells and the
membrane, the molar dye concentrations in both
cells and in the membrane were calculated. Next,
the receiving cell solution containing the dye was
discarded and replaced with new 1.0 M HCl
solution. The cells were again allowed to come to
equilibrium, and the concentrations were calcu-
lated. This process was repeated until an instrumen-
tal detection limit for the dye was reached.

The calculated molar concentrations of Disperse
Blue 14 in the starting and receiving cells at
equilibrium for each successive extraction are
shown in Table 8. The concentration of Disperse
Blue 14 in the membrane gradually increased
during the initial extraction/transport until equi-
librium. This membrane dye concentration re-
mained constant for all of the subsequent successive
extraction/transport experiments regardless of the
time at which the measurements were taken and the
solution dye concentration being transported. Fur-
thermore, because the time needed to achieve
equilibrium for all of the successive extractions was
approximately the same as for the initial extraction/
transport, we can conclude that the transporting
properties of the membrane have not been affected
by the presence of the dye in the matrix. These
results prove that the membrane will extract the dye
until its capacity for the dye is reached (i.e. the
solubility limit for the dye in the membrane is

Table 9
Effect of salt on the rate of transport of Disperse Blue 14 and Solvent Yellow 2a

Equilibrium time (h) % Dye in starting cell % Dye in receiving cell % Dye in membrane

Disperse Blue 14
147 4891No salt added 4691 891

4892 10921950.5 M LiCl 4092

Solvent Yellow 2
No salt added 234 5291 4691 291

234 58920.5 M LiCl 4192 192

a Conditions: 25.092.0°C, 250-ml aliquot of :1.9×10−5 M aqueous dye solution in the starting cell in 1.0 M HCl with salt
concentration appropriately adjusted, 250-ml aliquot of 1.0 M HCl in the receiving cell, 0.025 mm thick ether-type membrane, active
surface area of 23.890.2 cm2.
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Table 10
Effect of temperature on the rate of transport of Disperse Blue 14a

% Dye in starting cell at 24 h % Dye in receiving cell at 24 h % Dye in membrane at 24 hTemperature (°C)

8891 6914 691
791249123 6991
691369137 5891

4391 79166 4591

a Conditions: temperature, 92.0°C, 250-ml aliquot of :1.9×10−5 M aqueous dye solution in the starting cell in 1.0 M HCl,
250-ml aliquot of 1.0 M HCl in the receiving cell, 0.025 mm thick ether-type membrane, active surface area of 23.890.2 cm2.

reached). In order for this membrane to continue
removing the remaining dye in the starting solu-
tion, a flow of dye through the membrane into the
receiving solution must occur.

3.5. Effect of salt on the rate of transport through
polyurethane membrane

Disperse Blue 14 and Solvent Yellow 2 were
chosen as examples to illustrate the effect of salt on
the rate of transport. The extraction efficiency and
the time taken to achieve equilibrium for transport
of both dyes (1.9×10−5 M) from 1.0 M HCl
solutions containing 0.5 M LiCl were compared
with the results for solutions without the salt. 0.5
M and 1.0 M aqueous solutions of NaCl, KCl,
RbCl, CaCl2, and Al2(SO4)3 in 1.0 M HCl and in
water were also tested to determine whether any
transport of the cations and/or anions was occur-
ring. The percentages of the dyes in the starting
and the receiving cells and in the membrane at
equilibrium for the sample solutions with and
without salt are presented in Table 9. None of the
cations and anions were transported through the
membrane from any of the starting salt solutions
as confirmed by analysis using atomic absorption
spectroscopy. The extraction efficiency of Disperse
Blue 14 and Solvent Yellow 2 from starting solu-
tions containing the salt and the rates of transport
into the receiving cells are almost identical (within
experimental error) to the corresponding solutions
of these dyes without the salt. Furthermore, the
presence of salt does not change the saturation
amount of each of the dyes that can be retained by
the polyurethane membrane.

As discussed in Section 3.1, the majority of
Disperse Blue 14 species in 1.0 M HCl are posi-

tively charged. These positively charged species
are, however, at equilibrium with a small percent-
age of uncharged molecules of Disperse Blue 14.
The opposite is true for the solution of Solvent
Yellow 2 in 1.0 M HCl in which the predominant
species is the uncharged dye molecule. When salt
is added to solutions containing charged organic
species, ion pair formation can take place [24–26]
and the overall solution becomes more polar.
Because of the increased solution polarity in the
presence of salts, we would expect a ‘salting out’
effect where the non-polar uncharged species be-
comes more insoluble in the solvent, and therefore
partitions more efficiently into the non-polar mem-
brane which results in a more rapid extraction and
transport of both dyes. Because no significant
changes in extraction and transport rates have
been observed, we concluded that addition of salt
does not cause a sufficiently high change in the
relative solubility of the dye species in solution and
the membrane. These findings are in agreement
with the conclusions reached for the earlier inves-
tigation of the extraction of phenols and benzoic
acids by the polyurethane membrane [17,18].

3.6. Dependence of the rate of transport on
solution temperature

1.9×10−5 M solutions of Disperse Blue 14 in
1.0 M HCl were transported into a 1.0 M HCl
solution using 0.025 mm polyurethane membrane
at 4, 23, 37, and 66°C. The percentages of the dye
in the starting and the receiving cells and in the
membrane at 24 h for each of the temperatures are
shown in Table 10. The percentage of the dye
retained by the membrane is approximately the
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same at all four temperatures. However, the rate of
removal of the dye from the starting cell and the
rate of transport into the receiving cell were found
to increase with increased temperature.

The above results do not correlate with the
temperature data that we collected for extraction of
phenols and benzoic acids by the ether-type
polyurethane membrane [17,18]. For the extraction
of phenols and benzoic acids, we found that as the
temperature was increased, the extraction de-
creased because of the exothermic nature of the
extraction process. In this study, however, in addi-
tion to extraction we have transport into a receiving
solution. Unlike the simple extraction, the trans-
port is probably controlled not only by thermody-
namic factors but also by the concentration
gradient created during the process. The fact that
the membrane retains approximately the same
amount of dye at all of the temperatures suggests
that the solubility of the dye in the polymer remains
relatively the same. The increased rates of removal
and transport of the dye at higher temperatures
suggest that the physical properties of the mem-
brane matrix must be different at those tempera-
tures. The most likely explanation is that due to the
higher energy in the membrane segments at the
increased temperature, some of the intermolecular
interactions among the individual segments within
the polymer may be weakened or broken; this
results in the matrix being more fluid in nature and,
consequently, more accessible to the dye species in
solution. Therefore, at higher temperatures (e.g.
66°C), the dye species sorbed on the surface can
migrate more freely through the bulk of the poly-
mer and into the receiving solution which is evi-
denced by the significantly shorter time in which
equilibrium is achieved (e.g. within 146 h at 23°C
vs. 24 h at 66°C).

4. Conclusion

The rate at which various organic dyes will
transport through the ether-type polyurethane
membrane is dependent on the solution pH, the
overall polarity and capability of the dye molecule
to engage in hydrogen bonding interactions with
the polymer, the relative solubility of the dye

species in the polymer and in the solvent, and the
temperature at which the transport is occurring.
The ether-type polyurethane membrane can retain
only neutral species of the organic dyes.

In order to obtain an initial transport through
the bulk of the membrane, the pH of the starting
solvent must be favorable for the formation of a
neutral species which is the only species soluble in
the membrane. Furthermore, a flow of the species
in the membrane into the receiving solution will be
observed only if a driving force resulting from the
differences in dye concentration in the starting and
receiving solutions and the membrane (or a concen-
tration gradient) is present. The rate of transport
is dependent on chemical factors such as the
efficiency with which the dye can partition into the
membrane surface and then migrate through the
membrane bulk, and on the physical experimental
conditions such as the temperature. For example,
species with comparable solubility in the polymer
and in solution is transported from the starting cell
into the receiving cell quite efficiently. On the other
hand, if the solubility of the species is relatively
higher in one of the media, the transport may be
hindered due preferential partitioning. The parti-
tioning of the dye between the solution and mem-
brane phases and the rate of migration through the
bulk of the polymer can be significantly altered by
changing the temperature. The rate of transport of
the dyes through the polyurethane membrane in-
creased when higher temperatures were used. The
increase in the transport rate at increased temper-
atures can be accounted for by change in the
physical properties of the membrane matrix which
becomes more fluid, and therefore more exposed
and accessible to the dye species in solution.

Overall, the results from this study provide a
deeper insight into the mechanism of extraction and
transport process of organic compounds by the
polyurethane membrane and show that this mem-
brane has considerable potential in commercial
applications for removal of organic compounds
from aqueous solutions.
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Abstract

A solid-phase extraction (SPE) method for sample clean-up followed by a reversed-phase high-performance liquid
chromatography (HPLC) procedure for the assay of five antidepressant drugs (trazodone, doxepin, desipramine,
maprotiline and imipramine) is reported. The drugs were recovered from plasma buffered at a suitable pH using C18
Bond-Elut cartridges and mixtures of methanol–aqueous buffer as washing and elution solvents. The recoveries of the
drugs using other sorbent materials (C8, C2, cyclohexyl, cyanopropyl and phenyl Bond Elut and copolymer HLB
waters cartridges) were also examined. The selectivity of SPE was examined by using spiked plasma samples and the
CH cartridge gave rise to the cleanest extracts. Cyclohexyl cartridges were conditioned successively with 2 ml of
methanol and 1 ml of acetic acid–sodium acetate buffer (0.1 M, pH 4.0). Plasma sample was buffered at pH 4.0 and
then applied to the sorbent. The washing step was performed subsequently with 1.5 ml of acetate buffer (0.1 M, pH
4.0), 100 ml of acetonitrile and 1 ml of methanol–acetate buffer (30:70, v/v). Finally, the analytes were eluted with 0.5
ml of methanol–acetate buffer (70:30, v/v). The extract was evaporated to dryness, reconstituted in mobile phase, and
chromatographed on a reversed-phase C18 column with ultraviolet detection at 215 nm. The recoveries of trazodone,
doxepin, desipramine, maprotiline and imipramine from spiked plasma samples using the CH cartridge were 58 2, 84
3, 83 3, 83 3 and 82 2%, respectively. The within-day and between-day repeatabilities were lower than 6% and 9%,
respectively. The linearity of calibrations for the five antidepressants was between 0.005 and 2 mg/ml. The limits of
detection were 1 ng/ml for trazodone, doxepin and desipramine and 2 ng/ml for maprotiline and imipramine. © 1999
Published by Elsevier Science B.V. All rights reserved.

Keywords: Antidepressant drugs; Plasma; Solid-phase extraction

1. Introduction

The treatment of depressive disorders is usually
accomplished by the use of different compounds
known as antidepressants and these drugs are
frequently encountered in emergency toxicology
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screening, drug-abuse testing and forensic medical
examinations [1]. Many studies have indicated
that the clinical effects of this group of com-
pounds are concentration dependent, at least in
endogenously depressed patients [2,3]. Monitoring
of plasma levels of some antidepressants may be
clinically useful in certain situations, providing
valuable information for a more rational use of
these drugs in clinical practice.

Although several analytical methods are avail-
able for the determination of antidepressants in
biological fluids, including gas–liquid chromatog-
raphy [4–6], the most advantageous technique, in
terms of both versatility and reliability, has
proven to be the high-performance liquid chro-
matography (HPLC) [7–10].

A classical standard procedure for the extrac-
tion of antidepressants from biological samples is
based on liquid–liquid extraction after alkaliza-
tion [11,12]. In some methods, an aqueous acidic
solution is used for back-extraction of antidepres-
sants from the organic phase [7,10,13–18]. Such
an approach is often tedious and time-consuming.
An interesting alternative consists in the isolation
of the analytes by solid-phase extraction (SPE)
using disposable extraction cartridges (DECs)
[19–23].

SPE is a consolidated preparation technique for
biological samples. It is widely used for removing
interfering components and for trace enrichment
of analytes prior to chromatography. The advan-
tages of SPE include minimal waste solvent gener-
ation, the ability to handle a wide range of sample
volumes, ease of use, potentially excellent selectiv-
ity due to a wide range of available sorbents, and,
to a greater extent than liquid–liquid and super-
critical fluid extraction, the ability to extract and
retain polar and ionic analytes.

This paper deals with the optimization of all the
experimental variables that affect the recoveries
obtained in the SPE of five widely used antide-
pressants, not only physicochemical variables
such as the nature of the solid and liquid phases
used and the sample pH, but also other hydrody-
namic variables such as the flow-rate at which
liquid phases are passed through the adsorbent or
the volume of air used to forced the liquids
through the solid.

2. Experimental

2.1. Reagents and chemicals

Imipramine hydrochloride, desipramine hy-
drochloride, maprotiline hydrochloride, doxepin
hydrochloride, trazodone hydrochloride and the
internal standard p-hydroxybenzoic acid n-butyl
ester (butyl paraben) were from Sigma (Madrid,
Spain). Methanol and acetonitrile (Romil Chemi-
cals Ltd, Heidelberg, Germany) were of HPLC
grade. The water used in all experiments was
purified on a Milli-Q system from Millipore (Bed-
ford, MA, USA). Sodium acetate, acetic acid,
phosphoric acid, sodium hydrogen and dihydro-
gen phosphates, boric acid, sodium borate,
sodium carbonate, sodium hydrogen carbonate,
sodium hydroxide, concentrated ammonia (25%)
and triethylamine were of analytical quality from
Merck (Darmstdt, Germany). Aqueous buffers
were prepared in order to buffer the aqueous
standard and spiked plasma samples. The buffers
(1 M and 0.1 M) were H3PO4–NaH2PO4 (pH
2.0), HAc–NaAc (pH 4.0–5.0), NaH2PO4–
Na2HPO4 (pH 6.0–8.0), H3BO3–NaH2BO3 (pH
9.0–10.0), NaHCO3–Na2CO3 (pH 11.0–12.0) and
NaOH (pH 13.8). Stock standard solutions of
antidepressant drugs were prepared in methanol
at a concentration of 1 mg/ml and were stored at
4°C in the dark.

The SPE cartridges used were Bond-Elut
(Varian, Barcelona, Spain) octadecyl (C18), octyl
(C8), ethyl (C2), cyclohexyl (CH), cyanopropyl
(CN) and phenyl (PH) silica bonded phases (100
mg) and Waters (Barcelona, Spain) copolymer
Hydrophilic–Lipophilic Balance (HLB) sorbent
(30 mg).

2.2. Instrumentation

The extraction was performed with an ASPEC
XL equipment from Gilson (Villiers le Bel,
France). The extracts were evaporated to dryness
using a Zymark (Barcelona, Spain) Turbo Vap
LV evaporator. No recovery or selectivity prob-
lems were observed when the same cartridge was
used twice for plasma samples and up to 15 times
with aqueous standard samples.
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HPLC was used for the determination of the
recoveries of the drugs eluted from the cartridges.
The chromatographic system consisted on a Phar-
macia LKB (Barcelona, Spain) 2248 pump, a
Hewlett-Packard (Barcelona, Spain) 1100 auto-
matic sample injector with a sample loop of 100 ml
and a Waters (Barcelona, Spain) 484 UV–visible
detector. A reversed-phase Waters (Barcelona,
Spain) Nova-Pack C18 column (15 cm×3.9 mm
I.D., 4 mm particle size) and a Waters Nova-Pack
C18 guard-column (20×3.9 mm I.D., 4 mm parti-
cle size) were used. The effluent was monitored at
215 nm. The mobile phase was acetonitrile–0.02
M triethylamine (pH 5.5 with 0.75 M H3PO4)
(35:65, v/v) delivered at a flow-rate of 1 ml/min.
Organic modifier content and pH of the mobile
phase were optimized for the proper separation of
the analytes using the mentioned column. Triethy-
lamine was used in order to avoid tailing peaks.
The system was operated at room temperature.

3. Optimization of the extraction procedure

3.1. SPE studies in aqueous standard samples

Buffered aqueous standard samples at a con-
centration level of 0.5 mg/ml were prepared daily
by dilution from stock solutions using the appro-
priate 0.1 M aqueous buffer. The extraction was
performed by the ASPEC system in a sequential
mode as follows. The SPE cartridge was activated
with 2 ml of methanol and washed with 1 ml of
0.1 M aqueous buffer. Then, 1 ml of buffered
aqueous sample was added and the compounds of
interest were eluted with 1 ml of a convenient
elution liquid.

For the study of the effect on recoveries of
sample pH, pure methanol was selected as a start-
ing elution solvent. On the other hand, when
recoveries were evaluated as a function of the
composition of the elution solvent, methanol–1.0
M aqueous buffer mixtures were used.

3.2. SPE studies in spiked plasma samples

Blood samples were collected using sodium cit-
rate as anticoagulant, centrifuged and plasma was

separated and stored at −20°C. Blank plasma
samples were spiked with 0.5 mg of imipramine,
desipramine, maprotiline, doxepin and trazodone
per ml and buffered with the appropriate 1.0 M
buffer (3: 1, v/v). The SPE procedure was similar
to the case of the aqueous standard samples, but
after loading with 1 ml of the spiked plasma
sample the cartridge was washed subsequently
with 1.5 ml of aqueous acetate buffer, 100 ml of
acetonitrile and 1 ml of the convenient washing
solvent prior to elution with 1 ml of the adequate
elution solvent. The compositions of the washing
and elution solvents used were those obtained as
optima in the studies in aqueous standard
samples.

The extracts from all studies were evaporated
to dryness under a nitrogen stream at 45°C and
reconstituted with 200 ml of mobile phase contain-
ing 5 mg/ml of internal standard, and 20 ml of this
solution was injected into the chromatographic
system.

Recoveries were calculated against the initial
amount of analytes spiked on the sample
(aqueous or blank plasma), using linear calibra-
tion curves based on standard solutions of ana-
lytes and internal standard.

4. Results and discussion

When recoveries of the five test compounds
from aqueous standard samples buffered at differ-
ent pH values within the range 2–14 were exam-
ined by using the C18 cartridges, the most apolar,
and pure methanol as elution solvent, large varia-
tions in recoveries and reproducibilities were ob-
served with small pH changes.

In order to assure that no losses of analytes
would occur in the loading of sample on the SPE
cartridge, the sample was collected and analyzed
after being passed through the sorbent and no
chromatographic peaks corresponding to the an-
tidepressant analytes were found. In conclusion,
retention of the compounds is complete in the
loading step, but 1 ml of pure methanol is not
able to completely elute the analytes in some
circumstances. A greater volume of methanol or a
change in the nature of the elution liquid used was
required.
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Table 1
Recoveries (% R.S.D. of n=4 determinations) of the analytes from aqueous standard samples using C18 cartridges as a function of the sample pH

pH 4.0 pH 7.0 pH 11.0

MeOH 1% NH3
a MeOH–buffer (9:1)b MeOH 1% NH3

a MeOH–buffer (9:1)b MeOH 1% NH3
a MeOH–buffer (9:1)b

8694 8991 9492 9095Trazodone 8391 8091 97910 9595 9392
Doxepin 1.990.1 8293 9591 7897 8191 7492 4298 7094 9192

2.190.2 8592 8791 4599Desipramine 7591 6691 7799 8394 8991
3.790.8 7894 9491 2897 7892 7191Maprotiline 8096 8693 8891
2.390.2 7193 8691 6499 6291 7791Imipramine 3395 6294 9092

a MeOH–concentrated NH3 (99:1, v/v).
b Buffer is aqueous acetate buffer (pH 4.0, 1.0 M).
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The antidepressants studied are basic in charac-
ter, thus pka values for trazodone, doxepin,
imipramine, desipramine and maprotiline are 6.7,
8.0, 9.4, 10.2 and 10.5, respectively. Retention of
basic drugs onto modified silica is not only due to
hydrophobic interactions between analyte and ap-
olar groups of silica modified surface, but also to
cation-exchange processes with charged residual
silanols when the medium pH is acid enough to
maintain the drug in its charged form [24–26]. In
order to obtain good recoveries of analytes, all
retention mechanisms must be suppressed during
the elution step. This is probably the biggest
source of difficulty in developing good SPE
methods.

In general, organic solvents alone are inefficient
in eluting the adsorbed antidepressants from the
extraction cartridges [27]. Narasimhashari [28]
used a relatively large volume (10 ml) of a mixture
of hexane–isopropyl alcohol (9:1) to elute antide-
pressants from Sep-Pak C18 cartridge. The effi-
ciency of elution can be increased by adding a
competing cation such as ammonium or triethy-
lamine to the organic elution solvent to block the
charged silanol groups of the extraction cartridge
[29] or by making the organic solvent acidic
enough to maintain the silanol groups uncharged
[30,31].

Table 1 collects the recoveries of the five antide-
pressants assayed at different sample pH values
using different elution solvents and the C18 car-
tridges. Complete recoveries of the five antide-
pressants were found when the sample pH was 4

or 11 and methanol–aqueous acetate buffer (pH
4.0) (9:1, v/v) was used for elution. The good
performance of the addition of the acetate buffer
to methanol is due to the lower degree of ioniza-
tion of silanol groups and the competing effect of
the high concentration of sodium cation in the
elution medium.

In order to select an appropriate washing sol-
vent, the elution of the antidepressant compounds
was examined for C18 cartridge as a function of
the composition of the elution liquid by using
mixtures of methanol and 1.0 M acetic acid–
sodium acetate buffer at pH 4.0. The recoveries
reached are shown in Table 2. The elution profiles
obtained by plotting the recovery versus the
methanol percentage of the elution solvent gives
information about the best composition of the
washing solvent (the one with the highest
methanol percentage without eluting the drug)
and the best elution solvent (the lowest methanol
percentage that gives complete recovery of the
drug). Fig. 1 shows the elution profiles found for
the tested compounds when C18 cartridges were
employed. The correct selection of the washing
and elution solvents will provide the cleanest sam-
ples in the SPE process and therefore the best
selectivity in the analytical method. Thus, the
optimum conditions found in the aqueous stan-
dard samples study, using the apolar cartridge
C18, for the five drugs were 1 ml of methanol–ac-
etate buffer (30:70, v/v) as the washing solvent
and 1 ml of methanol–acetate buffer (70:30, v/v)
as the elution solvent, fixing the pH of the sam-
ples at 4.0.

Table 2
Recoveries (% R.S.D. of n=4 determinations) of the analytes from aqueous standard samples at pH 4.0 using C18 cartridges as a
function of the composition of the elution mixture (1 ml of methanol: 1.0 M aqueous acetate buffer, pH 4.0)

C18MeOH (%)

Trazodone Doxepin Desipramine Maprotiline Imipramine

90 91.690.889.590.491.990.494.090.2 8891
96.990.696.990.5 93.990.480 95.090.4 92.390.4

70 92.890.3 94.190.3 91.990.4 94.290.3 91.090.4
60 85.190.2 84.290.3 64.190.7 61.990.8 4891

57.490.7 319150 339 2 3293 2193
1191 399 69740 99118.494
B0.2 B0.230 B0.4B0.2 B0.4
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Fig. 1. Plot of the recoveries of the antidepressants from aqueous standard samples at pH 4.0 using C18 cartridges versus the
composition of the elution mixture (1 ml of methanol–aqueous buffer).

Once the complete recoveries of the tested ana-
lytes on C18 were checked, the SPE from aqueous
standard samples was studied with other sorbent
materials using the optimum conditions for C18
(sample pH 4; washing solvent 1 ml of methanol–
1.0 M acetate buffer (30:70, v/v); elution solvent 1
ml of methanol–1.0 M acetate buffer, 70:30, v/v).
Good recoveries (90%) were obtained with all the
sorbent materials tested (C8, C2, cyclohexyl,
phenyl, cyanopropyl and HLB), except for C2
cartridges, for which poor recoveries for tra-
zodone were found, and cyanopropyl cartridges,
for which low recoveries were attained for all
compounds assayed (Fig. 2).

In order to select the most appropriate sorbent
material, the selectivity provided by each one was
assayed using blank plasma samples spiked with
0.5 mg of imipramine, desipramine, trazodone,
doxepin and maprotiline per ml. All the assayed
cartridges (C18, C8, C2, CH, PH and HLB) gave
rise to chromatograms with several interfering
peaks from plasma endogenous components, the
number of which increased the higher the hydro-
phobic nature of the sorbent. The cleanest chro-
matograms were obtained using DECs packed
with hexyl silica (CH) bonded phase. To improve
even more the cleanness of the extracts, two addi-
tional washing steps were introduced prior to the
application of methanol–buffer washing solvent.
Once the plasma sample was applied, the car-
tridge was washed with 1.5 ml of aqueous acetate

buffer and then with 100 ml of acetonitrile. The
volume of acetonitrile used in this washing step
was limited to 100 ml since a significant decrease
in the analyte recoveries (especially for trazodone)
was observed when increasing the volume. Table 3
shows the recoveries obtained for the antidepres-
sants using the three washing steps and different
sorbent materials. The CH cartridges provided the
best recovery and selectivity.

Other experimental variables related to the hy-
drodynamic performance of the ASPEC equip-
ment were also tested using spiked plasma
samples and the CH bonded phase. The main

Fig. 2. Recoveries of the antidepressants from aqueous stan-
dard samples at pH 4.0 using different types of cartridges.
Washing and elution solvents were 1 ml of methanol–1.0 M
acetate buffer (30:70, v/v) and 1 ml of methanol–1.0 M acetate
buffer (70:30, v/v), respectively.
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Table 3
Recoveries (% R.S.D. of n=4 determinations) of the analytes from spiked plasma samples as a function of the sorbent material,
using the SPE conditions optimized in aqueous standard samples

PH HLBC2 CHC18 C8

5392 5392Trazodone 4192 5491 1291891
339483928493Doxepin 34949292 9193

3493 8192 7093 4593Desipramine 8093 7793
499172938092Maprotiline 47947791 7894
51927493Imipramine 7493 7793 3893 8093

three variables are the air volume passed through
the cartridge after the sample loading and after
the washing steps (inadequate drying of SPE
column can cause losses in recovery), the volume
of elution solvent used and the flow-rate at which
the sample and elution solvent are passed through
the cartridge. No significant decreases in recover-
ies were observed in the case of the air volume
passed after the sample loading and the washing
steps (volumes between 0 and 10 ml were tested).
Antidepressant drugs are highly protein-bound in
plasma, thus their recovery by SPE can be vari-
able and low due to incomplete liberation of the
drugs bound to proteins. The simplest approch to
minimize the effect of protein binding is to pass
the sample through the sorbent at a low rate [32].
Finally, losses in recoveries were found when vol-
umes of elution solvent lower than 0.5 ml (Fig.
3A) and flow-rate of the elution process higher
than 1.0 ml/min (Fig. 3B) were used.

Thus, the optimum conditions finally proposed
for the SPE of the tested compounds in plasma
samples were (total cycle 18.1 min.):
� Cartridge conditioning (flow-rate 6.0 ml/min;

air volume 1 ml): the cartridge (CH) was first
conditioned with 2.0 ml of methanol and then
with 1.0 ml of acetate buffer (pH 4.0, 0.1 M).

� Loading with sample (flow-rate 1 ml/min; air
volume 1.5 ml): 1 ml of sample buffered with
acetate buffer (pH 4.0, 1 M) was dispensed on
the cartridge.

� Washing (flow-rate 3.0 ml/min; air volume 2
ml): the cartridge was subsequently washed
with 1.5 ml of acetate buffer (pH 4.0, 0.1 M),
100 ml of acetonitrile and 1 ml of methanol–ac-
etate buffer (pH 4.0, 1.0 M) (30:70, v/v).

� Elution (flow-rate 1 ml/min; air volume 2 ml):
0.5 ml of methanol–acetate buffer (pH 4.0, 1.0
M) (70:30, v/v) was applied to the cartridge.
Typical chromatograms of a blank plasma ex-

tract and an extract of blank plasma spiked with
the five antidepressant are given in Fig. 4. The
extract of drug free plasma shows the absence of
endogenous peaks from the plasma matrix at the
retention times corresponding to analytes.

Plasma samples spiked with different concen-
tration levels of the drugs were analyzed using the

Fig. 3. Effects on recoveries of the volume of elution solvent
passed through the SPE column (A) and the flow-rate of the
elution step (B).
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Fig. 4. Typical chromatograms obtained by coupling the semi-
automated SPE sample preparation to HPLC: (A) blank
plasma and (B) plasma sample spiked with 0.2 mg each of
trazodone, doxepin, desipramine, maprotiline and imipramine
per ml, respectively.

where y is the peak–area ratio and x the drug
concentration in plasma samples (mg/ml).

Using the optimum SPE conditions, the abso-
lute recoveries of the analytes at three different
concentration levels (0.01, 0.1 and 1 mg/ml) were
examined. The mean absolute recoveries for tra-
zodone, doxepin, desipramine, maprotiline and
imipramine were 5892, 8493, 8393, 8393
and 8292%, respectively. The precision of the
bioanalytical method, expressed by the coefficient
of variation (CV), was estimated by measuring the
within-day and between-day repeatabilities at
three different concentration levels, 0.01, 0.1 and
1.0 mg/ml (Table 4). Intra-day repeatabilities were
less than 6% and inter-day repeatabilities less than
9% in all cases.

The limits of detection, calculated as the spiked
analyte concentration that produces a chromato-
graphic peak whose height is three times the
baseline noise of chromatograms of blank plasma
samples, were 0.001 mg/ml for trazodone, doxepin
and desipramine and 0.002 mg/ml for maprotiline
and imipramine.

Finally, the method was applied to plasma sam-
ples from healthy subjects following the intake of
an oral dose of 25 mg of imipramine hydrochlo-
ride (Fig. 5A), 75 mg of doxepin hydrochloride
(Fig. 5B), 75 mg of maprotiline hydrochloride
(Fig. 5C) or 100 mg of trazodone hydrochloride
(Fig. 5D), respectively.

5. Conclusion

When analysing drugs from biological fluids
using SPE, the selection of the convenient extrac-
tion conditions (sample pH, composition of the
washing and elution solvents, and nature of the
sorbent material) provides the cleanest samples
for the later chromatographic analysis and is an
important factor in the selectivity of the entire
analytical method. Losses in recoveries and/or
poor repeatabilities in the SPE proccesses owing
to the presence of mixed interactions on the silica
based sorbent surface can be avoided by adding
appropriate modifiers to the solvents employed in
the extraction.

optimum SPE conditions. The peak area ratios
(analyte/internal standard) showed a linear rela-
tionship with the concentration over the range
0.005–2.0 mg/ml for the five antidepressants. The
equations obtained were:

Trazodone: y= (0.0023890.00005)x

+ (0.0290.03) (r2=0.9991)

Doxepin: y= (0.0031490.00003)x

+ (0.0390.02) (r2=0.9991)

Desipramine: y= (0.0020290.00002)x

+ (0.0190.02) (r2=0.9991)

Maprotiline: y= (0.0022590.00003)x

+ (0.0290.02) (r2=0.9990)

Imipramine: y= (0.0020990.00002)x

+ (0.0190.02) (r2=0.9991)
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Table 4
Within-day (n=4) and between-day (n=3) repeatabilities of the SPE–HPLC determination method

Trazodone Doxepin Desipramine Maprotiline ImipramineAmount added
(mg/ml)

Amount found Amount found CV (%)CV (%) Amount found CV (%) CV (%) Amount found CV (%) Amount found
(mg/ml)(mg/ml)(mg/ml) (mg/ml)(mg/ml)

Intra-day re-
peatability
(n=4)

0.005690.0003 5.5 0.008690.0004 4.60.01 0.008290.0004 4.2 0.008390.0004 5.2 0.008590.0004 5.0
0.05690.002 3.90.1 0.08390.003 3.9 0.08590.002 2.1 0.08390.003 3.0 0.08390.002 2.7

0.5990.02 2.9 0.8390.03 3.4 0.8290.021 2.6 0.8390.02 1.8 0.8290.02 2.5

Inter-day re-
peatability
(n=3)

0.005990.0005 8.6 0.008190.0005 6.10.01 0.008990.0009 6.6 0.008790.0007 8.2 0.008190.0006 7.7
0.06190.004 6.9 0.08990.005 5.9 0.08190.0060.1 7.2 0.08090.004 4.4 0.08090.004 5.6

1 0.5590.04 7.7 0.8390.04 5.1 0.8390.03 3.8 0.8590.04 4.6 0.8690.05 5.8



A. Bakkali et al. / Talanta 49 (1999) 773–783782

Fig. 5. Chromatograms corresponding to plasma samples from four healthy volunteers following the intake of an oral dose of: (A)
25 mg of imipramine hydrochloride (blood collected after 4 h of intake); (B) 75 mg of doxepin hydrochloride (blood collected after
2.5 h of intake); (C) 75 mg of maprotiline hydrochloride (blood collected after 8 h of intake); (D) 100 mg of trazodone hydrochloride
(blood collected after 2 h of intake).
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Abstract

The overall extraction equilibrium constants (Kex) of picrates of Li+, Na+, K+, Rb+, Cs+, Ag+, Tl+, and
Sr2+with 19-crown-6 (19C6) were determined between benzene and water at 25°C. The Kex values were analyzed into
the constituent equilibrium constants, i.e. the extraction constant of picric acid, the distribution constant of the crown
ether, the formation constant of the metal ion–crown ether complex in water, and the ion-pair extraction constant
of the complex cation with the picrate anion. The effects of an extra methylene group of 19C6 on the extraction
ability and selectivity are discussed in detail by comparing the constituent equilibrium constants of 19C6 with those
of 18-crown-6 (18C6). The Kex value of 19C6 for each metal ion is lower than that of 18C6, which is mostly attributed
to the higher lipophilicity of 19C6. The extraction ability of 19C6 for the univalent metal ions decreases in the order
Tl+\K+\Rb+\Ag+\Cs+\Na+�Li+, which is the same as that observed for 18C6. The difference in
log Kex between the univalent metals is generally smaller for 19C6 than for 18C6. The extraction selectivity of 19C6
is governed by the selectivity in the ion-pair extraction, whereas that of 18C6 depends on both the selectivities in the
ion-pair extraction and in the complexation in water. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Solvent extraction; Constituent equilibria; Metal picrates; 19-Crown-6; Effect of extra methylene group

1. Introduction

The complexing ability and the selectivity of
crown ethers for ions are considered to be gov-
erned by various factors such as size and shape of

cavity, type and number of donor atoms, and ring
conformation [1]. 19-Crown-6 (19C6) has an extra
methylene group than 18-crown-6 (18C6). By us-
ing CPK models [2], the cavity radius of 19C6 is
evaluated to be 1.35 A, , which is almost the same
as that of 18C6 (1.30 A, ). These two crown ethers
have the same number of donor oxygen atoms.
However, the CPK models reveal that the less
symmetrical arrangement of the oxygen atoms

* Corresponding authors. Fax: +81-43-290-2781.
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induced by the extra methylene group leads to an
unfavorable conformation for complexation com-
pared with symmetrical 18C6. Ouchi et al. [2]
synthesized x-crown-6 ethers (x=19, 20, 22) and
examined their extraction ability for Na+, K+,
Rb+, and Cs+ into dichloromethane. They re-
ported that the introduction of extra methylene
groups into the 18C6 ring decreases the extraction
ability. Recently, formation constants of 19C6
complexes with various uni- and bivalent metal
ions were determined in water by conductometry;
for the metal ions which are larger in size than
Na+, the formation constants of the 19C6 com-
plexes are smaller than those of the 18C6 ones,
but the contrary holds for the cations smaller
than Na+ [3]. One should note that the extrac-
tion-ability and -selectivity do not always reflect
the complexation-ability and -selectivity in water,
because the overall extraction equilibrium consists
of several equilibria, e.g. the distribution of the
crown ether, the formation of the metal ion–
crown ether complex in water, and the ion-pair
extraction of the complex cation with the counter
anion. In order to understand the effect of the
extra methylene group on the extraction-ability
and -selectivity of 19C6 from the standpoint of
equilibrium, it is necessary to evaluate the overall
extraction equilibrium on the basis of the con-
stituent equilibria.

In this study, the overall extraction equilibrium
constants of various univalent metal picrates and
strontium(II) picrate with 19C6 in a benzene–wa-
ter system were determined, and analyzed into
four constituent equilibria. Each of the equi-
librium constants was compared with that of
18C6, and the effect of the extra methylene group
was discussed quantitatively.

2. Experimental

2.1. Materials

The preparation of 19C6 was just the same as
that described in the previous paper [2]. Benzene,
picric acid, LiOH·H2O, NaOH, KOH, RbOH,
CsOH, AgNO3, and TlNO3 were of analytical
grade; Sr(NO3)2 was a suprapur-grade reagent

from Merck. Benzene was washed three times
with deionized water. The concentrations of the
metal hydroxides and picric acid in stock solu-
tions were determined by acid–base titrations.
The water used was distilled and further purified
with a Milli-Q system (Millipore).

2.2. Extraction of metals

10 ml of benzene and an equal volume of an
aqueous solution containing 19C6 (2.3×10−4–
2.0×10−2 M; 1 M is 1 mol dm−3), picric acid
(1.0×10−4–1.6×10−2 M), and metal hydroxide
or nitrate (2.3×10−3–1.0×10−1 M) were placed
in a stoppered glass tube (30 ml), shaken in a
thermostated water bath at 2590.2°C for 2 h,
and centrifuged. The shaking period was confi-
rmed to be sufficient to attain equilibrium. The
pH of the aqueous phases measured by a glass
electrode was 11.5–12.5 and 2.2–3.2 for the metal
hydroxide and nitrate systems, respectively. A 5
ml portion of the benzene phase was pipetted into
a beaker and evaporated to dryness. The residue
containing an alkali metal was dissolved in a 5 ml
1.0×10−2 M NaOH aqueous solution; the
residue containing Ag, Tl, or Sr was dissolved in
a 1.0×10−2 M nitric acid aqueous solution. The
concentrations of alkali metals were obtained
through spectrophotometric determination of pi-
crate (lmax=356 nm, o=1.45×104 cm−1 M−1).
The concentrations of Ag, Tl, and Sr were deter-
mined with a polarized zeeman atomic absorption
spectrophotometer (Hitachi Z-6100) at 328.1,
276.8, and 460.7 nm, respectively. It was found
that there was no or a slight extraction in the
absence of 19C6. Extractions of Ca2+ and Ba2+

were also conducted in a similar manner; how-
ever, the concentrations of the metals extracted
are too low to determine by atomic absorption
spectrophotometry.

2.3. Distribution of 19C6

12 ml of benzene and an equal volume of an
aqueous solution of 19C6 (1.8×10−4–3.8×10−3

M) in a stoppered glass tube (No. 0) were shaken
for 2 h at 2590.2°C, and centrifuged. A 10 ml
portion of the benzene phase was transferred into
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a beaker and evaporated to dryness. After the
residue was dissolved in 10 ml water, a 9 ml
portion of the aqueous solution was transferred
into another tube (No. 1) where 9 ml of
dichloromethane (DCM) and 9 ml of an aqueous
solution saturated with potassium picrate were
placed, and the tube was shaken; by this opera-
tion, 19C6 was extracted as a 19C6–potassium
picrate 1:1:1 complex into DCM. A 16 ml portion
of the aqueous phase of the tube No. 1 was
further shaken with 8 ml of DCM in a tube (No.
2) to complete the extraction of 19C6. In order to
complete the complexation of 19C6 with potas-
sium picrate in DCM, 8 and 7 ml of the DCM
phases of the tubes No. 1 and No. 2 were shaken
with equal volumes of the saturated potassium
picrate solution in tubes No. 3 and No. 4, respec-
tively. 7 and 6 ml of the aqueous phases of the
tubes No. 3 and 4 were shaken again with equal
volumes of DCM in tubes No. 5 and 6, respec-
tively. Four milliliters of the DCM phases in the
tubes No. 3–6 are transferred into beakers and
evaporated to dryness. The residues were dis-
solved in 4 ml of a 0.01 M NaOH aqueous
solution, and the concentrations of picrate were
determined spectrophotometrically. From the sum
of the picrate concentrations, the 19C6 concentra-
tion of the benzene phase in the tube No. 0 was
calculated. The distribution constant determined
was (3.9190.10)×10−1 as the average of 11
measurements.

3. Results and Discussion

3.1. Analysis of extraction equilibria

The overall extraction equilibrium constant of a
metal cation (Mm+) with a crown ether (L) and
picric acid (HA) is defined as

Kex=
[MLAm ]o[H+]m

[Mm+][L]o[HA]om
(1)

where the subscript ‘o’ and the lack of a subscript
denote the species in the organic and aqueous
phases, respectively. The overall extraction con-
stant can be expressed using the distribution con-
stant of the crown ether (KD,L= [L]o[L]−1), the

extraction constant of picric acid (Kex,HA=
[HA]o[H+]−1[A−]−1), the formation constant of
a metal ion–crown ether complex in water
(KML= [MLm+][Mm+]−1[L]−1), and the ion-pair
extraction constant of the complex cation with the
picrate anion (Kex,ip= [MLAm ]o[MLm+

]−1[A−]−m):

Kex=KMLK ex,ip
−1 KD,L

-1 K ex,HA
−m (2)

The distribution ratio of the metal is considered
to be expressed as

D=
[MLAm ]o

[Mm+]+ [MLm+]+ [MLAm ]
(3)

Assuming that [Mm+]� [MLm+]+ [MLAm ], Eq.
(3) can be transformed into

D=
[MLAm ]o

[Mm+]
=KexK ex,HA

m [L]o[A−]m (4)

In this case, the concentrations, [Mm+], [L]o and
[A−], are calculated as follows:

[Mm+]= [M]t− [MLAm ]o (5)

[L]o=
[L]t− [MLAm ]o

1+KD,L
−1 (6)

[A−]=
[HA]t−m [HLAm ]o

1+ (KHA+Kex,HA)[H+]
(7)

where the subscript ‘t’ denotes the total concen-
tration and KHA= [HA][H+]−1[A−]−1. The val-
ues of Kex,HA and KHA at 25°C are 247 [4] and 1.95

[5], respectively. Plots of log(D/[A−]m) vs. log[L]o
are shown in Fig. 1. Each plot gives a straight line
with a slope of unity, proving the validity of Eq.
(4). It was also confirmed that a plot of log(D/
[L]o) vs. log[A−] for Sr2+gives a straight line with
a slope of two, as expected from Eq. (4).

The Kex values were determined from Eq. (1) by
using the [L]o, [Mm+] and [HA]o values calculated
from the following equations in which the forma-
tion of MLm+ in the aqueous phase is considered:

[L]o=
[L]t− [MLAm ]o

1+KD,L
−1 +KMLKD,L

−1 [Mm+]
(8)

[Mm+]=
[M]t− [MLAm ]o
1+KMLKD,L

−1 [L]o
(9)
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Fig. 1. Plots of log(D/[A−]m) vs. log [L]o for solvent extraction
of uni- (m=1) and bivalent (m=2) metal picrates with 19C6.

Table 1, where the Kex values were recalculated by
using Eqs. (8)–(10) and KD,L=5.32×10−2 [7].

The extraction constants of Ag+ and Tl+ with
the picrate anion (Kex,MA= [MA]o[M+]−1

[A−]−1) were reported previously: log Kex,MA=
−2.65 [11] and −3.07 [12] for Ag+ and Tl+,
respectively. Using these values, the formation
constants of the MLA complexes in the benzene
phase (KMLA,o= [MLA]o[MA]o−1[L]o−1) were ob-
tained by the equation KMLA,o=Kex/Kex,MA:
log KMLA,o=3.56, 5.11, 4.78, and 7.06 for AgA–
19C6, TlA–19C6, AgA–18C6, and TlA–18C6,
respectively. The MA forms a less stable complex
with 19C6 in benzene than with 18C6. For both
19C6 and 18C6, the KMLA,o of Tl+ is always
greater than the corresponding one of Ag+,
which agrees with the size-fit concept. The selec-
tivity of 19C6 for TlA over for AgA is lower than
that of 18C6. It was reported that the extra
methylene group of 19C6 generally decreases the
complex stability and the selectivity for M+ in
water [3]. The same is true for the MA in benzene.

3.2. Extraction ability of 19C6

From Table 1, the difference in log Kex between
19C6 and 18C6, log{Kex(19C6)/Kex(18C6)}, is al-

[HA]o=
[HA]t−m [MLAm ]o

1+ ([H+]−1+KHA)K ex,HA
−1 (10)

The Kex and Kex,ip obtained are summarized in
Table 1, together with the KML values used for
calculations [3]. For comparison, the equilibrium
constants for 18C6 [3,4,6,8–10] are also listed in

Table 1
Summary of the equilibrium constants in the extraction of metal picrates with 19C6 and 18C6 between benzene and water at 25°C

log Kex log Kex,ip
blog KML

(19C6–18C6)d 19C6eMetal ion 18C6rM (A, )a (19C6–18C6)d 19C6 18C6 (19C6–18C6)d19C6 18C6c

(−0.89) 0.76 0.0f (0.8) −0.04 0.8 (−0.8)Li+ 0.76 −1.2690.00 −0.37
Na+ (−0.17)1.461.29(0.20)0.73e0.93(−0.83)1.070.2490.001.02

2.712.27(−0.76)2.03g,h1.27 (−0.44)(−2.06)3.621.5690.011.38K+

(−1.84) 1.33 1.56h (−0.23) 1.92 2.67 (−0.75)Rb+ 1.52 1.2790.01 3.11
1.67 0.3890.02 2.01 (−1.63) 0.71Cs+ 0.99h (−0.28) 1.65 2.14 (−0.49)

Ag+ (0.21)1.15 0.9190.00 2.13 (−1.22) 0.93 1.50h (−0.57) 1.96 1.75
2.94(−1.19)2.27h1.08(−1.95)3.992.0490.021.50Tl+ (0.10)2.84

(0.18)5.725.90(−0.89)2.72h1.83Sr2+ (−1.58)4.933.3590.021.18

a Ref. [13].
b Calculated from log Kex,ip= log Kex−log KML+log KD,L+m log Kex,HA; m=1 for univalent metal ions and m=2 for Sr2+.
c Refs. [4,6] (see text).
d log{K(19C6)/K(18C6)}.
e Ref. [3].
f Ref. [8].
g Ref. [9].
h Ref. [10].
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ways negative, proving that the introduction of an
extra methylene group in the 18C6 ring decreases
the extraction constant. The absolute value of
log{Kex(19C6)/Kex(18C6)} decreases in the order
K+\Tl+\Rb+\Cs+: Sr2+\Ag+\Li+

:Na+. From the ionic radii of the metals (rM)
[13], it can be seen that the decrease in log Kex

from 18C6 to 19C6 caused by the extra methylene
group is relatively large for the size-fitting and
-misfitting larger cations, whereas is small for the
size-misfitting smaller cations.

According to Eq. (2), the difference in log Kex

between two crown ethers, L1 and L2, for a given
metal ion can be explained in terms of the differ-
ences in log KML, log Kex,ip, and log KD,L:

log
Kex(L1)
Kex(L2)

= log
KML(L1)
KML(L2)

+ log
Kex,ip(L1)
Kex,ip(L2)

− log
KD,L(L1)
KD,L(L2)

(11)

The log{KML(19C6)/KML(18C6)} is negative for
all the metal ions except Li+ and Na+; the lower
complexation ability of 19C6 for the metal ions of
larger sizes than Na+is ascribed to the less favor-
able orientation of the donor oxygen atoms to the
ions owing to the unsymmetrical structure of
19C6 [3]. The log{Kex,ip(19C6)/Kex,ip(18C6)} is
negative for the alkali metal ions, but positive for
Ag+, Tl+, and Sr2+. The log{KD,L(19C6)/
KD,L(18C6)} is positive (0.86) because of the
lipophilicity of the extra methylene group. For
Li+and Na+, contributions of log{KML(19C6)/
KML(18C6)} and log{Kex,ip(19C6)/Kex,ip(18C6)}
cancel each other, resulting in log{Kex(19C6)/
Kex(18C6)}: log{KD,L(19C6)/KD,L(18C6)} (Eq.
(11) and Table 1). For K+, Rb+, and Cs+, the
two terms concerning KML and Kex,ip in Eq. (11)
are both negative, leading to the smaller
log{Kex(19C6)/Kex(18C6)} values of K+, Rb+,
and Cs+than those of Li+and Na+because the
term log{KD,L(19C6)/KD,L(18C6)} in Eq. (11) is
constant. In the case of Ag+, Tl+, and Sr2+, the
negative contributions of log{KML(19C6)/
KML(18C6)} and log{KD,L(19C6)/KD,L(18C6)}
surpass the positive one of log{Kex,ip(19C6)/
Kex,ip(18C6)}, resulting in the large negative
log{Kex(19C6)/Kex(18C6)} value. The lower ex-

Fig. 2. Plots of log Kex, log Kex,ip, and log KML vs. ionic radii
of univalent metals. � �: Kex;  
: Kex,ip; � �: KML. The
open symbols denote 19C6, and the filled ones 18C6. The solid
lines join the values for the alkali metals.

traction constant of 19C6 is mostly attributed to
the higher lipophilicity of 19C6 compared with
18C6.

The Kex,ip is expressed as a product of two
elementary equilibria, i.e. the ion-pair formation
constant in water and the distribution constant of
the ion-pair. These elementary equilibrium con-
stants are necessary for a detailed discussion of
the ion-pair extraction equilibrium. The underly-
ing constants have been determined for the 18C6–
alkali metal picrate systems [7], but not for the
19C6 systems; thus no further discussion of Kex,ip

can be given at this stage.

3.3. Extraction selecti6ity of 19C6

In Fig. 2, the equilibrium constants of 19C6
and 18C6 for the univalent metals are plotted
against the ionic radii of the metals. The Kex value
of 19C6 decreases in the order Tl+\K+\
Rb+\Ag+\Cs+\Na+�Li+, which is the
same as that observed for 18C6. The Kex order for
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the alkali metals is in agreement with the size-fit
concept, i.e. the metal which is more closely fitted
into the cavity is more extractable. The KML and
Kex,ip of 19C6 for the univalent metals decrease in
the order Rb+:K+\Tl+\Ag+ =Na+\
Li+:Cs+ and Tl+\K+\Ag+:Rb+\
Cs+\Na+�Li+, respectively; the sequence of
Kex is almost consistent with that of Kex,ip, but
considerably different from that of KML. Whereas
the KML and Kex,ip of 18C6 decrease in the order
Tl+\K+\Rb+:Ag+\Cs+\Na+\Li+

and Tl+\K+:Rb+\Cs+\Ag+\Na+\
Li+, respectively; the sequence of Kex is almost
the same as both the sequences of KML and Kex,ip.

According to Eq. (2), the difference in log Kex

between two metals, M1 and M2, is determined by
the differences in log KML and in log Kex,ip:

log
Kex(M1)
Kex(M2)

= log
KML(M1)
KML(M2)

+ log
Kex,ip(M1)
Kex,ip(M2)

(12)

The values of log{Kex(M1)/Kex(M2)},
log{KML(M1)/KML(M2)}, and log{Kex,ip(M1)/

Kex,ip(M2)} for all the couples of univalent metals
are shown in Table 2. In most cases, the
log{Kex(M1)/Kex(M2)} value for 19C6 largely de-
pends on the log{Kex,ip(M1)/Kex,ip(M2)} one, while
that for 18C6 is determined by both the
log{KML(M1)/KML(M2)} and log{Kex,ip(M1)/
Kex,ip(M2)} ones (Eq. (12) and Table 2). This
means that the extraction selectivity of 19C6 is
governed by the selectivity in the ion-pair extrac-
tion rather than that in the complexation in wa-
ter, whereas the extraction selectivity of 18C6
depends on both the selectivities in the complexa-
tion and in the ion-pair extraction.

The absolute value of log{Kex(M1)/Kex(M2)} is
always smaller for 19C6 than for 18C6 except for
the cases of Na/Li, Tl/K, and Ag/Cs. The overall
extraction selectivity of 19C6 is generally lower
than that of 18C6. The absolute value of
log{KML(M1)/KML(M2)} is also always smaller for
19C6 than for 18C6 except for the cases of Cs/Rb
and Ag/Rb, indicating that the complexation se-
lectivity of 19C6 is lower. In some cases, the

Table 2
Differences in log Kex, log KML, and log Kex,ip between univalent metals

19C6 18C6

M1/M2 log
Kex(M1)

Kex(M2)
log

KML(M1)

KML(M2)
log

KML(M1)

KML(M2)
log

Kex,ip(M1)

Kex,ip(M2)
log

Kex,ip(M1)

Kex,ip(M2)
log

Kex(M1)

Kex(M2)

1.50 0.7Na/Li 0.70.17 1.441.33
1.90.51 2.31 3.99K/Li 2.02.82
1.92.53Rb/Li 0.57 1.96 3.48 1.6
1.3−0.05 1.69 2.38Cs/Li 1.01.64

Ag/Li 1.01.52.502.000.172.17
2.34.362.98 2.00.323.30Tl/Li

1.251.32K/Na 0.34 0.98 2.55 1.30
1.03 0.40 0.63Rb/Na 2.04 0.83 1.21

Cs/Na 0.680.260.940.36−0.220.14
0.771.060.67 0.290.000.67Ag/Na

Tl/Na 1.80 0.15 1.65 2.92 1.54 1.38
−0.040.06 −0.35Rb/K −0.51−0.29 −0.47

−1.18 −0.56 −0.62Cs/K −1.61 −1.04 −0.57
Ag/K −0.65 −0.34 −0.31 −1.49 −0.53 −0.96
Tl/K 0.48 −0.19 0.67 0.37 0.24 0.13

−0.89 −0.62 −0.27Cs/Rb −1.10 −0.57 −0.53
−0.36 −0.92−0.06−0.980.04−0.40Ag/Rb

0.77 −0.25 1.02Tl/Rb 0.88 0.71 0.17
−0.390.53 0.51Ag/Cs 0.120.310.22

1.281.981.29 0.700.371.66Tl/Cs
1.13Tl/Ag 0.15 0.98 1.86 0.77 1.09
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absolute value of log{Kex,ip(M1)/Kex,ip(M2)} is
greater for 19C6 than for 18C6; in other cases, the
contrary holds. However, the variation in
log{Kex,ip(M1)/Kex,ip(M2)} between 19C6 and 18C6
is often smaller than that in log{KML(M1)/
KML(M2)}. In most cases, the lower extraction
selectivity of 19C6 is attributed to the lower com-
plexation selectivity in water compared with
18C6. It is interesting that, for Tl/K and Ag/Cs,
the extraction selectivity of 19C6 is higher than
that of 18C6; the extra methylene group causes
the gain in the ion-pair extraction selectivity over
the loss in the complexation selectivity.
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Abstract

The mucolitic bromhexine [N-(2-amino-3,5-dibromobenzyl)-N-methylcyclohexylamine] has been determined in
cough suppressant syrups by multivariate spectrophotometric calibration, together with partial least-squares (PLS-1)
and hybrid linear analysis (HLA). Notwithstanding the spectral overlapping between bromhexine and syrup
excipients, as well as the intrinsic variability of the latter in unknown samples, the recoveries are excellent. A novel
method of wavelength selection was also applied, based on the concept of net analyte signal regression, as adapted
to the HLA methodology. This method allows one to improve the performance of both PLS-1 and HLA in samples
containing nonmodeled interferences. © 1999 Elsevier Science B.V. All rights reserved.

1. Introduction

Bromhexine [N-(2-amino-3,5-dibromobenzyl)-
N-methylcyclohexylamine] is a mucolitic agent
used in the treatment of respiratory disorders
associated with viscid or excessive mucus. Its has
been shown to enhance the penetration of ery-
thromycin into bronchial secretions and to im-

prove the symptoms and ventilatory function in
elderly patients being treated for acute exacerba-
tions of chronic bronchopulmonary disease [1].
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Bromhexine has been determined spectrophoto-
metrically after derivatization with different
reagents [2–4]. Recently, first-derivative electronic
absorption spectroscopy was used for the determi-
nation of both bromhexine and the codeine-re-
lated central cough suppressant dextromet-
horphan [5] (d-3-methoxy-N-methylmorphinan)
in pharmaceutical tablets [6]. Other methods, such
as high performance liquid chromatography
(HPLC) [7–9], preparative thin layer chromatog-
raphy [10] and gas–liquid chromatography [11]
have been applied for the simultaneous determi-
nation of bromhexine and other drugs in pharma-
ceutical preparations. An interesting indirect
determination of bromhexine by atomic absorp-
tion spectrometry was also reported [12].

Multivariate calibration methods [13–15] ap-
plied to both absorptive and emissive spectral
data as well as to electrochemical signals are being
increasingly used for the analysis of complex
pharmaceutical mixtures [16–22]. They have the
advantage of using full spectral information, and
allow for a rapid determination of mixture com-
ponents; often with no need of prior separation or
sample pre-treatment. For routine pharmaceutical
quality control programs, they are more rapid and
of lower cost when compared to HPLC. We have
recently reported the resolution of binary mix-
tures of antiepileptics [23] and antihistaminics [24]
as well as a ternary mixture of antibiotics [25] in
pharmaceutical preparations by partial least
squares (PLS) regression using the PLS-1 formal-
ism. The latter is one of the simplest multivariate
methods, and can be performed with easily acces-
sible statistical software.

An additional advantage of robust multivariate
methods, such as PLS and the recently introduced
variant of hybrid linear analysis (HLA) [26], is
that calibration can be performed by ignoring the
concentrations of all other components except the
analyte of interest. This makes these methods
especially appealing for the determination of the
active components in syrups, whose excipients
may show absorption spectra which are severely
overlapped with those from the analytes. Further-
more, syrups belong to a class of samples com-
posed of a variable complex matrix and a small

number of analytes of interest (in our case only
bromhexine). Thus, several multivariate methods
have been applied to the determination of the
active principles in syrups [27–29].

In the present report we discuss the possibility
of determining bromhexine in syrups by applying
electronic absorption measurements together with
robust multivariate calibration analyses (PLS-1
and HLA). It should be noticed that in these
cases, where the unknown samples may contain
components not modeled by the method during
calibration, variable selection criteria becomes
critical. We have thus applied a novel method for
wavelength selection which minimizes the effect of
nonmodeled potential interferences [30], based on
the concept of net analyte signal (NAS). The
prediction abilities of PLS-1 and HLA are similar,
although the latter is simpler to implement, uses
less factors, and can be easily adapted to the
formalism of wavelength selection.

2. Experimental

2.1. Apparatus

Electronic absorption measurements were car-
ried out on a Beckman DU-640 spectrophotome-
ter, using 1.00 cm quartz cells. All spectra were
saved in ASCII format, and transferred to a PC
Pentium 166 microcomputer for subsequent ma-
nipulation. PLS-1 and HLA were applied with
in-house programs written in Quick Basic accord-
ing to refs. [13] and [26] respectively. Wavelength
selection was achieved by applying a moving win-
dow/NAS calculation strategy, similar to that de-
scribed for ordinary least-squares analysis [31],
but adapted to the HLA methodology [30].

2.2. Reagents

All experiments were performed with analyti-
cal-reagent grade chemicals. Stock solutions of
bromhexine hydrochloride (1.0×10−3 mol l−1)
and dextromethorphan (4.0×10−3 mol l−1) were
prepared by dissolving the compounds in
methanolic HCl 0.1 mol l−1. Solutions of the
excipients present in a commercial bromhexine
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syrup, i.e. ethanol, glycerol, sorbitol, tartaric
acid, sodium benzoate, carboxymethylcellulose,
orange essence and amaranth were also prepared
in methanolic HCl 0.1 mol l−1.

The analyzed samples were from Lafedar
Laboratories (Paraná, Argentina), and were
prepared by diluting 10.00 ml of syrup
with methanolic HCl 0.1 mol l−1 in a 100.00
ml volumetric flask, and then sonicating for 5
min.

2.3. Calibration set

In the presently studied syrup samples, the
analyte of interest is embedded in a complex
mixture of a large number of components. A
training set of 12 samples (in this case mixtures
of the studied component with three different
levels of a blank syrup sample) were prepared
for calibration, with the concentrations of
bromhexine lying in the known linear ab-
sorbance–concentration range. The syrup blank
was added to these samples in such a manner
that three solutions contained 50%, six con-
tained 100% and the other three contained 150%
of a syrup blank provided by the manufacturing
laboratory (see Table 1).

Fig. 1. Electronic absorption spectra of: (A) bromhexine
1.94×10−4 mol l−1 in methanolic HCl 0.1 mol l−1, (B)
excipients present in a typical syrup, and (C) a commercial
syrup sample. Samples (B) and (C) were diluted (1:10) with
methanolic HCl 0.1 mol l−1.

2.4. Validation set

A validation set was built with different levels
of bromhexine between 0 and 2.66×10−4 mol
l−1, also containing a variable syrup blank. Ad-
ditional test samples were prepared containing
potential interferences, such as: (a) dex-
tromethorphan, which was absent in the calibra-
tion set, and (b) excipients whose absorption
signals lye near the bromhexine maximum
at 316 nm (i.e. sodium benzoate and orange
essence, see Fig. 1), but added in higher
amounts than those modeled during cali-
bration.

2.5. Spectrum of pure bromhexine

HLA requires the knowledge of a very accu-
rate spectrum of the pure analyte of interest. In
order to obtain such a spectrum for bromhex-
ine, four solutions were prepared, with concen-
trations in the linear range. The absorbance
data (in the range 285–348 nm, digitized every
1.0 nm, 64 points per spectrum) were subjected
to least-squares analysis at each wavelength in
order to obtain the pure spectrum at unit con-
centration.

Table 1
Composition of the calibration set for applying both PLS-1
and HLA analyses

Bromhexine addedSyrup blankCalibration sam-
added (%)aple (mol l−1 ×104)

1 50 1.55
2.06502
2.58503

1004 1.55
5 100 2.06

1006 2.58
1007 1.55

8 2.06100
2.581009
1.5515010
2.0615011

150 2.5812

a The % is relative to a usual commercial syrup blank taken
as 100%.
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3. Theory

In the PLS method, the m×n data matrix A (m
is the number of calibration samples; n is the
number of wavelengths) is decomposed into:

A=TaBa (1)

where Ba and Ta are the h×n loading and m×h
scores matrix respectively, and h is the number of
PLS factors. The m× l (l is the number of compo-
nents) calibration mixture matrix C is similarly
decomposed:

C=TcBc (2)

where Tc (m×h) and Bc (h× l) are the concentra-
tion loading and scores matrixes respectively. Dur-
ing calibration, the following equation holds:

Tc=TaV (3)

where V is an h×h matrix which establishes the
internal relation between Tc and Ta. During pre-
diction, the component score is obtained from the
unknown spectrum a as t=Baa, and the unknown
concentration from ci(pred)= ttV bci, where bci is
the appropriate h×1 vector associated with the
component of interest. Notice that individual com-
ponents are independently modeled by PLS-1,
using an optimum h value for each of them. This
method offers the additional advantage of ignor-
ing the concentrations of all other components
except i during calibration, provided the former
are present and can be adequately modeled.

In the HLA method, on the other hand, a blank
data matrix S= [A−ci(cal)si

t] is created, where the
n×1 si vector contains the pure spectrum of
analyte i at unit concentration and the m×1
ci(cal) vector the calibration concentrations of
analyte i. Then the first h eigenvectors of S are
used to define a column space X, from which the
concentration of i in an unknown sample is ob-
tained as:

ci(pred)=bt.a (4)

where a is the spectrum of the unknown sample,
b=snet,i/si

tsnet,i, and snet,i= (I−XXt)si (I is an n×n
unitary matrix). It may be noticed that snet,i is the
so-called NAS spectrum of pure i.

Wavelength selection is achieved in HLA by
calculating an error indicator (EI) as a function of
a moving window, starting from the NAS regres-
sion plot (NASRP) for each sample. The latter is
a plot of the elements of the vector anet vs. those
of snet (see below). The expression for EI used in
the present context is [31]:

EI=

�
s2�1+

N2s2

4anet2

�n1/2

anet
(5)

where anet is the norm of the net analyte
spectrum anet=a(I−XXt) (a is the spectrum for
the unknown sample, X is the column space
spanned by the first h eigenvectors of S in HLA
and the norm is understood as the square root of
the sum of the squared elements of the vector), s
is the standard deviation of the best fitted straight
line to the NASRP plot (in a given spectral region)
and N is the number of points in the latter plot
[30].

4. Results and discussion

Fig. 1 shows the electronic absorption spectra of
bromhexine and a commercial syrup blank. As can
be seen, the region 200–280 nm is uninformative.
The analysis of the spectra suggests that a conve-
nient working region is 285–348 nm (Fig. 1),
although certain degree of spectral overlapping
between bromhexine and the excipients still per-
sists. A usual method for resolving mixtures,
which can be applied to the present case, is partial
least squares analysis (PLS). An alternative to
analyzing mixtures when spectral overlapping oc-
curs involves the use of hybrid linear analysis
(HLA, see above) [26].

Electronic absorption spectra for the samples
shown in Table 1 were recorded in the range
285–348 nm and subjected to both PLS-1 and
HLA analyses. For the selection of the optimum
number of factors, the cross validation method
proposed by Haaland and Thomas was used in
both cases [13]. Hence, two factors were used for
prediction using HLA and three factors using
PLS-1 (Table 2). This latter table also gives the
values of the optimal regions used in calibration,
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Table 2
Optimum number of factors and statistical parameters for
calibration when applying HLA and PLS-1 in the full spectral
range 285–348 nm

Statistical parametersa HLA PLS-1

Factors 32
0.94 0.73REP%
0.998R2 0.999

a R2= 1−
�m

1 (cact−cpred)2

�m
1 (cact−c̄)2

, c̄ is the average component

concentration in the m calibration mixtures; REP(%)=
100

c̄

�1

m
�m

1 (cact−cpred)2n1/2

.

ber of selection methods have been proposed in
the literature [32–35]. The presence of nonmod-
eled chemical components is a major problem
common to all multivariate methods. In factor-
based methods, it can be alleviated by expanding
the calibration set to include samples containing
potential interferences. This has been imple-
mented in a previous study of syrups by including
in the calibration some commercial samples for
which the content of the analyte of interest was
determined by HPLC [27]. This is possible since a
knowledge of the concentrations of the interfer-
ences (or, in extreme cases, their chemical identi-
ties) is not needed in the case of robust techniques
such as PLS or HLA in order to achieve success-
ful calibration and prediction. However, no
method is completely free from interferences
which may be present in unknown samples, and
were not adequately modeled during calibration.

In order to study the effect of nonmodeled
interferences, two types of test samples were de-
signed (see Section 2). In one case, dextromethor-
phan was added to a syrup sample. In the other
one, the concentrations of the excipients whose
spectra are overlapped with that of bromhexine in
the working range 285–348 nm were increased to
a proportion not present in the calibration set

square of the correlation coefficient (R2) and rela-
tive error of prediction (REP), which give an
indication of the quality of fit of all the data.
Table 3 collects the prediction results for the
validation set. As can be seen, both PLS-1 and
HLA yield excellent recoveries, although the latter
method requires less factors due to the introduc-
tion of the information corresponding to the pure
spectrum of the analyte of interest in the model.

Wavelength selection is a critical step for in-
creasing the predictive ability of multivariate
analyses, and should ideally eliminate both unin-
formative and/or highly correlated data. A num-

Table 3
Composition of the validation set and results obtained by applying PLS-1 and HLA analyses

Bromhexine (mol l−1 ×104)Validation sample Syrup blank (%)a

Actual Found (HLA) Found (PLS-1)

1.971.96 1.98751
2 125 2.16 2.18 2.19

100 0.003 0.00 0.00
0.840.870.824 100

100 1.025 1.08 1.04
1006 1.33 1.39 1.36
100 1.847 1.94 1.93

8 100 2.35 2.42 2.43
1.982.001.941009

2.1410 2.182.19100
11 2.24100 2.26 2.25

REP (%)b 3.3 2.7

a The % is relative to a usual commercial syrup blank taken as 100%.
b This value of REP (%) corresponds to the validation set and may be different to that for the calibration (see Table 2).
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Fig. 2. Electronic absorption spectra of: (A) bromhexine
1.94×10−4 mol l−1, (B) dextromethorphan 4.00×10−4 mol
l−1, C) sodium benzoate 4 g l−1 (200% of the content in a
commercial syrup blank) and (D) methanolic orange essence at
a concentration which is twice that in a normal syrup (see Fig.
1). Solutions A, B and C are in methanolic HCl 0.1 mol l−1.

Fig. 3. (A) NASRP for sample 12 using the calibration wave-
length range 285–348 nm. (B) NASRP in the range 315–344
nm, as predicted from the analysis of the EI parameter (Table
4). The solid line is the best linear fit to the calculated points.

(Fig. 2). To each of these samples a strategy based
on HLA/NAS calculations was applied in order
to identify the potential presence of an interfer-
ence and to alleviate its effects [30]. As an exam-
ple, the NASRP for sample 12 (Table 4) in the full
spectral region 285–348 nm is shown in Fig. 3A.
As can be seen, linearity is not fulfilled, strongly
indicating the presence of nonmodeled interfer-

ences. A search for the minimum value of EI as a
function of all possible wavelength ranges indi-
cates that the corresponding NASRP in the re-
stricted region 315–344 nm (Fig. 3B) is seemingly
linear (see also the values of EI in Table 4). It

Table 4
Results obtained by applying PLS-1 and HLA analyses to samples with nonmodeled interferences, before and after wavelength
selection

Wavelength Bromhexine (mol l−1 ×104)InterferenceSample EI
range (nm)

Actual Founda (HLA) Founda (PLS-1)

12 2.13(3)b2.17(2)2.660.5285–348Dextromethorphan 8.0×10−4 mol l−1

2.68(1)2.660.005 2.68(2)315–344

Sodium benzoate 4 g l−1; 200% of the13 285–348 0.06 2.66 2.95(2) 2.94(3)b

amount in the syrup blank
312–344 0.011 2.66 2.75(1) 2.78(2)

285–34814 Orange essence, 200% of the amount in 2.39(2)2.040.21 2.44(3)b

the syrup blank
285–315 2.53(2)2.51(1)2.040.02

a The number of factors used for prediction are given in parenthesis.
b Considered as an outlier by PLS-1, on the basis of the calculation on the spectral F ratio, i.e. F(a)=m�n

k=1(ea,k)2/�m
i=1�n

k=1

(ei,k)2, where ea,k are the spectral residues of the unknown sample a, and ei,k are the corresponding residues of the m calibration
samples.
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may be noticed that the latter spectral range
avoids the contribution from dextromethorphan
(Fig. 2). Table 4 shows the predictions from HLA
and PLS-1 for all test samples containing poten-
tial interferences, before and after wavelength se-
lection by the above procedure. Both for samples
12 and 13, the use of NASRP allows to select the
regions where the interferences do not show sig-
nificant absorptions. The case of sample 14, how-
ever, deserves a comment. In the region selected
by the NASRP criterion, the predicted bromhex-
ine concentration is overestimated, although lin-
earity is satisfactorily fulfilled (Table 4).
Interestingly, PLS-1 considers samples 12–14 as
outliers when the full spectral region 285–348 nm
is used, but does not detect anomalies in the
regions of minimum EI. The latter results can be
ascribed to the fact that the spectrum of the
interference present in sample 14 (orange essence)
is approximately collinear with that of bromhex-
ine in the region 285–315 nm (Fig. 2). Thus
PLS-1 does not recognize the sample as an outlier,
and HLA chooses the region where the interfer-
ence is present. As a consequence, both methods
overestimate the concentration of bromhexine in
this particular sample (Table 4). It should be
noticed that orange essence is present in sample
14 in a large excess as compared to the usual
composition of the commercial syrup blank. This
sample was included in order to test the limits of
the present wavelength selection procedure. Nev-
ertheless, the results shown in Table 3 indicate
that changes by 925% in the concentrations of
excipients do not significantly alter the quality of
multivariate predictions. Although it would be
interesting to compare the present wavelength se-
lection technique with other reported methods, no
direct comparison is possible since the latter only
use the calibration data, whereas the present one
focuses also on the spectrum of a particular
sample.

5. Conclusions

Cough suppressant syrups were studied as re-
gards the content of bromhexine [N-(2-amino-3,5-
dibromobenzyl)-N-methylcyclohexylamine] with

the aid of spectrophotometric measurements, to-
gether with the multivariate methods of partial
least-squares (PLS-1) and hybrid linear analysis
(HLA). Although the spectra of bromhexine and
the syrup excipients are overlapped, and the con-
centration of the syrup blank was varied by 9
25%, the recoveries are excellent. In order to
improve the performance of both PLS-1 and
HLA in samples containing nonmodeled interfer-
ences, a novel method of wavelength selection was
applied, based on the concept of net analyte signal
regression, adapted to the HLA methodology.
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Chim. Acta 302 (1995) 9.

[21] A. Bozdogan, A.M. Acar, G.K. Kunt, Talanta 39 (1992)
977.
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Abstract

Two different standardization procedures have been applied in order to minimize the experimental effort necessary
to determine copper in presence of iron by differential pulse anodic stripping voltammetry. The significant matrix
interference caused by iron in the voltammetric determination of copper has been successfully solved by using partial
least squares (PLS) regression. The use of this multivariate regression implies a large number of training set samples,
so a standardization method was required. In fact, the standardization methods used have reduced the calibration
samples needed in future determinations by up to 75%. Moreover, PLS regression allowed both metals to be
determined simultaneously by using an adequate experimental design, without any limitation to their respective
concentrations and without the need to know the level of interference. © 1999 Elsevier Science B.V. All rights
reserved.

Keywords: Instrument standardization; Matrix interference; Multivariate analysis; Stripping voltammetry

1. Introduction

Multivariate regression methods [1–3] such as
principal components (PC) or partial least squares
(PLS) regressions, have been demonstrated to be
very useful tools for modelling analytical signals
by using all the information they contain. How-

ever, in multianalyte determinations, a large num-
ber of samples is usually necessary to build each
regression model, and this must be recalculated
again if a new instrument is used, or the experi-
mental response changes because of time, drift,
etc. To reduce the experimental effort that is
necessary in new calibration models, several stan-
dardization methods have been proposed [4–13];
these methods are based on suitably relating two
different instrumental situations by means of a
reduced number of calibration samples (standard-
ization subset) measured on both situations.
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Some of these approaches consist of correct-
ing the signals measured for example on a sec-
ondary instrument to the format that would
have been obtained if they had been measured
on the primary or master instrument, and then
the regression model built for this instrument
can be used with the transformed signals. Those
developed by Shenk et al [5] and by Wang et al
[6–9] belong to these kinds of methods. Other
methods are based on the correction of the pri-
mary model in such a way that it can be used
for measurement data from the secondary in-
strument [13].

Most of the standardization applications come
from the field of NIR spectroscopy, but many
of the strategies and methods described can also
be applied to calibration transfer problems in
other analytical fields such as electrochemistry.
Since the multivariate techniques have been suc-
cessfully applied to some electrochemical prob-
lems where interferences such as complex
relations between sensors or overlapping signals
exist [14–16], the possibility of standardizing an
electrochemical instrument to obtain a signifi-
cant reduction in the calibration sets seems to
be suitable when these interferences are present
[17–19].

A common kind of interference which gener-
ates overlapping responses in stripping voltam-
metry [20] can be due to solution-phase
electroactive species present in the sample, as is
the case of iron in the determination of copper
because the voltammetric peaks of these two
metals are close together in most supporting
electrolytes. Several univariate procedures that
have been used to overcome this interference in-
clude separation of iron by extraction with di-
ethyl ether [21], medium exchange procedures
[22], selective complexation of either metal
[23,24], subtractive approaches [25], etc. But
most of these procedures cannot be effective or
suitable in some cases.

In this article, the use of PLS regression in
the stripping voltammetric determination of cop-
per in presence of high concentration of iron is
shown as an alternative procedure to avoid any
prior separation procedure by modelling the

concentration of both metals: copper (considered
as analyte of interest) and iron (interferent
which causes the matrix effect). This is a partic-
ular electrochemical interference where copper is
anodically stripped from the electrode after a
deposition period while iron gives a direct
voltammetric response due to its level of con-
centration in the solution which overlaps the
stripping voltammetric response of copper.

Next, in order to minimize the experimental
effort required by the multivariate procedure (a
large number of calibration samples are usually
needed), two different standardization proce-
dures, the piecewise direct standardization (PDS)
method developed by Wang et al. and another
method proposed by Forina et al., have been
applied. The successful reduction of the calibra-
tion samples (by up to 75%) is described.

2. Theory

2.1. Piecewise direct standardization method

The PDS [6] method consists of relating the
predictor variables from two different instru-
ments, A and B, through a transformation ma-
trix, F (dimensions p×p, p being the number of
measured variables). It is based on taking a
small subset (standardization subset) of the full
calibration set (XAs and XBs being the voltam-
mograms obtained on instruments A and B, re-
spectively, for the standardization subset) and
then, relating each variable, xA,i, from instru-
ment A to the variables in a small window, Zi,
at instrument B by means of a local multivariate
regression.

XAs=XBsF (1)

Zi= [xB,i-j,xB,i-j+1,…,xB,i+k-1,xB,i+k ] (2)

xA,i=Zibi (3)

Each regression vector, bi, can be calculated
by PCR or PLS to subsequently be arranged
along the main diagonal of the transformation
matrix (the rest of the elements being zero).
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Then, F matrix is used to transform any measured
sample on instrument B to the A format in such a
way that the regression model built with the full

calibration set measured on instrument A can be
used for calculating the concentration of these
new samples.

Fig. 1. Schematic representation of PDS (a) and GCT (b) standardization procedures. XA and XB are the voltammograms of both
data sets, F and T are the respective transformation matrix, Di is the PLS regression vector matrix for instrument i and Ycal is the
calculated concentration matrix for samples measured on instrument B. For PDS method w is the window size, no is the
standardization index sample vector and X. A is the corrected voltammograms matrix for instrument B; for GCT method D. B is the
regression vector matrix estimated.
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x̂A=xBF (4)

The whole standardization method is shown in
Fig. 1a.

2.2. Global calibration transfer method

The approach proposed by Forina et al [13],
named in this paper as global calibration transfer
method, GCT, uses the PLS regression twice.
Firstly, to relate the original training set mea-
sured on instrument A, XA, and the standardiza-
tion subsets of instruments A and B to the
response:

y=XAbA (5)

ys=XAsbA (6)

ys=XBsbB (7)

where y and ys are the calibration set and
standardization subset responses, and bA and bB

are the regression vectors for the models of in-
struments A and B, respectively.

Next, PLS is used to relate the standardization
subsets of both instruments through the coeffi-
cient transformation matrix, T:

XAs=XBsT (8)

So Eq. (6) can be written:

ys=XAsbA=XBsTbA (9)

and by comparing Eq. (7) with Eq. (9), an
estimation of the regression vector for instrument
B is achieved:

b. B=TbA (10)

Then, the estimated regression vectors can be
used to determine the concentration of samples
measured on this instrument, such is indicated in
Fig. 1b where the whole procedure is illustrated.

3. Experimental

3.1. Apparatus

The experiments were performed by using

DPASV on two separate instruments. Instrument
A: mAUTOLAB system from Eco Chemie in
conjunction with a Metrohm 663 VA stand,
equipped with a Metrohm multimode electrode
(MME) used in the hanging mercury drop elec-
trode (HMDE) mode (nominal area 0.40 mm2),
and connected to the Interface to Mercury Elec-
trodes IME 663. The three electrode system was
completed by means of an Ag/AgCl/KCl (3 M)
reference electrode and a glassy carbon auxiliary
electrode. Instrument B: Metrohm 646 VA pro-
cessor with a 647 VA stand in conjunction with
a MME used in the HMDE mode (nominal area
0.40 mm2) together with an Ag/AgCl/KCl (3 M)
reference electrode and a platinum auxiliary
electrode.

3.2. Reagents

Analytical reagent grade chemicals were ob-
tained from Merck, Darmstadt (Germany). All
the solutions were prepared with deionised water
from a Barnstead NANO Pure II system. All
voltammetric measurements were carried out in a
citrate-citric acid supporting electrolyte/buffer
(pH 4.7) medium. Nitrogen (99.997%) was used
to remove dissolved oxygen.

3.3. Procedure

Each solution was placed in the voltammetric
cell and purged with nitrogen for 10 min. Once
the solution had been deoxygenated a deposition
potential of −1.3 V was applied to the working
electrode for 60 s. At the end of this deposition
time the stirrer was switched off and, after 30 s
had elapsed, an anodic potential scan was ini-
tiated from −0.154 to 0.050 V with scan rate 10
mV/s (interval time 0.6 s). For the instrument A,
pulse amplitude 49.95 mV and stirring rate 1500
rev/min were used, while for instrument B the
available parameters were 50.00 mV and 1290
rev/min, respectively. After each addition, the so-
lution was stirred and deoxygenated for 15 s
before applying the voltammetric procedure
again.
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Fig. 2. Voltammograms recorded for copper and iron with deposition time: 60 s (solid line) and 0 s (dash-dot and dotted line). Iron
concentration: (a) 0 M; (b) 6.06×10−5 M; (c) 9.97×10−5 M. Copper concentration: 0 M (dotted line); 4×10−7 M (dash-dot and
solid line).

4. Results and discussion

4.1. Uni6ariate approaches

The individual or simultaneous voltammetric
determination of copper and iron in most of the
electrolytes is complicated by the close electrode
potentials at which their peaks appear. In most
cases this results in the overlapping of their re-
sponses and, hence, in an analytical error. That is
why the voltammetric determination of copper in
the presence of iron usually involves experimental
methods [21–24] to remove or avoid this
interference.

Another approach to overcome this matrix inter-
ference is the procedure proposed by Bonelli et al
[25] who use a subtractive approach that corrects
for the current contribution from iron. These
authors consider that, since the peak current from
iron is independent of deposition time (because iron
does not form an amalgam in the mercury elec-
trode), a zero deposition time voltammogram can
be recorded and subtracted from a normal stripping
voltammogram for samples and standards alike. In
this way, the iron contribution to the signal
recorded has been compensated, and these are the
net signals used in the standard additions method
subsequently applied. This procedure presents the
advantage of eliminating the contribution of iron
to the signal independently of its concentration. But
the contribution of copper is not taken into ac-
count. The usefulness of this univariate procedure
has been analysed in this work for copper concen-
trations high enough to produce a small voltam-

metric response at zero deposition time for different
levels of Fe(III). Relative errors from −25% to
−40% have been found.

As can be seen in Fig. 2, the voltammograms
recorded at zero deposition time for those samples
which only contain iron (dotted lines) do not
coincide in any case with those recorded for sam-
ples with the same iron concentration when a
certain quantity of copper is present (dash-dot
lines). So, if the latter voltammogram (dash-dot
lines) is considered as the iron contribution, as the
Bonelli procedure proposes, and then subtracted
from the stripping signal (solid lines) to eliminate
the interference, it is clear that a part of the
subtracted signal is related to the copper. This leads
to the high relative errors found.

Possibly, this univariate approach could be suit-
able for lower concentrations of copper, at which
no direct response is obtained for this analyte. But,
if the concentration of copper is such that copper
has a small contribution to the voltammogram
recorded at zero deposition time, the subtraction
approach leads to significant analytical errors
which are a priori unknown (when no iron is
present, relative errors of about −25% have been
found). Since, in practice, the voltammogram cor-
responding to the iron contribution alone is not
available, the error associated with the determina-
tion cannot be estimated.

4.2. Multi6ariate analysis

An alternative to this univariate procedure is the
use of multivariate methods such as the partial least
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squares (PLS) regression, which allows one to
model the interference of iron in the determina-
tion of copper and, with the same experimental
effort, to simultaneously determine the concentra-
tion of the interferent, without any limitation to
their respective concentrations and without the
need to previously know the level of the interfer-
ence. This approach is based on modelling the
interference that each metal, copper and iron,
causes on the voltammetric determination of the
other. And, once the multivariate model is built, it
can be used for the instrumental standardization
procedure which gives a significant reduction in
the experimental effort required in later calibra-
tions.

With this aim, 36 solutions of copper-iron were
prepared with concentrations varying from 0 to
1.01×10−6 M for copper and from 0 to 1.01×
104 M for iron in such a way that six equally
spaced levels of concentration were obtained for
each metal in the training set. Another set of four
solutions (t1 to t4) was prepared as test set, the
copper and iron concentrations (in mM) being
0.31 and 20.54 for t1, 0.50 and 80.05 for t2, 0.80
and 50.03 for t3, and 0.98 and 88.36 for t4. The

voltammograms of the sample solutions were
recorded following the above experimental proce-
dure on both instruments A and B (Fig. 3). Evi-
dent differences exist between both calibration set
voltammograms, the most significant being that
the peak current is lower and the peak potential is
more negative on instrument A. But, on both
instruments the copper peak occurs always at the
same potential whereas the iron peak is shifted to
more positive potentials according to the increase
of the iron concentration, so the peak potential of
the overlapping peak obtained depends largely on
the iron concentration.

Two PLS models have been built on the basis
of the data from instrument A, independently for
the analyte of interest and the interferent. The
explained and full crossvalidated variances corre-
sponding to both models were 99.39 and 99.35%
for copper and 99.98 and 99.95% for iron with
five and seven latent variables respectively (which
were chosen taking into account the highest cross-
validated variance criterium). These high and
close variance values point out the stability and
prediction ability of the models built. Moreover,
both standard error of prediction (SEP) and stan-

Fig. 3. Training set voltammograms recorded on instruments A (a) and B (b).
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Table 1
SEP and SET values corresponding to the PLS models and to the standardization procedures carried out with the standardization
parameters named in the text for each metal

Conc. range (mM) PLS modelsaMetal Standardization proceduresb

PDS GCTInstrument A Instrument B

SEP SET SEPSEP SET SETSEP SET

0.03020.0339 0.0195Copper 0.00–1.01 0.00950.0224 0.0107 0.0379 0.0155
1.04 0.7716Iron 0.00–101.03 0.2236 0.1815 0.4178 0.4919 1.0831 1.7727

a Errors calculated from the raw data measured on instruments A and B, respectively (PLS regression).
b Errors calculated from the data measured on instrument B (standardization methods).

dard error for the training set (calculated in the
same way as SEP but for the training set samples,
named SET) corresponding to these PLS models
are shown in columns 3 and 4 of Table 1. The
regression vectors have been computed by means
of the Marengo-Todeschini algorithm [26] imple-
mented in PARVUS [27].

Fig. 4 shows the scores obtained for the first three
latent variables of the PLS model for copper, which
were very similar to those corresponding to the iron
PLS model. It shows that the PLS regression has
been able to model the iron matrix interference, by
including latent variables related to this metal that
subtract its contribution to the signal in spite of the
shifting observed in the peak potential. The scores’
structure in the plane of the first two latent vari-
ables (Fig. 4a) approximately reproduces the exper-
imental design used, but the inclusion of more
latent variables is needed to model a certain curva-
ture that scores show, as can be seen in Fig. 4b,
probably due to the shift observed on signals when
iron concentration changes.

Similar PLS models have been obtained from the
row data recorded on instrument B for the same
sample solutions. Table 1 shows the SEP and SET
values corresponding to them, whereas Table 2
shows the relative errors related to each sample,
columns 3 and 7, to compare the standardization
procedures results.

4.3. Multi6ariate instrumental standardization

Two different standardization methods have
been used: the piecewise direct standardization

(PDS) method developed by Wang et al. [6] and the
global calibration transfer (GCT) proposed by
Forina et al. [13]. Instrument A has been considered
the primary instrument whereas instrument B was
the secondary instrument in both standardization
procedures.

To search for a suitable standardization set,
several subsets have been chosen from the calibra-
tion set based on the following criteria: (1) reason-
able number of calibration samples (fewer
samples); (2) easy to achieve, even by addition of
standards; (3) following a more or less orthogonal
design; and (4) sufficiently covering the experimen-
tal domain. Fig. 5 shows the standardization sub-
sets used in the analysis. In this case, no method
based on the leverage values has been used because
previous experiences pointed out that, generally, a
standardization subset leads to different results for
each analyse, although for all of them the same
voltammograms are used [28].

When PDS method was performed, to calculate
the transformation matrix the m-function pdsgen,
implemented in the PLS Toolbox by Wise [29], was
used (Fig. 1a). Both the standardization subset (no)
and window size (w) have been changed in order
to obtain the best results; the subsets used are
shown in Fig. 5 and the window sizes were 3, 5,
7,…, 33 and 35 (17 in all).

Once the standardization procedure was carried
out, to evaluate the usefulness of the method, both
SEP and SET were calculated. The former standard
error is related to the test set samples and evaluates
the real prediction ability of the method. While the
second, which is calculated from all the training set
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samples, is related both to the standardization
subset samples and to the rest of the samples
(which had not been used to build the PLS model
of the primary instrument either), so this error
also evaluates to some extent the prediction abil-
ity of the standardization procedure. Those sam-
ples that do not belong to the standardization
subset are real test samples. Because of this, SET
has been analysed together with SEP in this pa-
per.

Differences exist between the SEP for both
metals. Standardization subsets 2, 5 and 8 give the
lowest SEP values for copper with small window
sizes, whereas it is subset 11 which gives the best
results for iron. An additional analysis of both
standard errors by means of the multiple range
tests of Tukey and Newman-Keuls for a signifi-
cance level a=0.05 (considering the standardiza-
tion subsets as replicates when the window sizes
are analysed and vice versa) points out that the
homogeneous group with the best SEP contains
the standardization parameters no=5 and w=7
for copper and no=11 and w=9 for iron. The
SEP and SET obtained in the standardization
procedures carried out with these parameters are
shown in Table 1, where they can be compared
with those corresponding to the PLS models di-
rectly built with the voltammograms recorded on
instrument B for the same sample sets.

The standardization procedure has transformed
the voltammograms measured on instrument B in
such a way that SEP value has been reduced for
copper. The very characteristics of sample t3 and
other samples with similar concentrations to it,
see Table 2, seem to be included in the primary

PLS model, so the corresponding results are bet-
ter. But, instead, the contrary effect has been
caused on the SET values, which can be explained
by the corresponding relative errors in Table 2.
This could be due to the fact that, since PDS is a
local procedure, its results can be excessively de-
pendent on any standardization subset sample.
Similar results have been obtained for iron, but in
this case, both errors are higher than those corre-
sponding to the PLS models built for instrument
B. This standardization method seems not to be
able to transfer the different potential shifting
that the iron peak undergoes depending on its
concentration.

With regard to the number of calibration sam-
ples measured on instrument B implied in the
procedure, as a different standardization subset is
used for each metal, a total of 14 samples are
needed, versus the 36 samples that constituted a
complete recalibration. In this way, this standard-
ization procedure leads to a reduction in the
experimental effort of about 61%.

On the other hand, the GCT method (Fig. 1b)
was performed with home-made Matlab [30] sub-
routines taking into account the same standard-
ization subsets as in the preceding procedure. In
this case, subsets 2, 4, 5, 6 and 7 give the lowest
SEP values for both copper and iron, subsets 5
and 6 being related also to the lowest SET values.
Table 1, shows SEP and SET corresponding to
no=5, which has been chosen as the best stan-
dardization subset for both metals because it im-
plies a slightly lower number of samples, only
eight.

Fig. 4. Scores corresponding to the first three latent variables of the PLS model for copper. (a) First–second latent variables; (b)
first–third latent variables. The numbers indicate the level of copper and iron, respectively.
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Table 2
Relative errors for measured samples on instrument B, with the whole training set (PLS models) and with the standardization
procedures, PDS and GCT methods, respectively

Copper IronRuna

Relative error (%)Concentration (mM)Relative error (%)Concentration (mM)

GCTPDSPLSPLS PDS GCT

– –00 0.0000 – – – 0.0000 –
– –10 0.2074 −0.01 −2.95 2.24 0.0000 –

––20 –0.4121 0.0000−0.19 −2.34 0.76
0.0000 – –30 –0.6141 0.05 −2.80 0.49

– –40 0.8135 −2.49 −4.26 −1.72 0.0000 –
––50 –1.0103 0.00000.18 −0.09 1.28

5.02 3.1801 0.0000 – – – 20.7417 5.47
−5.76 −3.2611 0.2061 3.98 −2.47 3.33 20.6053 −5.50

1.560.4721 −0.630.4094 20.47061.13 2.86 2.81
20.3377 −2.92 −2.0731 −6.160.6101 0.84 3.43 2.74

−3.25 −3.4541 0.8083 2.78 8.61 5.49 20.2065 −9.18
−8.86−1.6551 −5.141.0038 20.07693.05 11.48 6.43

41.2105 0.06 1.8902 1.520.0000 – – –
0.29 2.3912 0.2047 1.45 −2.69 −1.36 40.9412 1.40

1.730.5522 0.790.4068 40.6753−6.37 −3.94 −6.22
40.4129 1.38 2.3232 −0.200.6062 −5.42 0.09 −3.88

0.04 1.2042 0.8031 −5.75 −0.28 −4.33 40.1538 −1.43
−3.59−0.5952 −3.520.9975 39.89810.25 10.02 3.07

61.4118 −0.67 −1.1303 0.0000 0.02– – –
0.35−0.040.0813 0.2034 61.01303.82 0.75 1.27

1.54 1.2523 0.4041 −0.64 3.05 −0.66 60.6194 1.23
0.08 0.3233 0.6023 0.83 5.29 1.87 60.2308 −0.60

0.180.7043 1.560.7980 59.84710.85 6.35 1.94
−0.05 1.5453 0.9911 1.11 6.93 2.01 59.4684 −0.13
−1.05 −3.2804 0.0000 – – – 81.3506 −1.16

−2.60−0.6214 −0.970.2021 80.8258−0.43 −3.93 −3.27
80.3077 −1.40 −2.8724 −1.820.4015 −0.76 −0.96 −1.75

0.26 −0.0734 0.5985 −2.15 −1.32 −2.64 79.7962 −0.16
1.990.1944 0.490.7929 79.2911−2.04 −2.05 −2.83

0.583.6754 0.9849 −1.90 −2.79 −2.89 78.7925 -0.19
0.73 −4.6305 0.0000 – – – 101.0320 −0.05

−4.540.0515 −1.120.2008 100.3840−2.81 3.78 −1.77
99.7452 −0.01 −2.9825 −1.080.3990 0.35 3.22 0.62

0.40 −1.1035 0.5947 0.81 2.79 0.68 99.1139 0.01
−0.070.2145 0.210.7879 98.49062.11 2.60 1.64

97.8750 −0.21 2.3855 0.9788 −0.022.09 −0.45 1.53
1.12 3.09t1 0.3081 −2.35 −2.27 −1.67 20.5377 1.00

−1.99−0.42t2 −1.420.5003 80.0511−1.75 0.61 −1.39
50.0319 −0.15 −2.63t3 0.8005 −2.32−9.33 −1.73 −7.37

−1.46−0.16t4 0.9818 0.61 1.08 0.98 88.3636 −0.82

a The run indicates the level of copper (first number) and iron (second number).

The SEP and SET values obtained for copper
with this standardization procedure, Table 1, are
comparable to those obtained by the PLS model

built with the measurements carried out on instru-
ment B for the same sample set, i.e. with and
without standardization procedure. Instead, SEP
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and SET related to the standardization proce-
dure are a little higher than those of the PLS
model for iron (the SET value for GCT is lower
than that for PDS method); anyway, for the in-
terferent the relative errors associated with both
methods are really low (average of the absolute
value of the relative error for the test set is
0.63% with the PLS model and 1.55% with the
GCT standardization procedure). GCT method
allows one to find a single standardization sub-
set that simultaneously satisfies the conditions
for the instrumental standardization transfer for
both metals with acceptable predictions. This
procedure seems to obviate the over-fitting prob-
lem, giving results very similar to those corre-
sponding to the complete recalibration PLS
models.

This indicates that it is possible determine
copper in presence of iron, and also to know
the concentration of interferent, with only eight
standardization samples, an experimental effort
significantly lower than a complete recalibration
(36 samples), by means of the GCT standardiza-
tion procedure. The reduction in the experimen-
tal effort is, in this case, up to 78%.

Both standardization methods have been ap-
plied again to a different calibration set mea-
sured on instrument B and similar results were
obtained, proving the standardization procedures
carried out, i.e. it is also possible to standardize
an electrochemical instrument over time.

5. Conclusions

The multivariate techniques used have obvi-
ated the serious matrix interference caused by
iron in the voltammetric determination of cop-
per in the concentration range analysed. The
PLS regression allows the simultaneous determi-
nation of copper and iron by stripping voltam-
metry, without needing to know the level of the
interference.

On the other hand, the two standardization
procedures carried out, PDS and GCT, lead to
a reduction in the experimental effort in future
determinations up to 61 and 78% respectively,
with relative errors comparable to those corre-
sponding to a complete recalibration.

Fig. 5. Standardization subsets (samples signalled with a circle). Ordinates show the level of copper, the abscissae the level of iron.
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Abstract

A commercially available supercritical fluid extractor provided with carbon dioxide was coupled to a dual-beam
thermal lens spectrometer with a pumpprobe coaxial configuration, pumped by a pulsed Nd-YAG laser operating at
the fundamental wavelength of 1064 nm. As a preliminary step, several compounds were studied in batch regime
using carbon tetrachloride as solvent, in order to observe the influence of overtones and combinations involving
distinct chemical bonds on thermal lens spectrometry (TLS). Several factors related with supercritical fluid extraction
(SFE) under hydrodynamic conditions were studied in order to establish their influence both in the extraction yield
and thermal lens signal magnitude obtained. The advantages and limitations of the hyphenated SFE-TLS technique
proposed are discussed, and the possibility of on-line detection in SFE with a pulse thermal lens spectrometer was
demonstrated. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Near-infrared; Thermal lens spectrometry; Pulsed laser; Supercritical fluid extraction

1. Introduction

During the last years, the development of dif-
ferent molecular absorption techniques in the near
infrared radiation region (NIR) has been under-
taken with interesting results, owing to the fact
that the low absorptivities of absorption bands
are compatible with concentrated samples, besides
the use of long path lengths that enables spectra
to be measured by transmission through intact
materials. Both aspects allow rapid and low-cost

analysis because sample preparation is either
avoided or minimized. On the other hand, the low
absorptivity of water makes the region suitable
for the analysis of samples containing a high
proportion of water such as food and natural
products, likewise beverages. Thus, spectroscopic
techniques such as NIR spectrophotometry, NIR
reflectance, NIR transmittance, NIR transflec-
tance and NIR diffuse reflectance have been suc-
cessfully applied for the determination of various
food constituents in the food and beverage indus-
try [1], for the non-invasive in vivo monitoring of
metabolites in humans [2], and quality control of
solid pharmaceutical formulations [3], among
others.

* Corresponding author. Tel.: +34-957-218-614; fax: +34-
957-218-606.
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However, NIR spectroscopy has been regarded
as a strongly sample matrix dependent technique
and the use of NIR techniques for quantitative
purposes involves preliminary exhaustive calibra-
tion steps, many of which require chemometric
methods for the treatment of data such as partial
least squares regression, enclosed in the multivari-
ate calibration techniques. Undoubtedly, the ef-
fort involved in those calibrations is not justified
unless large number of similar samples have to be
analysed [4,5].

On the other hand, supercritical fluid extraction
(SFE) has emerged as an advantageous alternative
for solid sample treatment in comparison with
conventional organic solvent extraction. The prin-
cipal aspects to be considered are: (a) the
availability of non-toxic supercritical fluid sol-
vents, i.e. carbon dioxide and water; (b) the at-
tractive physico-chemical properties of the fluid in
the supercritical region, namely high solvent
strength, high diffusivity and no surface tension,
which enable its easy penetration through the
solid material for the quantitative extraction of
the analyte; and (c) the reduction of the extraction
time [6]. The growing interest for its adoption in
the automation of the analytical process has led
to the development of the on-line coupling of the
supercritical fluid extractor to several molecular
spectroscopic detectors [7,8]. Between the detec-
tion techniques considered of higher interest in
the last few years, thermal lens spectrometry
(TLS) has been shown to be a high sensitive
technique in the UV and visible region. Therefore,
the present authors proposed by the first time the
coupling of a thermal lens spectrometer, pumped
by a pulsed dye laser emitting in the visible re-
gion, with a commercially available supercritical
fluid extractor [9]. Providing an environment with
reduced potential for its oxidation and low extrac-
tion temperatures, the SFE of trans-b-carotene
(an important but unstable natural product) and
on-line detection by pulsed laser TLS was carried
out satisfactorily. For a sample concentration of
80 mg g−1, an extraction yield of 23% expressed as
mean recovery percentage was obtained, with a
relative standard deviation (R.S.D.) of 12%. The
limit of detection was estimated as 5×10−6 ab-
sorbance units.

As can be deduced, only a sensitive spectro-
scopic technique such as TLS would be applied
satisfactorily for the on-line monitoring of an
extraction process with small quantities of the
compound of interest involved, similar to the
monitoring of an efficient SFE process of a com-
pound that absorbs weakly. Considering the in-
creasing incorporation of SFE in industrial
processes, i.e. to the decaffeination of coffee and
tea and to extraction of hops and spices [10–12],
it results in, with great interest, the development
of an SFE-near infrared TLS hyphenated tech-
nique. As a consequence, the characteristics of
both analytical techniques described above could
be improved at the same time. In first term,
complex solid samples can be analysed without
interferences of the matrix and reduced sample
treatment. Secondly, the near infrared source al-
lows a wide variety of analytes to be analysed by
TLS (not just those which absorb visible or ultra-
violet radiation owing to the presence of chro-
mogenic groups), such as the improvement in the
limit of detection owing to the high energy of the
excitation lasers.

In relation to the photothermal techniques,
some authors have reported the application of
continuos wave (CW) and pulsed lasers operating
in the NIR and IR regions as excitation sources in
the construction of dual-beam thermal lens spec-
trometers [13,14]. Thus, the ultrasensitive determi-
nation of dichlorodifluoromethane by
photothermal deflection spectrometry (PDS) using
an analyzer etalon as detector [15] or the sensitive
determination of isotopic purity of several sol-
vents by TLS in the infrared region [16,17], are
examples of the significant improvements in the
analytical approaches developed in the last years
such as the enhancement of detection limits per-
formed. However, many of the laser excitation
sources were constructed in the laboratory, which
rose up the price of the equipment employed and
reduced the possibilities of its application in rou-
tine analyses.

In this work, the coupling of a supercritical
fluid extractor with a thermal lens spectrometer
pumped by a commercially available pulsed laser
operating in the NIR region, and provided with a
high pressure flow cell interface, is proposed for
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the first time for the continuos, real-time monitor-
ing of SFE processes. As a preliminary step, the
TLS signal magnitude of several compounds was
studied in batch using carbon tetrachloride as
solvent. Then, the study of the influence of the
principal variables affecting the extraction process
was carried out far from the critical point. The
TLS-SFE system suggested would be of interest in
the real-time monitoring of industrial SFE and
the monitoring of reactions in or with supercriti-
cal fluids, particularly when low absorptivity so-
lutes would be involved.

2. Experimental

2.1. Apparatus

The experimental arrangement of the dual
beam thermal lens spectrometer used in this work
is shown in Fig. 1. The excitation radiation was
provided by a pulsed Nd:YAG laser, with a max-

imum 650 mJ pulse energy and 6–9 ns pulse
duration at the fundamental wavelength of 1064
nm (Spectron Laser Systems, UK, Model
SL454G), which was focused in the flow cell with
a 135 mm focal length plano-convex lens (25 mm
in diameter), while the probe beam was provided
by a 632.8 nm He–Ne laser (Melles Griot, Irvine,
CA, Model 05 LPL 903070), focused by other
plano-convex lens of the same characteristics at
the confocal distance with the beam waist occur-
ring after the sample cell. Other details have been
described elsewhere [18]. The signal was acquired
by a real-time digital oscilloscope (Tektronix,
Beaverton, OR) at a sampling rate of 200 s−1 and
the data were sent to a PENTIUM microcom-
puter via an RS232C serial interface for their
storage and treatment using a homemade QBA-
SIC program.

A supercritical fluid extractor (Hewlett Pack-
ard, Palo Alto, CA, Model 7680A) with carbon
dioxide as the supercritical solvent was used with-
out fluid modifier. It was furnished with a 7 ml

Fig. 1. Scheme of the layout: M1 and M2, beam steering mirrors; L1 and L2, 135 mm focallength planoconvex lenses; L3, 25 mm
focal-length plano-convex lens; BS, beamsplitter; FC, flow cell; PH1 and PH2, pinhole masks; FOB, fiber optic bundle; GM, grating
monochromator; PMT, photomultiplier tube; OS, oscilloscope, PC personal computer. Excitation and probe beams provided by a
pulsed Nd:YAG laser and by a He–Ne laser, respectively. The supercritical fluid extractor was provided with carbon dioxide
cylinders for extraction and cooling operations.
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sample container and hypersyl ODS (octadecyl
chains bonded to silica balls, 30–40 mm diameter)
analyte trap packing, and coupled to a 486 PC
provided with the proper software for the equip-
ment control. The direct coupling of the supercrit-
ical fluid system to the thermal lens spectrometer
was made through a high-pressure flow cell inter-
face designed in the laboratory, with 50 mm of
optical pathlength and 350 ml inner volume. The
flow cell allowed routine working pressures at
least up to 180 bar without leaking.

A spectrophotometer (Hitachi, Tokyo, Model
U2000) equipped with a standard quartz batch
cell of 10 mm optical pathlength was employed
for conventional absorbance measurements at 275
nm. Finally, a rotary vacuum evaporator (Tokyo
Rikakikai, Tokyo) was also used.

2.2. Reagents

All chemicals were of analytical-reagent grade.
Lauric acid, myristic acid, palmitic acid, stearic
acid, 3-pentadecyl-phenol (3PDP), poly-
oxyethylene octylphenol, polyoxyethylen-lau-
rylether and diatomaceous earth (acid-washed,
not further calcined) were obtained from Sigma
(St. Louis, MO); phenol, p-cresol, m-cresol, ben-
zoic acid, n-hexane, carbon tetrachloride and di-
ethyl ether were purchased from Merck
(Darmstadt, Germany); methyl laurate, methyl
myristate, methyl stearate were obtained from
PolyScience (Evanston, IL). Finally, carbon diox-
ide (SFC/SFE grade and 99.995 minimum purity
for cooling operations) obtained from Carburos
Metálicos (Barcelona, Spain) was also used.

A stock solution containing 1000 mg l−1 of
3PDP in n-hexane and stock solutions of lauric
acid, myristic acid, palmitic acid, stearic acid,
methyl laurate, methyl myristate, methyl stearate,
3PDP, phenol, p-cresol, m-cresol, benzoic acid,
polyoxyethylene octylphenol, and polyoxyethylen-
laurylether with a 1% (w/v) concentration in car-
bon tetrachloride were prepared and stored at
0–4°C. All stock solutions were filtered and de-
gassed in an ultrasonic bath for 10 min before
batch measurements. For the extraction study, the
solid samples were prepared daily.

2.3. Procedures

2.3.1. Solid sample preparation
An adequate portion of diatomaceous earth in

a 250 ml flask was spiked with 3PDP to give a
final concentration of ca. 6% (w/w); then, 100 ml
of diethyl ether was added and the mixture stirred
for 15 min. Finally, the organic solvent was evap-
orated under vacuum at 25°C and the solid sam-
ple thus obtained was homogenized in a mortar.

In order to establish the actual concentration of
the analyte in the diatomaceous earth before each
study, 0.1 g of the solid material and 5 ml of
n-hexane were shaken vigorously for 2 min and
centrifuged (3500 rpm, 10 min). Then, 1 ml of the
supernatant portion was transferred to a 25 ml
volumetric flask and diluted to volume with n-
hexane. The analyte concentration was spec-
trophotometrically determined in triplicate.

2.3.2. SFE-TLS experiences
The solid sample (0.3 g) with 3PDP was placed

in the sample container; after static and dynamic
successive periods of extraction (20 and 15 min,
respectively) under the proposed conditions
(Table 3), the analyte deposited in the trap was
removed with 1.8 ml of n-hexane. The extraction
process of 3PDP was monitored through the ther-
mal lens signal magnitude obtained in real-time,
while the extraction efficiency was determined by
TLS and/or spectrophotometric measurements.
Each experience was done in triplicate.

2.3.3. Spectrophotometric determination of 3PDP
Appropriate volumes of the stock solution of

3PDP in n-hexane to give final concentrations of
20–200 mg l−1 were introduced into 5 ml volu-
metric flasks and diluted to volume with n-hex-
ane. The absorbance of each sample was
measured at 275 nm and the corresponding cali-
bration equation was calculated.

2.3.4. Data collection and processing
The unprocessed signal was recorded as the

variation of the probe beam intensity produced by
absorption of the pump pulses, while the analyti-
cal TLS signal was calculated as (DI/I), where DI
is the difference of intensities at the probe beam



J. Amador-Hernández et al. / Talanta 49 (1999) 813–823 817

Fig. 2. Thermal lens detection in the supercritical fluid extrac-
tion process. (A) perturbation of the probe beam by a pump
pulse used (unprocessed signal); I, baseline; DI, intensity
change produced. (B) Diagram of the extraction kinetics; the
relative TLS area was obtained as a result of the integration of
the relative thermal lens spectrometry (TLS) signals.

tained along each working session were divided by
the maximum absolute value obtained in that
session; in this way, all reported (DI/I) values
were normalized between 0 and 1. Owing to the
nature of the TLS-SFE approach proposed, the
development of a suitable software for acquisi-
tion, storage and treatment of data was manda-
tory. Major details of the QBASIC language
program used have been described elsewhere [9].

3. Results and discussion

According to the theoretical models describing
the thermal lens phenomenon, the sensitivity en-
hancement factor is proportional to the power of
the laser excitation source; therefore, the use of
high powered pulsed lasers such as Nd-YAG
lasers operating at the fundamental wavelength of
1064 nm could be used for the improvement of
the limits of detection in the near infrared region.
Thus, the coupling of a supercritical fluid extrac-
tor with a near infrared thermal lens spectrometer
for the real-time monitoring of the extraction
process, could be considered as a new and inter-
esting alternative for the automation of the analy-
sis of solid samples, since the proper adjustment
of the laser output energy could increase consider-
ably the quantification range from concentrated
to diluted samples with a wide variety of matrices
coming from the food and pharmaceutical indus-
tries, environmental field, etc.

However, at high laser energies optical satura-
tion of the analytes begins to occur, where non-
linear intensity dependent signal magnitudes
result from multiphoton absorption or optical
transition saturation. Both of these effects depend
on the rate at which excited species relax relative
to the rate at which stimulated emission takes
place in a given photothermal technique (PDS or
TLS), producing distinct signal intensity behav-
iors. As the intensity of the pump laser exceeds
the saturation intensity, the temperature profile in
the sample begins to resemble a top-hat profile
and the curvature of the temperature profile de-
creases while the maximum gradient increases.
Since the PDS signal is proportional to the tem-
perature gradient and the TLS signal is propor-

center when measured before (initial baseline in-
tensity) and immediately after the incidence of a
pump pulse, and I is the initial baseline intensity
(Fig. 2A). Thus, once the real-time unprocessed
signals were stored along the extraction process,
the thermal lens signal magnitudes were calcu-
lated, smoothed by the Savitzky–Golay algorithm
[19] and integrated by means of the trapezoidal
rule method, in order to estimate the correspond-
ing TLS signal area (TLS area, Fig. 2B). It worth
noting that the analytical TLS signal data ob-
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tional to the curvature of the temperature profile,
the PDS signal has been observed to be greater
than the TLS signal under saturation conditions
[20–22].

According to these considerations, the improve-
ment in the limit of detection using a high power
excitation source (e.g. a Nd:YAG laser operating
at 1064 nm), is limited by optical saturation phe-
nomena related with the structure of the analyte,
such as the experimental conditions employed.

3.1. Preliminary NIR-TLS study

3.1.1. Background signal
Although several authors have reported the use

of TLS as a detection technique in the NIR and
IR regions, a study of the thermal lens response of
the solvents used (CCl4 and CO2 in supercritical
phase) was necessary as a starting point in this
work, using the dual-beam thermal lens spectrom-
eter proposed. Undoubtedly, a high background
absorption is undesirable in this type of experi-
ments, principally at low concentration levels.

In general terms, the absorption bands ob-
served in the near infrared region are a conse-
quence of the overtones and combinations of the
molecule’s vibrational modes, principally those
involving hydrogen. Consequently, the absorptiv-
ity coefficients of carbon tetrachloride and carbon
dioxide in NIR would be expected to be negligi-
ble. However, the absorption of pump pulses with
energies higher than 30 mJ produced a quick
perturbation of the probe beam followed by a
slower decay curve in both solvents, as a result of
photothermal phenomena. On the other hand,
carbon dioxide in the supercritical state showed a
major distortion of the baseline signal intensity
than carbon tetrachloride. In this case, the strong
dependence of the physicochemical properties of
the fluid from the thermodynamic state of the
system in the supercritical region (namely the
temperature coefficient of the refractive index and
thermal conductivity), plays a major role. In addi-
tion, absorption from the cell windows material
or atmosphere could be occurring. In this case, a
laser energy output of 30 mJ was used, in order to
obtain negligible background signals.

3.1.2. NIR-TLS detection of organic compounds
At this point, the comparison of the TLS signal

magnitude of several organic compounds in the
near infrared region (1064 nm) was carried out in
batch conditions, for the subsequent selection of
the substance used as analyte in the real-time
monitoring of the SFE process.

Theoretically, most NIR spectra can be ex-
plained by assignment of the bands to overtones
and combinations of fundamental vibrations in-
volving hydrogenic stretching modes, which prin-
cipal absorption bands observed around 1064 nm
are described in Table 1 [1]. Even when the amine
group shows a band around 1060 nm, it was not
considered in this study owing to its high polarity
and therefore low solubility in CO2 under super-
critical conditions. In practice, the efficient SFE
of polar compounds with CO2 is carried out with
the aid of a cosolvent or modifier, in order to
increase the polarity of the extractant phase.
However, the presence of a modifier is not recom-
mended in this case owing to the great difference
of the refractive index between CO2 and cosolvent
in different phases, which produces a large disper-
sion of the probe laser beam thus hindering mon-
itoring of the TLS signal.

In this work, four groups of organic com-
pounds (fatty acids, fatty acidic esters, phenolic
derivatives and compounds such as benzoic acid
and some surfactants) were considered for the
study of their TLS signal at 1064 nm according to
their chemical structure, using the batch cell and
1% (w/v) stock solutions in carbon tetrachloride.

Table 1
Assignment of some observed absorption bands around 1064
nm

Chemical bondWavelength (nm) Structure

RCH2R%1053 2×C–H (stretching vibra-
tion)+2×C–H (deforma-
tion vibration)+(CH2)n

1060 RNH2N–H (stretching vibration,
second overtone)

Benzene1080 2×C–H (stretching vibra-
tion)+2×C–C (stretching
vibration)
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Table 2
Sensitivity comparison of some organic compounds by thermal lens spectrometry (TLS) at 1064 nm

Relative TLS signal magnitudeCondensated formulaGroup Organic compound

C12H2402 0.53Fatty acids Lauric acid
Myristic acid C14H28O2 0.82

C16H32O2Palmitic acid 0.88
0.93C18H36O2Stearic acid

Methyl laurate C13H27O2 0.45Fatty acidic esters
Methyl myristate C15H31O2 0.49

C19H39O2 0.53Methyl stearate

C6H6OPhenolPhenolic derivatives 0.61
p-cresol C7H8O 0.50
m-cresol C7H8O 0.66

1.00C21H36O3-Pendadecyl-phenol

Benzoic acid C6H6O2Others 0.46
– 0.59Polyoxyethylene octylphenol
C58H118O24 0.98Polyoxyethylen-laurilether

The results obtained are showed in Table 2. As
can be observed, the maximum relative TLS sig-
nal magnitude was provided by 3PDP; according
to the chemical bond assignments detailed in
Table 1, the absorption involved in the thermal
lens phenomenon was mainly due both to the
presence of C–H bonds in the large saturated
hydrocarbon chain (CH2 units), with the theoreti-
cal maximum absorption band at 1053 nm, and to
the presence of C–H and C–C bonds in the
aromatic part of the structure with the maximum
absorption band located at 1080 nm. On the other
hand, an increase of the relative TLS signal mag-
nitude was observed when an increased number of
CH2 units in the hydrocarbon chain of both fatty
acids and fatty acid esters, as could be expected.
In contrast, slower TLS signal magnitudes were
noticed in the methyl esters than in the corre-
sponding fatty acids, probably owing to the chem-
ical bonds associated with the carbonyl group,
physical impediments and resonant effects of the
chemical structures.

Nevertheless, some considerations about satu-
ration phenomena should be taking into account
at this point since a high energy excitation source
was used throughout. Theoretically, for different
molecular structures there are different saturation
intensities and/or multiphoton absorption phe-
nomena. A non-linear behavior between the pho-

tothermal signal and the excitation laser pulse
energy is greatly influenced by the rates at which
excited-states species can couple or relax into
background or heath-bath rovibrational states rel-
ative to the rate of optical excitation, and the
density of these rovibrational states at the excited
state energy [23]. If the density of states is high
and coupling into these states is rapid, neither
saturation nor multiphoton absorption will occur.
Since a high density of rovibrational states occurs
in large polyatomic molecules and medium-sized
polyatomics with heavy atoms, a linear relation-
ship between the thermal signal and output laser
energy and high saturation intensity are expected.
In contrast, the low density of rovibrational states
in small to medium sized molecules induced the
presence of saturation or multiphoton absorption;
therefore, small species with high absorption co-
efficients are more likely to exhibit non-linear
absorption behavior [22]. Also, in gas-phase con-
ditions, the increasing pressure increases the satu-
ration intensity, as a result of the greater rate of
collisional deactivation [20]. For these reasons,
when a high energy excitation source is used in a
photothermal technique, the examination of the
absorption characteristics of the absorbing com-
pound is required.

In this case, the study described above was
carried out as a preliminary step for the subse-
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quent selection of the analyte in the real-time
monitoring of the SFE process. Therefore, the
linear dependence of the corresponding TLS sig-
nal upon the excitation energy was not studied for
all compounds, since more in deep studies was out
of the scope of this work. Owing to the relative
TLS signal magnitude observed for 3PDP and a
linear relationship between the photothermal sig-
nal and pulse energy, it was used through the SFE
study.

3.2. SFE

Although several compounds such as ammonia,
nitrous oxide, water, pentane, etc., have been used
as supercritical solvents, they are not ideally
suited for routine analysis owing to their unfavor-
able physicochemical properties, reactivity, solvat-
ing power, non-existent or high cost commercial
instrumentation [6]. In contrast, carbon dioxide is
a useful solvent in SFE, since they possess feasible
critical parameters, non-toxicity and moderate
cost. For this reason, it was used in this study.

Since they are closely related with the efficiency
of the extraction process, the optimization of the
static and dynamic extraction time was carried
out under the experimental conditions described
in Table 3. The chamber, nozzle and trap temper-
ature was maintained at the default values sug-
gested by the SFE equipment manufacturers (40,
45 and 40°C, respectively).

First, the influence of the CO2-analyte equili-
bration time over the extraction efficiency was
studied; accordingly, three distinct periods of 0,
10 and 20 min of static extraction were used prior
to identical dynamic extraction processes. The
highest total product yield was obtained with a
static extraction time of 20 min, which was se-
lected as optimum. The diffusion of the analyte
through the porous structure of the matrix en-
hanced with the sample-extractant contact time.

Secondly, the optimization of the dynamic ex-
traction time was carried out varying it from 5 to
30 min. The major quantity of the extracted com-
pound was obtained at the first 15 min (74.7%
recovery). This period was selected for subsequent
experiments, in order to avoid unnecessary con-
sumption of carbon dioxide SFE/SFC grade.

3.3. SFE-TLS hyphenated system

A typical kinetic curve of the extraction process
obtained with the SFE-TLS hyphenated approach
is shown in Fig. 2B. The displacement of ex-
tracted 3PDP through the sample container and
stainless steel transport tubing was slow as a
consequence of both the flow rate employed (0.5
ml min−1) and physical dimensions of the experi-
mental approach. For this reason, small quantities
of the phenolic derivative were detected during
the first 2 min of dynamic extraction approxi-
mately; after that, the highest amount of analyte
in the effluent appeared at different times, de-
pending of the operating parameters utilized for
the extraction process. As can be observed in Fig.
2B, the knowledge of the kinetics of the SFE
under given experimental conditions is possible by
real-time monitoring of the process with a detec-
tion technique such as TLS. In practice, the selec-
tion of the proper dynamic extraction period can
be made with a single experience without unneces-
sary consumption of the solvent. Besides, the
influence of the operating parameters over the
extraction process can be studied in more detail,
even if the major goal of the suggested approach
is the improvement in automation of solid mate-
rial analysis.

The study of the influence of thermodynamic
and physicochemical properties of the supercriti-

Table 3
Optimum operating parameters for the extraction process

Selected conditionsParameter

0.3Sample size (g)
20Equilibration time (min)
15Extraction time (min)
0.5Flow rate (ml min−1)
0.8Density (g ml−1)
60Chamber temperature (°C)
55Nozzle temperature (°C)

Trap packing ODS
Trap temperature (°C) 40
Rinse solvent n-Hexane
Rinse volume (ml) 1.8
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Fig. 3. Influence of density in the kinetics of the supercritical fluid extraction process, under the working conditions described in
Table 3: (
), 0.8 g ml−1; (�) 0.7 g ml−1; (�), 0.6 g ml−1. The trap temperature was maintained constant at 40°C.

cal fluid on both the efficiency of the extraction
process and the TLS signal magnitude was carried
out simultaneously. Likewise in a previous work
[9], the relative TLS signals obtained during a
dynamic extraction process were integrated and
the corresponding area (arbitrarily denominated
relative TLS area) was compared with the concen-
tration of the analyte spectrophotometrically de-
termined at the end of the extraction step.

The study of the influence of density on the
extraction process was carried out from 0.6 to
0.80 g ml−1 at a constant chamber temperature of
40°C, with the corresponding changes in pressure
values from 97 to 164 bar. The kinetic curves
obtained are shown in Fig. 3. According to these,
the maximum quantity of 3PDP in the effluent
was detected at a shorter time at the highest
pressure and density conditions studied. This fact
is a consequence of the considerable increase of
solvent strength as a result of the favorable solva-
tion energy relationship between the solute and
the solvent. Under these conditions, the suitable
physicochemical properties of the supercritical
fluid enabled the beginning of removal of the
phenolic derivative from the inert matrix during
the static extraction period; therefore, the greatest

amount of the compound was monitored through
the detection cell during the first 5 min of the
process. In contrast, the decrease in the density–
pressure conditions reduced considerably the solu-
bility of 3PDP. In addition, a larger time was
necessary to reach the maximum of the kinetic
extraction process. As reported in a previous
work [9], an approximately proportional relation-
ship between the relative TLS area and the total
quantity of the phenolic compound extracted was
observed. The recovery results expressed as per-
centage are shown in Fig. 4. The optimum pres-
sure and density conditions selected were 164 bar
and 0.80 g ml−1, respectively.

The study of the influence of temperature over
the efficiency of the extraction process was devel-
oped from 40 to 60°C maintaining a constant
pressure of 164 bar, with the corresponding
change in the density of the solvent from 0.55 to
0.80 g ml−1. The recovery results of the phenolic
compound, expressed as percentage, are shown in
Fig. 4. As can be observed, a complete extraction
of the analyte was obtained at 60°C, owing to the
increase of the analyte solubility in the supercriti-
cal solvent. On the other hand, the kinetic curves
obtained as a result of the monitoring of the
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corresponding extraction processes are presented in
Fig. 5. As in the density–pressure study described
above, a relationship between the relative TLS
signal magnitude and the concentration of the
organic compound was observed.

Theoretical aspects of the relationship between
some physicochemical properties of the supercriti-
cal fluids and the thermodynamic conditions of the
system, besides their influence in the TLS enhance-
ment factor, could be of interest at this point for
the improvement of the proposed SFE-TLS hy-
phenated approach.

In a one-component system, compressibility and
constant-pressure heat capacity becomes infinite at
the critical point. As a result, physicochemical
properties such as thermal conductivity and the
temperature coefficient of the refractive index
shows strong divergences in the critical region.
Thus, according to the results obtained by Harris
and Leach [24,25], a 150-fold sensitivity improve-

ment relative to measurements in carbon tetrachlo-
ride was obtained using carbon dioxide as
supercritical fluid near the critical conditions, in the
visible region. However, the presence of critical
opalescence, which refers to light scattered from
refractive index fluctuations due to the critical
density fluctuations driven by compressibility, can
appear under these conditions. In contrast, the
solubility of the analyte as a function of the
thermodynamic state of the system is the most
important aspect in the optimization of a SFE
process, and, generally, the suitable experimental
conditions are far from the critical parameters,
where the thermophysical properties of the solvent
are not the best for TLS sensitivity improvement.
Fortunately, the enhancement factors obtained in
supercritical fluids could be similar to those ob-
tained in liquids even at pressure and temperature
conditions far from the critical region.

4. Conclusions

The viability of the real-time monitoring of a
dynamic SFE process by means of a thermal lens
spectrometer pumped by a pulsed laser emitting in
the near infrared region has been demonstrated
throughout. The use of a commercially available
Nd-YAG laser operating at the fundamental wave-
length of 1064 nm enables the detection of a large
number of organic compounds, since RCH2R%,
RNH2 and benzene derivatives have absorption
bands around this wavelength. Unfortunately, a
limited selectivity is obtained. In order to diminish
this problem, the application of tunable lasers
could be considered.

On the other hand, although during the opti-
mization of certain parameters in the SFE process
the TLS signal magnitude variations resulted from
both the change of the concentration of the analyte
and physicochemical properties of the supercritical
solvent, a near to linear relationship between the
concentration of the compound of interest and the
analytical signal can be suggested in a wide range
if the study is developed far from the critical point.
However, once the extraction process is optimized,
a satisfactory estimation of the concentration of the
analyte can be obtained.

Fig. 4. Recovery percentage results as a function of (A) density
and (B) temperature conditions, in the supercritical fluid ex-
traction (SFE) process.
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Fig. 5. Influence of temperature in the kinetics of the supercritical fluid extraction process, under the working conditions described
in Table 3: (
), 40°C; (�) 50°C; (�), 60°C. Pressure was maintained constant at 164 bar.
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adsorbent and its application in a flow system with on-line

buffering of acidified samples for accumulation of metal
ions in natural waters
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Abstract

Adsorption properties of a fast iminodiacetate–agarose adsorbent, IDA–Novarose, with a capacity of 120–140
mmol/ml were studied for preconcentration of eight transition elements. A FIA–ICP–AES system was used in the
study. It was shown that 0.3 ml of the adsorbent, packed in a column, can quantitatively accumulate Cr3+, Mn2+,
Fe3+, Co2+, Ni2+, Cu2+, Zn2+ and Cd2+ from standard solutions in the pH range between 4 and 8 at high loading
flow rates (10–80 ml/min). The rate of adsorption was studied in batch experiments and found to be fast and equal
for the divalent metal ions but relatively slow for accumulation of Cr3+ and Fe3+. On-line buffering of acidified
samples improved the accumulation of metal ions from synthetic samples spiked with humic acid. Quantitative
uptakes were observed for most of the studied metals. The accumulation of Cr3+ was found to be quite sensitive to
the ionic strength and some loss of inert complexes of Fe3+ was also observed. The method was applied to the
analysis of certified riverine water (SLRS-3), a tap water and a lake water. With few exceptions the results obtained
by ICP–AES after preconcentration agreed well with the certified concentrations and results found by ICP–MS.
© 1999 Elsevier Science B.V. All rights reserved.

Keywords: Iminodiacetate adsorbent; Preconcentration; ICP–AES; Natural waters

1. Introduction

Iminodiacetic acid (IDA) chelating adsorbents
have been widely used for the preconcentration of
heavy metal ions from water samples prior to
their determination by different instrumental tech-
niques. Flame atomic absorption spectrometry
(FAAS) [1–3], graphite furnace atomic absorp-
tion spectrometry (GFAAS) [4], inductively cou-
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pled plasma–atomic emission spectrometry (ICP–
AES) [5–9] and—mass spectrometry (ICP–MS)
[10–13] have been employed in conjunction with
these sorbents. IDA containing sorbents based on
hydrophobic organic polymers, however, show
considerable volume changes in different media
and/or low adsorption rates [1,2]. These proper-
ties complicate their use in on-line preconcentra-
tion systems. Introduction of more hydrophilic
phases that increase mass transfer rates and de-
crease the time required for loading and regenera-
tion of the adsorbent column are hence of
interest.

An adsorbent containing iminodiacetate groups
bonded to a highly crosslinked agarose support,
IDA–Novarose, was studied in two previous
works [14,15]. Equilibrium and kinetic properties
of the adsorbent were investigated together with
the effects on adsorption of the total metal bind-
ing capacity (0–45 mmol/ml) of the material.
These studies showed that IDA–Novarose was
about 50 times faster than Chelex-100 (50–100
mesh) in accumulation of Ni2+, Cu2+ and Cd2+

from standard solutions in the batch mode [14].
The ions were quantitatively captured at flow
rates up to 100 ml/min in the column mode. The
volume of the packed sorbent was constant and
independent of pH, ionic strength and flow rate.

The adsorption of eight frequently occurring
transition elements from standard solutions and
samples of natural waters onto IDA–Novarose
has been studied in the present investigation. A
sorbent preparation with a higher capacity than
previously used (140 mmol/ml) was utilised in
order to enhance recovery of more weakly sorbed
ions, such as manganese, and diminish chemical
interference from the matrix. A method, in which
the necessary pH adjustment and buffering of an
acid preserved water sample is performed on-line
just before the sample enters the sorbent column,
will also be presented.

2. Experimental

2.1. Chemicals

The IDA–Novarose chelating adsorbents with

a particle size of 30–60 mm were obtained from
Inovata AB (Stockholm, Sweden). Adsorbents
with metal binding capacities of 120–140 and,
occasionally, 45 mmol/ml were used and will be
referred to as IDA140 and IDA45, respectively.

Test solutions were made by appropriate dilu-
tion of a stock solution containing eight transi-
tion elements. The stock solution was prepared
from AAS standards (Reference material AB,
Sweden) and the concentrations of Cr3+, Mn2+,
Fe3+, Co2+, Ni2+, Cu2+, Zn2+ and Cd2+ were
25, 10, 50, 25, 75, 25, 25 and 25 mg/l, respec-
tively (the concentrations roughly reflect the rela-
tive sensitivity in the ICP–AES determination of
the elements). Humic acid, as sodium salt, was
obtained from Aldrich and a 100 mg/l stock so-
lution was prepared according to Liu and Ingle
Jr. [16].

The other chemicals used were of analytical
grade (Merck) and all solutions were made up
with Milli-Q filtered deionised water. Stock solu-
tions of ammonium acetate and acetic acid were
used for buffering, usually at a total buffer con-
centration of 0.01 or 0.09 M for initially strongly
acidified water samples. Buffers were purified by
passage through an IDA140 column in order to
diminish blanks.

2.2. Samples

The samples were a communal drinking water
from Uppsala, one lake water from its neighbour-
hood and a riverine water reference material,
SLRS-3, from Institute for National Measure-
ment Standards, Canada. The first two samples
were acidified by 0.5 ml of suprapure HNO3/100
ml and passed through a 0.45 mm Millipore filter.
Sub-samples were sent to the accredited labora-
tory Svensk Grundämnesanalys AB (SGAB),
Luleå, Sweden and analysed by ICP–MS.

2.3. Apparatus and analysis

Metal ion concentrations were determined by
ICP–AES (Spectroflame, Spectro, Kleve, Ger-
many) or GFAAS (Perkin–Elmer 5000) using the
platform technique and deuterium or tungsten
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background correction. The instrumental settings
of the manufacturers were followed.

The pH measurements were made with a Ra-
diometer PHM 84 (Radiometer, Copenhagen, Den-
mark) equipped with a combined glass electrode.

The components of the flow injection equipment
were the same as reported previously [14]. Glass
columns of 6.5 mm i.d. and variable length (Om-
nifit) held the adsorbent.

2.4. The FIA–ICP–AES system

The previously presented FIA-system [14] was
modified to include the new on-line buffering
procedure and is shown in Fig. 1. Pump-B, a piston
pump, was connected to the sample flow with a
three port connection. It was utilised for on-line pH
adjustment of the acidified sample by adding am-
monium acetate, usually at a flow rate of 4 ml/min,
to the sample stream just in front of the column.
This system will be called the on-line buffering of
acidified samples (OBAS) system. When the ordi-
nary system was applied for pre-buffered samples,
the flow of Pump-B was set to zero.

The piston pump A contained an acetic acid–
ammonium acetate buffer solution used for dis-

placing major cations from the column by NH4
+,

for injection of 2 M HCl as eluent from the 1 ml
loop and reconditioning of the column after elu-
tion. The flow rate was 2 ml/min. When the ICP
was not engaged, the peristaltic pump of the ICP
instrument continuously introduced acetate buffer
into the plasma at a flow rate of 2 ml/min through
V-4.

The sample and buffer, respectively, enter the
column from V-2 and go to waste via V-3 during
the enrichment, Fig. 1a, and washing cycles. After
the washing step, the settings of the valves are
changed so that the eluent can enter the column
at the bottom. The analytes are carried to V-4 for
off-line collection or directed to the ICP–AES
instrument, Fig. 1b.

In the recovery measurements, the eluate was
collected off-line and analysed by ICP–AES
against matched standards.

In the on-line mode, the ICP background sig-
nals were found to be somewhat affected when
the acid elution plug passed by. Measurement of
the blank variation from preconcentrated volumes
of buffered and neat MQ between 0 and 300 ml
resulted in the following estimates of the detection
limits (element, DL(3s)/ng): Mn, 0.5; Fe, 50; Co,

Fig. 1. The FIA–ICP–AES system with four pumps, four seven-port valves, a 1 ml eluent loop and the IDA–Novarose column.
Pump-B was only used in the on-line buffering system (OBAS). Its flow rate was set to zero in the ordinary system. (a) The thick
lines show the flows during the sampling step and the filling of the eluent loop. (b) The flow during elution is shown.
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3.5; Ni, 10; Cu, 10; Zn, 2.5; Cd, 3. The analytical
calibration curve, i.e. peak area vs. ng of analyte,
was established from measurements of a MQ
blank and a standard solution. The same volume
and reagent additions were used in the calibration
as for the sample. The sensitivity of the analytical
curve (counts/ng) was independent of preconcen-
tration volume. A slight increase in the blank with
volume for Fe3+ (0.3 ng/ml) and for Zn2+ (0.03
ng/ml) indicated that some contamination oc-
curred from the equipment and reagents despite
treatment of the buffer by passage through
IDA140 before use. No blanks were detected for
the other elements.

2.5. Adsorption rates and equilibrium
concentrations

The measurement of adsorption rates and equi-
librium concentrations were performed in the
batch mode as described earlier [14]. The start
solution was prepared by diluting the metal stock
solution 1:100 and at the same time the solution
was buffered to the desired pH. To a 200 ml
portion of this solution, 0.5 ml of IDA140 was
added at the start of the experiment.

2.6. Accumulation and reco6ery experiments

The uptake of the metal ions in the batch mode
as a function of pH was studied by a titration
technique. The start solution consisted of 200 ml
of the metal stock solution diluted 1:100 and
adjusted to pH 2. A 1 ml portion of IDA140 was
added and the mixture stirred by a suspended
magnetic bar [14]. The pH of the sample was
increased in a stepwise manner by addition of 1 M
NH4Ac or NaOH. A 5 ml portion of the solution
was sampled through a filter not earlier than 0.5 h
after a pH adjustment had been made and
analysed by ICP–AES against matched stan-
dards. The ionic strength changed from 0.01 to
0.05 M during the experiment.

The metal ion uptake in the column mode was
studied with test solutions prepared by diluting
the metal stock solution 1:1250 and adjusting the
pH to the desired value by 1 M NH4Ac or NaOH.
A 60 ml sample was enriched at a flow rate of 40

Fig. 2. Batch mode adsorption of metal ions on IDA140 as a
function of pH. The uptakes were calculated from the equi-
librium concentrations in the aqueous phase. Test solution:
200 ml of stock solution diluted 1:100. Adsorbent: 0.5 ml of
IDA140.

ml/min in each experiment. The uptake was found
from an analysis of the column eluate by ICP–
AES and/or the effluent by GFAAS.

3. Results and discussion

3.1. pH dependence of the adsorption

The adsorption of the metal ions was studied
over the pH range from 2 to 9 in batch experi-
ments with a stepwise increase of pH from the
lower limit. Fe3+ and Cr3+ are extensively hy-
drolysed over most of the investigated pH interval
and a number of the other ions form hydroxo
complexes in the upper part of the region [21].
The percentage of the test ions taken up by the
adsorbent as a function of pH is shown in Fig. 2.
All the metal ions, except Mn2+, were quantita-
tively adsorbed from 200 ml of the test solution
onto 0.5 ml of IDA140 when the pH was raised to
a value slightly above 4. To confirm the results
obtained by the stepwise pH increase, the experi-
ment was repeated with two samples adjusted
directly to pH 4.7 and 7.0, respectively, before
addition of the sorbent. The solutions were sam-
pled 0.5 and 2 h after addition of the sorbent. The
results were equal for the two sampling occasions
and in good agreement with the stepwise experi-
ment. No desorption of the metal ions was ob-
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served due to formation of hydroxo complexes at
high pH.

Recoveries from column enrichments were de-
termined in the same pH range as used in the
batch experiment. Column effluents were also col-
lected and analysed by GFAAS. For Mn2+,
Co2+, Ni2+, Zn2+ and Cd2+ the recovery, calcu-
lated from analysis of the column eluate, was
10392% and independent of pH between pH 4
and 8. It then decreased somewhat up to pH 9,
the highest pH investigated. The pattern was sim-
ilar for Cu2+ but the decrease started already at
pH 6. The recovery of Fe3+ was about 70% in the
whole pH region and the recovery of Cr3+ in-
creased with pH but did not exceed 60%. Deter-
mination of the concentrations of Cr3+, Fe3+and
Cu2+ in the effluent, on the other hand, indicated
that only a few per cent of the ions passed the
column unadsorbed in the pH region 3–8.5.

The interpretation of recovery experiments at
high pH is made difficult by the hydrolysis and
even precipitation of metal ions. For the present
set of ions, equilibrium calculations indicate pre-
cipitation of Fe(III) above pH 4 and of Cr(III)
and Cu(II) at the highest pH values used. Inser-
tion of a 5 mm titanium in-line filter before the
column substantially lowered the recoveries above
pH 6 and strongly suggests formation of solids.
Part of the uptake by the column of these metals
may therefore be a filtering effect. However, the
incomplete recovery obtained for Fe3+ and Cu2+

is at variance with the batch experiments and a
study was performed to find out the reason for
the discrepancy.

The efficiency of the elution was tested first as a
possible explanation for the analyte loss. Use of
different eluents, higher acid concentrations and
volumes, up to 3 ml of 2 M HCl, and even a stop
flow elution technique, resulted in no improve-
ment in the recoveries. Elution profiles were also
studied in on-line experiments, which showed that
1 ml of acid suffices for elution and no significant
difference was observed between the profiles from
samples collected at different pH. It can thus be
concluded that the losses of the analytes occurred
before the enrichment column.

Hirata et al. [5,6] used an on-line buffering
system to avoid precipitation in high pH samples.

In this way, the pH is adjusted under the dynamic
conditions of the flow system with less risk of
precipitation or adsorption onto the walls. This
method was tested here by on-line mixing of the
sample (pH 2) with a 4 ml/min flow of 1 M
NH4Ac solution. The resulting pH varied with the
sample flow rate and changed from 5.5 to 6.3,
when the sample flow rate decreased from 60 to
10 ml/min. With the exception of Cr3+, quantita-
tive recoveries were obtained for the metal ions at
all flow rates. The low affinity of the adsorbent
for Cr3+ makes the recovery very sensitive to the
matrix composition. The recovery decreased from
91 to 4% when the buffer concentration increased
from 0.07 (at 60 ml/min) to 0.3 M (at 12 ml/min).

With on-line pH adjustment we can imagine
that a metal ion is captured by the adsorbent
before the hydrolysis reactions have proceeded to
yield precipitates or hydroxo complexes prone to
adsorption on container or tubing walls. On the
other hand, the average metal ion spends a con-
siderable time on the adsorbent at high pH during
the enrichment. The initially formed adsorbent–
metal bond may therefore be subsequently broken
by hydrolysis and the metal desorbed as hydroxo
species. The on-line experiments as well as the
accumulation experiments in batch show that
such reactions do not lead to a release of the
metal ion from the adsorbent.

The experiment with on-line buffering shows
that the low recoveries of some elements in the
previous experiments were not due to inefficiency
of the adsorbent, but rather to the experimental
technique used. None of the methods normally
utilised is entirely satisfactory for a determination
of the pH dependence of the metal ion accumula-
tion by an adsorbent column. The results ob-
tained with pH adjusted samples may be affected
by hydrolysis and precipitation leading to losses
by adsorption and filtering effects in the equip-
ment used. The method of on-line buffering, even
though more reliable as demonstrated here, can
lead to errors for metals whose adsorption is weak
and sensitive to the ionic strength. Preservation of
solutions by complexing agents or different
buffering systems [17] is also unreliable due to
incorporation of kinetic effects and equilibrium
displacements. Hernandez-Torres et al. [18] used
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column effluent concentrations for the calculation
of retention in their pH studies rather than recov-
ery. In the high pH region, this may be the only
way to find out if there are any loss of metal ions
to the effluent. However, as the concentrations of
the dissolved ions entering the enrichment column
at a high pH are not exactly known, measure-
ments of effluent concentrations can lead to erro-
neous conclusions on the suitability of an
adsorbent for analytical purposes. On the other
hand, when the purpose is to study the efficiency
of an adsorbent in removal of dissolved metal
ions, this method will give the most reliable re-
sults. Suppose, for instance, that there is a 5% loss
of copper at pH 8 on an adsorbent and that 30%
of the copper has already been precipitated or
adsorbed before it reaches the column. Only 70%
of the total amount of copper will thus reach the
column and from that amount 5% will be lost. A
measurement on the eluate will give the erroneous
result of a 33.5% loss, whereas a measurement on
the effluent will result in a 3.5% loss by the
column, which is only slightly different from the
true value. At a low pH, measurements on eluates
and effluents would be equally reliable.

Fig. 3 depicts the adsorption performance of an
IDA140 column as a function of pH. The uptakes
were obtained from column recoveries at low pH
with no hydrolysis and from effluent concentra-

tions at high pH. It can be seen from the results
that the IDA–Novarose column efficiently accu-
mulates all the studied metal ions in the pH range
of 4–8. Since the pH of natural waters is situated
within this range, it can be concluded that if the
adsorption had been unaffected by the presence of
humic and other substances, buffering or pH ad-
justment of the samples would be unnecessary.
Greater pH dependence has been reported for
other adsorbents with the same [5,6,12,19] or dif-
ferent [18,20] functional groups.

3.2. Adsorption rates and equilibrium
concentrations

Conditional first order rate constants for the
adsorption of the metal ions on IDA140 in 0.01
M acetate buffer, pH 5.5, were calculated from
the kinetic experiments described in the experi-
mental part. The adsorption rates were quite sim-
ilar for Mn2+, Co2+, Ni2+, Cu2+, Zn2+ and
Cd2+, while the rate of adsorption was consider-
ably slower for Cr3+ and Fe3+ than for the other
ions. The trivalent ions are extensively hydrolysed
at pH 5.5 and the test solution is supersaturated
with respect to FeOOH(s) [21]. The results indi-
cate that mass transfer is rate limiting for the
simple ions, whereas for the hydrolysed ions a
chemical step determines the adsorption rate.

The equilibrium concentrations, which were
close to the detection limits of the ICP–AES
instrument for all the metal ions except Mn2+,
are presented in Table 1. This table also contains
data from measurements in the presence of 0.01
M Ca2+, which was used to represent major
cations in fresh water samples. Ca2+ affected
both the equilibrium concentrations and the ad-
sorption rates. The equilibrium concentrations in-
creased, particularly for manganese and
chromium, Table 1. The adsorption rates de-
creased, but the distinction between the two
groups of metal ions was preserved.

The equilibrium data have been used to esti-
mate the sample volume, VR, which can be en-
riched on a 0.3 ml column of IDA140 [15]. These
volumes are entered in Table 1. They would be
sufficient for a determination by ICP–AES of the
test ions at the concentrations present in natural

Fig. 3. Column mode adsorption of metal ions on IDA140 as
a function of pH. The uptakes were calculated either from
eluate or effluent concentrations. Test solution: 60 ml of stock
solution diluted 1:1250. Column: 6.5 mm i.d.×9 mm. Flow
rate: 40 ml/min. Enrichment volume: 60 ml.
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Table 1
Equilibrium concentrations and predicted retention volumes of eight transition elements on IDA140 in the presence and absence of
Ca2+a

Ni Cu Zn[Ca2+]/M Cr CdMn Fe Co

Equilibrium concentrations (%)b

B0.1 B0.1 1.00 1.21.6 9.0 2.0 B0.1
1.5 3.50.01 19.6 87.7 7.0 3.1 B0.1 B0.1

Predicted retention 6olumes (l)
\100 9.611.40 7.3 \1001.2 5.7 \100

\100 \100 7.90.01 0.5 B0.02 1.6 3.33.7

a Test solution: 200 ml of stock solution diluted 1:100 and adjusted to pH 5.5. Adsorbent: 0.5 ml of IDA140. The retention
volumes were calculated for a 0.3 ml column.

b Relative to the initial concentration.

waters, which requires enrichment of 50–100 ml of
sample. In order to test the equilibrium model, a
60 ml portion of test solution, adjusted to pH 5.5,
was enriched on a 0.3 ml column at flow rates
between 10 and 80 ml/min. Cr3+ and Fe3+ were
excluded in this study due to their extensive hydrol-
ysis at pH 5.5. The recoveries of Mn2+, Co2+,
Ni2+, Cu2+, Zn2+ and Cd2+ were quantitative in
the absence of Ca2+ in accordance with the pre-
dicted retention volumes. In 0.01 M Ca2+, the
recovery of Mn2+ was no longer quantitative and
the highest result, 50%, was obtained at a flow rate
of 10 ml/min. Loss of Mn2+ is predicted, since VR

is estimated to about 20 ml in this medium.
Contrary to expectation, loss of Ni2+ was observed
in the presence of Ca2+. The recovery dropped
from 97 to 80% when the flow rate increased from
10 to 80 ml/min. The recovery of the other four ions
was quantitative also in the presence of Ca2+.

3.3. Some obser6ations with the OBAS system

When a water sample is enriched on a chelating
column, only free metal ions or ions bound in labile
complexes can be taken up. Inert complexes will
pass the column unless captured by simple ion
exchange. Hence, quantitative recoveries will be
possible only if the metal ions are released in some
way. For this purpose digestion techniques are used
to decompose organic complexing agents, but they
are generally time consuming and require addition
of chemicals to the samples with accompanying
problems with the blank.

A loss of copper amounting to about 30% was
found when tap water samples were enriched by
the ordinary enrichment system on IDA45. On
the other hand, almost complete recovery of cop-
per was obtained if the tap water sample was
acidified to pHB2 and enriched by the on-line
buffering (OBAS) system. Increased recoveries of
complexed metal ions by the OBAS system were
also found by measurements on test solutions to
which humic acid had been added. Table 2 indi-
cates a significant increase in the result for Ni2+

and Cu2+, whereas the accumulation of the
weaker complex formers Co2+, Zn2+ and Cd2+

is little affected. The loss of Mn is caused by the
diminished distribution ratio in the presence of
major cations (see Table 1), in this case NH4

+.
The improved recovery with the OBAS system

Table 2
Comparison of the recoveries of seven metal ions obtained by
the ordinary and OBAS enrichment systems in the presence of
8 mg/l of humic acida

System Recovery (%)

Cu Ni Cd Zn Mn Fe Co

100Ordinary 918856 931021
9710079OBAS 101 79 (161)b 100

a Sample: Metal stock solution diluted 1:1250 and pH ad-
justed to 7 for the ordinary and 1.6 for the OBAS system.
Sample flow rate: 40 ml/min. Sample volume: 60 ml. Column:
0.3 ml of IDA140.

b Not corrected for contamination of the humic acid by
iron.
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Fig. 4. Concentrations in the aqueous phase during adsorption and stripping of Cu2+, Cd2+and Ni2+ in the presence of 5mM
EDTA as a function of time. Filled symbols: Adsorption, the concentrations are expressed relative to the initial values. Open
symbols: Stripping, the concentrations are expressed relative to the expected values for complete release. Experimental conditions:
200 ml of solution, 0.5 ml of IDA140, pH 5.

can be understood if humate and other com-
plexes, ML, are essentially dissociated at a low
pH. When the acidified sample is buffered on-line
at a high flow rate, the residence time after the pH
adjustment is so short, that the complexes do not
have sufficient time to reform before the solid
phase extraction of the free metal ions. The mean
time spent by the sample between the pH adjust-
ment and the column is about 0.1 s at a flow rate
of 40 ml/min. The half time for the re-formation
of the dissociated complex, M–L, should then be
longer than 3 s, as otherwise more than 2% of
M–L would be reformed.

An ion captured on the column is in contact
with the percolating solution between 0 and 150 s
for a sample volume of 100 ml and a flow rate of
40 ml/min. When the thermodynamic stability of
the adsorbent–metal ion complex, M–R, is sub-
stantially greater than the stability of M–L, there
is little risk of elution of adsorbed M by L passing
through the column. On the other hand, any
adsorbed M would be more or less completely
eluted when M–R is a weaker complex than
M–L. In this case, the kinetics of the exchange
reaction M–R+L=M–L+R will be decisive
for the recovery obtained. These points can be
illustrated by the behaviour of the system
IDA140(R)–EDTA(L)–Ni2+, Cu2+, Cd2+, (M).
Very little or no adsorption was observed when
IDA140 was added to a solution containing the
metal ions and 5 mM EDTA in a batch experi-
ment, Fig. 4. Hence, M–L is a stronger complex

than M–R. In the next set of batch experiments,
5 mM EDTA was added after the metal ions had
first been allowed to adsorb on the IDA140
beads. The metal ions were stripped from the
adsorbent at very different rates as shown in the
same figure. Cd2+ was quickly eluted, whereas
Cu2+ and Ni2+ were eluted very slowly.

As a consequence of the thermodynamic stabili-
ties of the EDTA complexes, no recovery of the
metal ions was obtained in the presence of 5 mM
EDTA with the ordinary system. In the OBAS
system, with a pH adjustment from 1.5 to 5, the
recovery was a few per cent for Cu2+ and Cd2+,
whereas the recovery for Ni2+ was 85%. From
kinetic data [22] the conditional half-time for the
formation of NiEDTA can be estimated to 5–10
s, while the half-times for Cu2+ and Cd2+ are
several orders of magnitude shorter. The
NiEDTA complex is decomposed at pH 1.5 and
the time is too short to re-establish the complex at
pH 5 before the sample reaches the column, which
captures Ni2+. The slow exchange reaction on the
column prevents Ni2+ from elution during the
sampling time. CuEDTA and CdEDTA on the
other hand have time to reform before the sample
reaches the column and are therefore not taken
up.

These simple experiments demonstrate the intri-
cacies of dynamic preconcentration on a column
and points towards advantages of on-line pH
adjustment of samples preserved by acid.
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3.4. Analysis of natural waters

The detection limits of the FIA–ICP–AES
system reported in the experimental part necessi-
tate preconcentration from substantial sample
volumes in order to obtain reliable results for
low-level analytes. This is exemplified for a lake
water in Table 3. The concentrations have been
evaluated from calibration curves established at
the particular sample volume used. For copper
and zinc stable results are obtained already at a
sample volume of 50 ml, whereas the low cad-
mium concentration requires accumulation from
about 200 ml of sample. The somewhat varying
result for zinc is connected with contamination
problems made evident from the calibration
curves obtained for different enrichment vol-
umes.

Washing of the column by a buffer before
elution was important for replacement of Ca2+

and other matrix ions as they interfere with the
ICP–AES determination [15]. The extent of
such interferences was studied by a comparison
of the slopes and intercepts of calibration curves
of the analytes in the presence of different con-
centrations of Ca2+. For all metals the sensitiv-
ity decreased and the intercept increased with
the Ca2+ concentration. The NH4

+ ion was
used to displace Ca2+ by a washing step in-
serted between the accumulation and elution
steps. It is reported that a 1 M acetate buffer is
required for efficient removal of the matrix ions
from Chelex-100 [23]. Displacement experiments
indicated that both the ammonium concentra-

tion and pH are important factors. At pH 9, it
was not possible to wash out Ca2+ with a 16
ml portion of 1 M NH4

+. On the other hand,
the same volume of a 0.25 M acetate buffer, pH
4.7, sufficiently decreased the amount of calcium
to allow interference-free determinations. All test
elements were retained after this treatment ex-
cept chromium that was largely lost.

The water samples (preserved by acid) were
analysed by the OBAS system and the ordinary
system after adjustment of pH to 4.7 with am-
monium acetate. The flow rate was 40 ml/min.
No attempt was made to determine Cr(III)
which is unretained by IDA140 at the high
NH4

+ concentration present after the pH adjust-
ment. The results for the ordinary and OBAS
methods in Table 4 were calculated from tripli-
cate determinations on sample volumes of 125
and 250 ml for Fe, Ni, Cu and Zn, and from
triplicate determinations on 250 ml for Co and
Cd. For Mn a sample volume of 20 ml was
used since the breakthrough volume is about 50
ml. With few exceptions the results from the
ordinary and OBAS determinations agree well
with one another.

The measured concentrations of Fe and Co
fall outside the 95% confidence limits of the
SLRS-3 reference sample. In the case of Fe this
definitely indicates the presence of iron species,
which pass the adsorbent without being re-
tained. The substantial improvement observed
with the rapid pH adjustment in the OBAS sys-
tem suggests that pH dependent equilibria are
involved. The discrepancy for Co is not surpris-
ing considering the large correction from the
overlap of a Fe line. The correction amounts to
about 0.1 ng/ml.

The values entered for the determinations
made by SGAB are the mean and range ob-
tained for two submitted subsamples, one from
each bottle used to hold the test sample. Again
the agreement between the sets of data is good
and shows the capability of IDA–Novarose to
sequester very low metal ion concentrations at a
high flow rate from natural waters. A notable
exception is Cu. For this metal, the total con-
centration measured directly by ICP–MS on the
lake water sample is significantly larger than the

Table 3
The variation of the analytical results with the enriched
volumea

Volume (ml) Concentration (ng/ml)

CdCu Zn

3.4290.031.4790.04 0.06490.01820
1.4990.07 3.2490.0850 0.04790.009
1.4590.02 3.1990.01125 0.02390.005
1.4890.01 0.02590.0083.2790.02250

a Mean values 9S.D. from triplicate measurements of a
lake water sample.
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Table 4
Mean values and uncertainty estimates, as detailed in the text, within parentheses for three natural waters analysed by the ordinary
and OBAS systems

Sample/method Concentrations ng/ml

Cu ZnMn Fe Co Ni Cd

SLRS-3
1.1690.10 0.01490.004Ordinarya 3.9990.05 5293 – 0.7990.01 1.3890.08

1.4290.03 1.1090.04OBASa 3.8690.05 7792 0.04290.004 0.7990.01 0.01590.004
0.01390.0021.0490.090.8390.08Certifiedb 3.990.3 1.3590.0710092 0.02790.003

Tap water
4.8990.20 63.091.6Ordinarya 17.290.2 6.090.3 0.05490.003 0.7590.02 0.1190.01

57.790.44.6890.02 0.1090.01OBASa 0.7190.0115.890.2 5.790.1 0.05090.003
0.6290.03 4.3790.11 54.590.7SGABc 18.190.9 0.097590.0006.491.0 0.05390.009

Lake water
0.03090.0043.5290.03Ordinarya 47.490.3 95.592.4 0.03490.013 1.3990.06 1.1490.01

3.2390.04 0.02590.008OBASa 49.690.7 87.492.7 0.04890.008 1.4190.03 1.4690.02
1.3890.24 1.8690.43 3.7090.39SGABc 49.391.9 0.02690.00997.394.1 0.04290.010

a Estimated 9S.D.
b 95% confidence limits (9 ).
c Range. Analysis by ICP–MS.

concentration obtained by the ordinary system,
while the result from the OBAS system lies in
between. The observation that the result for Cu
from the OBAS system is significantly larger than
from the ordinary system has been made repeat-
edly on specimens of natural waters and indicates
that Cu is the element most strongly complexed
by humic substances.

4. Conclusions

The improved detection by the ICP–MS instru-
mentation has made preconcentration procedures
less important for many sample types, which
needed them previously. Adsorbents should, how-
ever, still be useful in the ICP–MS or ICP–AES
laboratory for matrix modification and improve-
ment of detection limits by preconcentration. The
IDA–Novarose adsorbent is well suited for these
purposes. Quantitative recovery is obtained over a
broad pH range and the rapid kinetics and open
structure allow high flow rates, up to 80 ml/min.
The moderate strength of iminodiacetate com-

plexes also affords an estimate of the relative
availability of the metal ions by a determination
of the total amount of metal and the amount
adsorbed by IDA–Novarose.
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Chelating 2-mercaptobenzothiazole loaded resin. Application
to the separation of inorganic and alkylmercury species for

their atomic absorption spectrometry determination in
natural waters
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Abstract

A new 2-mercaptobenzothiazole loaded Bio-Beads SM-7 resin has been prepared and its analytical properties were
established. The sorbent was applied to the separation and preconcentration of inorganic and alkylmercury from
natural waters. Optimum conditions of separation as pH, flow rate on column, volume of samples and desorbing
agent were established. The cold vapour atomic absorption method determination of both forms of mercury after
their successive reduction by tin(II) was used. The low limit of determination for this method was established as 10
ng l−1 for 1.0 l water sample. Accuracy and precision of the method was estimated by using test water standards and
samples of natural water spiked with known amounts of mercury species. © 1999 Elsevier Science B.V. All rights
reserved.

Keywords: 2-mercaptobenzothiazole sorbent; Inorganic; Alkylmercury; CVAAS

1. Introduction

Mercury belongs to the toxic, dangerous for
human health elements, whose concentration in
the environment should be kept under permanent
control.

The toxicity of mercury depends to a high
degree on its chemical form. The inorganic com-
pounds of mercury(II) and its methyl derivatives
are particularly dangerous because of their neuro-
and embriotoxicity. It results from the literature
data [1,2] that methylmercury is of great interest
owing to its toxicity and its prevalence in the
environment.

The admissible concentrations of individual
forms of mercury in natural waters are usually
below the determination limit of most of com-
monly used analytical techniques. Therefore,
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many applied procedures are based on separa-
tion and preconcentration followed by determina-
tion.

Solid-phase extraction, using chelating sorbents
obtained by immobilization of a suitable organic
agent on a resin bed, is the most effective method
of trace preconcentration. The typical sorbents
used for mercury separation contain organic
agents with sulphydryl groups that form stable
complexes with mercury, e.g. ditizone [3,4], thio-
carbamates [3,5–7], thionalide [8]. Terada et al.
[9] used 2-mercaptobenzothiazole (MBT) loaded
silica gel for preconcentration of copper and Pu et
al. [10] investigated the sorption of silver by MBT
fixed on modified silica gel. Also the sorption of
mercury, cadmium, lead and zinc by MBT immo-
bilized on the specially treated natural clay was
studied [11]. The results obtained showed that
MBT-sorbent may be an effective for mercury(II).

In the present work sorbent obtained by MBT
immobilization on a macroporous acrylic ester
polymer bed (Bio-Beads SM-7) was studied and
applied for inorganic and alkylmercury precon-
centration followed by sequential determination
of both of these forms of mercury from the same
sample by CV AAS after their successive reduc-
tion by tin(II).

2. Experimental

2.1. Apparatus

A Thermo Jarrel Ash Smith-Hieftie 4000
atomic absorption spectrometer, equipped with
TJA 440 atomic vapour accessory, deuterium arc
background correction and Visimax II mercury
hollow-cathode lamp (Thermo Jarrell Ash).

A Mettler-Toledo Delta 340, pH-meter.
A SWAN g-ray spectrometer (Institute for Nu-

clear Studies, (Świerk) with an Ortec HPGe detec-
tor (resolution 1.8 for Eg=1332 keV, relative
efficiency 40%) was used for activity
measurements.

IR measurements were carried out using a
Perkin–Elmer Model 577 spectrometer

Glass columns 4 mm in internal diameter were
used in column experiments.

2.2. Reagents and solutions

All water used purified by Water Purification
System—Milipore.

Nitric and hydrochloric acids purified by sub-
boiling distillation were used.

Bio-Beads SM-7 resin (acrylic ester polymer),
20–50 mesh, Bio-Rad.

2-Mercaptobenzothiazole (MBT), analytical
grade, Fluka.

Chelating resin-MBT loaded Bio-Beads SM-7
(MBT-BB) was prepared as follows: 3 g Bio-
Beads SM-7 resin 20–50 mesh, previously
washed with ethanol, were shaken with 25 ml
0.1 M MBT solution in acetone for 10 min. The
resin was then filtrated off under reduced pres-
sure and allowed to dry in the air for about 2
h. It should be stored in darkness at 4°C.

A radiotracer 197Hg (T=65 H, Ej=77 keV)
was obtained by irradiation of HgCl2 solution in
a nuclear reactor.

Stock inorganic mercury solution, 1 mg ml−1,
was prepared by dissolution of 0.1 g Hg, analyt-
ical grade, POCH, in concentrated nitric acid
and diluted to 100 ml with water.

Stock methyl- and ethylmercury solutions in
the concentration of 1 mg ml−1 were prepared
by dissolution of 0.0659 g CH3HgCl (Johnson–
Matthey) in 6 ml of 96% C2H5OH and of
0.0660 g of C2H5HgCl (Johnson–Matthey) in 10
ml acetone, then dilute to 50 ml with water.

Working solutions of all forms of mercury
were prepared before use, by dilutions of the
stocks solutions with water.

Tin chloride 10% solution, was prepared daily
by dissolution of 5.95 g SnCl2.2H2O, analytical
grade, POCH, in 4 ml concentrated hydrochloric
acid and diluted to 50 ml with water.

Potassium hydroxide, analytical grade, POCH,
30% solution in water.

Cadmium chloride, 1% solution, was prepared
by dissolution of 1.25 g CdCl2. 2.5H2O in 100
ml of water, analytical grade, POCH.

Thiourea, 5% solution, was prepared by
dissolution of 5 g thiourea, analytical grade,
Fluka, in 100 ml 0.005 mol l−1 hydrochloric
acid.
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Test water solution was of the following com-
position (mg l−1): Na+, 15; K+, 4; Mg2+, 20;
Ca2+, 55; Cl−, 124; SO4

2−, 80; Zn2+, 0.2; Fe3+

, 0.2, Cd2+, 0.01 and Pb2+, Ni2+, Co2+, Cu2+

, 0.05.
Glassware were cleaned by soaking in 20%

nitric acid (48 h) and then rinsed with water.

2.3. Examination of MBT–BB properties

The amount of MBT loaded on the resin was
determined spectrophotometrically at 322 nm af-
ter removal from the sorbent with ethanol.

The stability of the sorbent was determined
by measuring the amount of MBT on the sor-
bent after definite time intervals after its prepa-
ration.

IR spectra of sorbent MBT–BB and of MBT
and resin BB were measured in the range 800–
3500 cm−1. The samples were ground, mixed
with KBr and pelletized.

The retention capacity was determined for
mercury(II) by the batch method.

2.4. Conditions for sorption experiments

2.4.1. Batch experiments
Sorption of Hg2+ was examined over a pH

range 0–6. The proper acidity was adjusted by
addition of diluted hydrochloric acid or natrium
hydroxide solution. 20 ml of solution of a suit-
able acidity countering the radiotracer 197Hg (:
1 mg) was shaken with 0.2 g of MBT–BB for 30
min. It was then filtered off and the sorbent was
washed twice with 2-ml portion of solutions of
the same acidity. The washings were combined
with the filtrate. The sorption of element was
calculated from the difference of the activity of
the primary solution and filtrate by measure-
ment of the 197Hg 77 keV photopeak.

2.4.2. Column experiments
A glass column was filled with 0.2 g of the

sorbent (70×4 mm) and conditioned with a so-
lution of suitable acidity. A sample adjusted to
suitable acidity was passed through the column
at the rate of 0.7–1 ml min−1. The column was
washed with 5 ml of water acidified to the same

acidity and the washing was added to the
effluent. Mercury retained on the column was
eluted with 10 ml 5% thiourea and the inorganic
mercury was determined in the same way as in
the batch experiments. Since the labelled
alkylmercury compounds were not available the
sorption efficiency of CH3Hg+ and C2H5Hg+

was estimated by the CV AAS method.

2.5. Conditions for CV AAS determination

2.5.1. Modified procedure for cold 6apour
generation

Tin(II), used for successive reduction of inor-
ganic and alkylmercury, shows a strong adsorp-
tion on the walls of the reaction vessel. When
the commercial accessory for cold vapour gener-
ation (e.g. TJA 400 atomic vapour accessory) is
used, tin adsorbed in the vessel during the anal-
ysis of the first sample reduces prematurely mer-
cury in the succeeding samples and causes its
losses. Therefore, the original procedure of se-
quential reduction of various forms of mercury,
proposed by Magos [12], required a modification
[8].

The applied procedure was as follows:
7 ml of 30% solution of potassium hydroxide

was put into the reaction vessel, closed and
purged with argon for 20 s. Next 2 ml of tin
chloride solution was introduced into the vessel
and 5 ml of the sample was injected using a
syringe pipette. The inorganic mercury was re-
duced for 1.5 min. and then the mercury vapour
was transported with the stream of argon to the
vapour cuvette of the spectrometer and mea-
sured. The reduction procedure was repeated
without opening the reaction vessel, but this
time, after purging the vessel with argon, only 1
ml of 1% cadmium chloride solution was added.
Mercury bound as alkyl compounds was re-
placed by cadmium and reduced to the metallic
form by tin(II) present in an excess. After 1.5
min the evolved vapours were transported again
to the spectrometer and measured as the
alkylmercury.

All results were based on the peak height
absorbance.
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Fig. 1. IR spectra of (thin solid lines) MBT, (dashed lines)
Bio-Beads SM-7 resin, and (thick solid lines) MBT-BB.

Table 1
Recovery of inorganic and alkylmercury compounds in test
water

Sample I Sample II

Hg2+ CH3Hg+ C2H5Hg+

50 5050Added (ng l−1)
49.5Founda (ng l−1) 49.0 49.0

Recovery (%) 99.0 98.0 98.0
7.0Sr (%) 8.0 8.0

a Mean of four determinations.

Table 2
Determination of mercury in natural waters

Sample n Hg2+ (ng l−1) Sr (%)

River water 9 8.235.7
B10Ground water 4

2.5.2. Instrumental settings for AAS
measurements

Wavelength 253.7 nm
Band pass width 1.0 nm
Signal pulse lamp current 3.0 mA

6.0 mABackground pulse lamp current
Integration time 8.0 s
Purge gas—argon 6.0 l min−1

2.6. Analytical procedure

0.2 g of MBT–BB was placed in the glass
column (70×4 mm), which was previously
washed with 15 ml of 5% thiourea solution, 10 ml
of water and 10 ml of 0.01 mol l−1 hydrochloric
acid. The sample of water to be analyzed (1.0 l)
was filtered using 0.45 mm cellulose filter, acidified
with hydrochloric acid to pH=3, passed through
the column with flow rate 5 ml min−1 and then

Fig. 2. Dependence on the efficiency of mercury sorption on
pH solution.
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the column was rinsed with 5 ml of water. All
the mercury was desorbed using 10 ml of 5%
thiourea solution in 0.05 mol l−1 hydrochloric
acid with flow rate 1 ml min−1. 5 ml of the
eluate was used for the successive determination
of inorganic and organic mercury by cold va-
pour AAS according to the modified procedure
described above.

3. Results and discussion

3.1. Characteristics of the sorbent

The amount of MBT loaded on Bio-Beads
SM-7 varied in the range 42.5–43.5 mg g−1 and
is stable for at least 6 weeks, if it is stored in
darkness at 4°C.

The IR spectra of MBT–BB, MBT and resin
are shown in Fig. 1. It can be seen that the
bands in the range 1645–1615 cm−1 characteris-
tic for the C�N group, clearly visible in the
spectrum of MBT, disappear in the spectrum of
MBT–BB. On the other hand the bands in the
range 800–600 cm−1, characteristic for the C�S
group, are present in the spectrum of the sor-
bent. The concentration of MBT in the sorbent
is lower than that in the spectrum of MBT
alone but the presence of C�S bands in the
spectrum of sorbent may to prove that disap-
pearance of C�N bands is caused by the fact,
that MBT molecules are attached to the support
(Bio-Beads SM-7) through the electrons of C�N
groups.

The average retention capacity of MBT–BB
for mercury(II) from solution of pH=3 is equal
55 mg mercury(II) for 1 g of sorbent This gives
a mole ratio of MBT to the mercury (in sor-
bent) 1:1 and suggests that the sorption process
is accompanied by the reduction of mercury(II).
The reduction of cuprous during the sorption of
Cu(II) on the MBT loaded silica gel was sug-
gested by Terada et al. [9].

3.2. Retention of mercury compounds

The investigation of Hg retention on the
MBT–BB sorbent by batch method (shaking
time 10 min) as function of pH (Fig. 2) shows
that the efficiency of sorption is constant and
equal to 98% in the range of pH values from 1
to 4. In the column process the obtained results
were very similar, however, then the sorption
efficiency was higher, about 100%. The value of
pH=3 was considered as optimal. In these con-
ditions mercury in the form of methyl and ethyl
compounds was also adsorbed quantitatively
with similar efficiency.

At the optimal acidity it was found that a
flow rate up to 5 ml min−1and a sample vol-
ume up to 1.0 l do not deteriorate the efficiency
of mercury sorption.

3.3. Analytical applications

The accuracy of the method was checked on
the basis of the artificially prepared test water
samples containing main components present in

Table 3
Recovery of inorganic mercury in spiked natural waters

SrRecovery (%)Sample Added n Founda (ng l−1)

Form Amount (ng l−1)

4 49 98.0 9.3River water Hginorg 50
97.097River water 2197Hginorg 100

51 102.0Ground water Hginorg 50 9.04
99 99.0Ground water 197Hginorg 100 2

a Results after subtraction of amount determined in water.
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natural waters and known concentrations of
inorganic, methyl and ethylmercury. The re-
sults are shown in Table 1. The accuracy of
the method was found to be correct and
the precision may be considered as satis-
factory (Sr=7.0; 8.0) for this level of concentra-
tion.

The lower limit of determination for elabo-
rated method was estimated as 10 ng l−1 for
water sample volume equal to 1 l.

Examples of the determination of mercury in
river and ground water are presented in Table 2.
They are limited to the determination of inor-
ganic mercury only, since we were not able to
find the natural samples containing detectable
amounts of alkylmercury.

The recovery of inorganic mercury in natural
waters was determined after spiking the samples
of natural waters with known amounts of mer-
cury. The test was carried out in two ways: us-
ing the proposed analytical method and using
the radiotracer 197Hg (Table 3). The determined
recovery is comparable to that presented in
Table 1.
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Abstract

The concentration dissociation constants (pKa) of methyl yellow, MY (H+In) in mixed aqueous solvents of
methanol, ethanol, iso-propanol, tert-butanol have been accurately determined from spectrophotometric measure-
ments at 25°C and a constant ionic strength of 0.1 mol l−1. It has been shown that in these solvents, the pKa values
decrease with increasing composition of the organic co-solvent. A linear relationship between pKa and the mole
fraction (x2) of the co-solvent was observed in a limited range of the compositions for each of the solvent systems.
The results have been discussed in the light of transfer thermodynamic properties of the species existing in the
dissociation equilibrium, solvent basicity and solute–solvent interactions. Furthermore, it was also observed that with
the change of the solvents, the absorption spectra of MY shifted apparently and the color transition changed
accordingly. The solvent effect on the spectra has been attributed to the isomerization equilibria of MY. A simple
application of MY was also shown to the sodium acetate-hydrochloric acid titrations in the mixed solvents. © 1999
Elsevier Science B.V. All rights reserved.

Keywords: Spectrophotometry; Dissociation constant; Methyl yellow; Mixed protic solvents

1. Introduction

Recently, mixed solvents have been widely used
in analytical chemistry with the extension of re-
search fields and the development of non-aqueous
analytical technique and methods. These solvents
are advantageous to the titrations of the acids and

bases which are too weak or insoluble in water
[1–3]. So it is important to select suitable indica-
tors and to plan optimum analytical procedures
for these titration systems. The aim of the recent
work was therefore to determine the pKa values of
a set of acid–base indicators in mixed solvents.
These data would enhance the applicability of the
indicators in nonaqueous titrations.

Methyl yellow (MY) is one of the most used
acid–base indicators. Its acid–base equilibrium in
solution may be represented by

* Corresponding author. Fax: +86-373-3383145.
E-mail address: wjjly@public.zz.ha.cn (J. Fan)

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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The dissociation constants for MY in water,
methanol and ethanol are well known [4–6].
However, pKa values of this indicator in mixed
solvents have been reported only in aqueous so-
lutions of methanol (40, 60, 80 vol.%) [7],
ethanol (40, 60, 80 vol.%) [7], actone (40, 60, 80
vol.%) [7], dioxane (20, 40, 60 vol.%) [8] and
N,N-dimethyl formamide (10–80 vol.%) [9]. As a
part of the systematical studies on para-
(dimethylamino)azobenzene indicators in mixed
solvents [10], the acid dissociation constants for
MY in water–methanol, –ethanol, –iso-
propanol and –tert-butanol mixed solvents are
represented here at 25°C and an ionic strength of
I=0.1 mol l−1 KCl. The effect of solvent on the
visible absorption spectra and color transition
range of MY has been investigated. A simple
application of MY has also been given to the
sodium acetate–hydrochloric acid titration in the
mixed solvents. The co-solvents (methanol,
ethanol, iso-propanol and tert-butanol) were cho-
sen in order to examine the effect of alkyl chain
size in co-solvent molecules on the dissociation
constants.

2. Experimental

2.1. Reagents and stock solutions

MY (A.R., Hopkin and Williams, UK) was
used after drying for several hours under vac-
uum. Methanol (MeOH), Ethanol (EtOH), iso-
propanol (i-PrOH) and tert-butanol (t-BuOH)
(A.R., all from Beijing Chemical Factory) were
dried over 4A type molecular sieves before use.
Hydrochloric acid, potassium chloride, sodium
hydroxide and anhydrous sodium acetate (A.R.,
all from Shanghai Chemical Reagent Co.) were
used without further purification.

The stock solution of sodium hydroxide (0.1
mol l−1) was made in water and standardized by
potassium acid phthalate. Then, this solution was

used to standardize the stock solution of hy-
drochloric acid (0.1 mol l−1). Stock solutions of
MY were made in pure organic solvents investi-
gated because of the very low solubility of this
indicator in water. Test solutions were prepared
by dilution of the respective stock solutions. The
ionic strength in all solutions was maintained to
be 0.1 mol l−1 by using potassium chloride as
background. Deionized and redistilled water was
used throughout the experiment.

2.2. Apparatus

Absorbance measurements were made on a
shanghai spectrophotometer (Model 721)
equipped with cells of path length 1.0 cm. The
measurements of H+ concentration was con-
ducted in cell (A)

glass electrode �0.1 mol l−1 (KCl+HCl),
SH, H+In�AgCl–Ag (A)

where SH denotes solvent. A shanghai pH glass
electrode (Model 231) and a thermal electrolytic
AgCl–Ag reference electrode without liquid junc-
tion [11] were used. The cell potentials were
recorded by means of a shanghai ion-analyzer
(model PXSJ-216). The absorbance and potential
measurements were thermostatically controlled at
2590.05°C by circulating water from a modified
Shanghai thermostat (model 501).

2.3. Procedure

Solutions for absorbance and potential mea-
surements were prepared by weight. Into a 50-ml
volumetric flask, transfer 5.00 ml of the stock
solution of sodium hydroxide and 1.00 ml of the
stock solution of MY, add 0.3728 g potassium
chloride, the necessary amount of pure alcohol
and water to the mark in order to obtain a
0.0100 mol l−1 sodium hydroxide in the required
mixed solvent. A 0.0100 mol l−1 hydrochloric
acid in the same mixed solvent can be similarly
obtained. Both solutions should have the same
proportion of alcohol and the same ionic
strength. Twenty five ml of this hydrochloric acid
solution was added to cell (A) and titrated with
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small additions of the sodium hydroxide solution
until an equivalent point. After each titration, the
volume of the titrant (V) and the corresponding
potential (E) of the cell were recorded.

In 25-ml flasks 0.50 ml of the MY stock solution,
the necessary amount of potassium chloride, pure
alcohol, small volumes of nitric acid at different
concentrations and redistilled water were added to
the mark to obtain a series of solutions of MY at
different pH values. Each of these solutions was
used to the potential measurements and the ab-
sorbance measurements against a solvent blank.
The solution containing only the acid form of the
indicator was used to choose the working wave-
length.

3. Results and discussion

3.1. Determination of the dissociation constants

Dissociation equilibrium of the MY in mixed
solvents can be described as follows

SH+H+In X In+SH2
+ (1)

where SH2
+ denotes solvated proton, H+In and In

refer to the acid and basic forms of MY, respec-

tively. The concentration dissociation con-
stant (pKa) for the indicator can be calculated [10]
from

pKa=p[SH2
+]+ log[(A−A2)/(A1−A)] (2)

where A1 and A2 are the absorbances of the acid
and the basic forms of MY, respectively. A is the
absorbance of the equilibrium mixtures of acid and
base forms at a particular pH. A, A1 and A2 are
determined spectrophotometrically. Concentration
of the solvated proton in the mixed solvent, [SH2

+],
can be known potentiometrically as stated below.

The potential of cell (A) is given [12] by

E=Ea
0%−k log[SH2

+] (3)

where Ea
0% is the specific constant of the cell and k

the experimental slope of the glass electrode. Based
on the acid–base titration data mentioned in Sec-
tion 2, they can be obtained for a particular mixed
solvent by means of the linear relationship between
E and log[SH2

+]. Then, the potential data of a
series of solutions of MY can be used to calculate
[SH2

+] in each mixed solvent by using Eq. (3).
As an example, the observed asorbances of

MY, potentials of cell (A) at different pHs, the
calculated p[SH2

+] and pKa values in 30 wt.%

Table 1
The observed absorbance of methyl yellow (MY), potentials of the cell at different pHs, the calculated values of p[SH2

+] and pKa

in 30 wt.% ethanol–water mixture (25°C, I=0.1)a

pKaAbNo. p[SH2
+]E (mV)

log
A−A2

A1−A

0.2551 191.9 2.503.104 −0.603
198.50.299 2.502 −0.4952.997

0.348 204.23 2.904 −0.389 2.52
4 2.7820.408 −0.272 2.51211.7

0.462 218.1 2.678 −0.174 2.505
0.506 222.2 2.611 −0.098 2.516

2.510.0182.4937 229.50.574
8 2.4010.635 0.122 2.52235.2

0.676 240.59 2.314 0.193 2.51
247.210 2.490.2812.2060.724

Mean 2.5190.01

a A1=1.077, A2=0.050, Ea
0%=383.090.2, K=−61.5790.009.

b lmax=519 nm.
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Table 2
pKa values of methyl yellow (MY) in aqueous solutions of alcohols (25°, I=0.1)

Alcohol (wt.%) pKa

EtOH–H2O i-PrOH–H2O t-BuOH–H2OMeOH–H2O

3.26a3.21a3.23a 3.24a0
–b 2.87980.0315 2.71970.02–b

2.3590.02–2.9490.02–b20
2.3890.01 –25 –b –
– 1.8890.0130 2.8490.02 2.5190.01

– 1.9990.0135 – –
2.1290.02 1.8990.01 1.6690.012.6490.0240

2.4590.01 1.8990.01 1.6590.02 1.5090.0150
1.5190.021.7790.022.2790.0360

2.1390.02 1.6390.0270
2.0590.0380

a The extrapolated values from Eq. (4).
b The pKa values can not be accurately determined because of the very low solubility of MY in these mixed solvents.

ethanol–water mixed solvent have been listed in
Table 1. The pKa values of MY in the mixed
solvents are given in Table 2. The pKa value in
pure water reported here is an extrapolated value
which was calculated according to the linear rela-
tionship between pKa and the mole fraction of the
co-solvent (x2) in water-rich region (Eq. (4)). An
average value of 3.2490.02 was obtained which
is in excellent agreement with the value of 3.25
reported in the literature [9]. Katoh [7] determined
pKa values of MY in 40, 60, 80 vol.% alcohol
(methanol, ethanol)–water solvents at 2490.5°C
and an unstated ionic strength. After correction
for the concentration scale of alcohol in mixed
solvents, it is found that agreement of the pKa

values in these solvents with those reported by
Katoh is quite reasonable considering the differ-
ence in temperature. No pKa data in other mixed
solvents has been reported in literature.

3.2. Sol6ent effect on the dissociation equilibrium

As can be seen from Table 2, the pKa values of
MY decrease with the addition of alcohol. This is
similar to the results of MY and methyl orange in
aqueous N,N %-dimethylformamide solutions [9]. It
was found that the variation of pKa for MY is
largely dependent on both the mole fraction (x2)
and the nature of the co-solvent in the mixed

solvents. As shown in Fig. 1, there is a linear
relation between pKa and x2 in a limited range of
co-solvent compositions for each of the solvent
systems. Using a least-squares regression proce-
dure, pKa values in the linear ranges (30–70 wt.%

Fig. 1. Variation of the concentration dissociation constants
(pKa) as a function of mole fraction (x2) of alcohol in the
mixed solvents: (
), MeOH; (�), EtOH; (�), i-PrOH; (�),
t-BuOH.
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MeOH–H2O, 20–50 wt.% EtOH–H2O, 15–40
wt.% i-PrOH–H2O, 15–30 wt.% t-BuOH–H2O)
were respectively analyzed to give the following
equations:

pKa(s)=3.23−1.98x2 R=0.996

pKa(s)=3.21−4.85x2 R=0.997

pKa(s)=3.26−9.16x2 R=0.996

pKa(s)=3.24−14.39x2 R=0.996 (4)

where pKa(s) is the pKa value in mixed solvent, R
is the linear correlation coefficient. Obviously, the
intercept of the linear equation is the pKa value in
pure water pKa(w), and the slope reflects the extent
of co-solvent effect on the pKa values in the
water-rich regions. It is apparent that the pKa

values decrease with increasing composition of the
co-solvent in the order:

t-BuOH\ i-PrOH\EtOH\MeOH

MeOH, EtOH, i-PrOH and t-BuOH are mono-
hydric alcohols. The number of –OH groups in
these molecules is identical. Their difference is only
in the size of alkyl groups. So, it is expected that
there is a correlation between the slope of the above
equations and the size of alkyl groups. In fact,
MeOH, EtOH, i-PrOH and t-BuOH can be re-
garded as the derivatives of H2O in which one
hydrogen atom is, respectively, replaced by CH3,
CH3CH2, CH3CHCH3 and C(CH3)3 groups. Ac-
cording to the group additivity assumption sug-
gested by Hakin et al. [13,14], CH3 is equivalent to
1.5 CH2, and CH equivalent to 0.5 CH2. In
addition, it is assumed that is equivalent to a
CH3 [15]. Thus, the number of CH2 groups in the
alkyl chains of these alcohol molecules will increase
successively from 1.5 (MeOH), 2.5 (EtOH), 3.5
(i-PrOH) to 6 (t-BuOH). The dependence of the
slopes on the number of CH2 groups is shown in
Fig. 2. It can be seen that the slope decreases
linearly with an increasing number of CH2 groups.
This means that at a particular x2, Ka will increase
with increasing number of CH2 group in the
co-solvents. The alkyl groups of the co-solvent are
helpful for the dissociation of MY.

It is known that the standard free energy change
for the dissociation process of MY in water is given
by

Fig. 2. Variation of the slope of Eq. (4) as a function of
number of CH2 in alkyl groups of alcohol molecules.

DG0
(w)=2.303RTpKT(w) (5)

Similarly, the standard free energy change for the
dissociation process in the mixed solvent is given
by
DG0

(s)=2.303RTpKT(s) (6)

Therefore, the solvent effect on the dissociation
equilibria of MY can be represented by

DG t
0=2.303RT [pKT(s)−pKT(w)] (7)

where pKT(s) and pKT(w) are the thermodynamic
dissociation constant in the mixed solvent and in
water, respectively. DG t

0 is the standard Gibbs
energy of transfer of the dissociation reaction from
water to the mixed solvents. As shown in Eq. (1),
the dissociation of MY is an isoelectric reaction.
The thermodynamic dissociation constant can be
represented by

pKT=pKa− log(gH+gIn/gH+In) (8)

where g is the activity coefficient, which is a
function of the charge Z of the species, the permit-
tivity D, the absolute temperature T and the ionic
strength I [16]:

− log g= [1.825×106Z2(DT)−3/2I1/2]

/[1+251.45(DT)−1/2I1/2] (9)

�C�
�
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It is evident that g value for H+ is equal to that
for H+In at the same T, D and I. And g is usually
assumed to be 1 for neutral molecule In. There-
fore, the difference between pKT and pKa for MY
is negligible. pKa(s) and pKa(w) determined in this
work can be directly used to calculate DG t

0 by Eq.
(7) without serious error. Values of DG t

0 thus
obtained are given in Table 3.

On the other hand, DG t
0 can be represented by

the standard Gibbs energies of transfer of the
species existing in dissociation equilibrium from
water to mixed solvents

DG t
0=DG t

0(H+)+DG t
0(In)−DG t

0(H+In) (10)

where DG t
0(H+), DG t

0(In) and DG t
0(H+In) refer

to the standard Gibbs energies of H+, In and
H+In from water to mixed solvents.

It has been stressed [17] that DG t
0(H+) reflects

the basicity of the mixed solvent relative to water.
Lahiri et al. [17–19] determined the Gibbs ener-
gies of transfer of H+ from water to water+al-
cohol (MeOH, EtOH, i-PrOH, t-BuOH) mixtures.
The interpolated values in the appropriate sol-
vents are included in Table 3. Values of
[DG t

0(In)−DG t
0(H+In)] calculated from DG t

0 and
DG t

0(H+) at particular proportions of the co-sol-
vents are also included in Table 3.

The data in Table 3 shows that in all the mixed
solvents studied, DG t

0(H+) values are all negative
and become increasingly negative with increasing
composition of the organic co-solvents. This indi-
cates that the binary mixtures are more basic than
water. The basicity of the mixed solvents varies in
the order: t-BuOH\ i-PrOH\EtOH\MeOH.
This is consistent with the order experimentally
observed. Thus, the more basic characteristic of
the mixed solvents compared to water is one of
the important factors for the observed increase of
Ka in the alcohol–water mixtures.

It is noted from Table 3 that values of
[DG t

0(In)−DG t
0(H+In)] are increasingly negative

with addition of the co-solvent for a given alco-
hol–water solvent system. They are also increas-
ingly negative in the order: t-BuOH\ i-PrOH\
EtOH\MeOH, at a particular composition for
different solvent systems. This is related to the
hydrophobic interaction between MY molecule
and the alkyl group of alcohols. As shown in the

Section 1, the main difference between H+In and
In is that there is a postive charge on the dimethy-
laniline moiety in H+In. According to the sugges-
tion of Brandts et al. [20], hydrophobic
interaction is only possible with the uncharged
part of the indicator molecules. Therefore, the
hydrophobic interaction of the alkyl group of
alcohols with In should be greater than that with
H+In. Accordingly, values of DG t

0(In) should be
more negative compared to those of DG t

0(H+In).
From the above discussion, it can be concluded
that the overall behavior of the dissociation pro-
cess of MY can be dictated by the specific solute–
solvent interactions besides the relative
solvent-basicities.

3.3. Effect of sol6ent on the 6isible absorption
spectra of MY

A red shift of lmax for the acid form of MY
(H+In) was observed with addition of the alcohol
in water. For instance, the lmax in water is 508
[21], whereas in 30 and 80 wt.% MeOH–H2O
solvents, it is 515 and 524 nm, respectively. This
may be due to the shift of position of the tau-
tometic equilibrium of H+In shown as follows

It has been proved that the equilibrium is sensi-
tive to the polarity of the solvent [22]. On the
other hand, the color transition range of MY is
also changed because of shift of the dissociation
equilibrium in the mixed solvents. For example,
pH range of color change in water [21] is 2.9
(red)–4.0 (yellow), while it changes to be 2.1
(red)–3.3 (yellow) in 50 wt.% MeOH–H2O, 1.7
(red)–2.9 (yellow) in 50 wt.% EtOH–H2O, 1.3
(red)–2.4 (yellow) in 50 wt.% i-PrOH–H2O and
1.3 (red)–2.3 (yellow) in 50 wt.% t-BuOH–H2O.
This is interesting from a practical point of view.
The indicator can be used to indicate the end
points of the acid–base titrations, which are not
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Table 3
Values of DG t

0, DG t
0(H+)a and [DG t

0(In)−DG t
0(H+In)] from water to aqueous alcohol mixed solvents at 25°C (in kJ·mol−1)

MeOH–H2OAlcohol (wt.%) EtOH–H2O i-PrOH–H2O t-BuOH–H2O

DG t
0 DG t

0(H+) Db DG t
0 DG t

0(H+) Db DG t
0 DG t

0(H+) Db DG t
0 DG t

0(H+) Db

15 – – – – – – −2.1 −2.0 −0.1 −3.0 −2.5 −0.5
– – – −1.7 −2.2 0.520 – – – −5.0 −3.2 −1.8

25 – – – – – – −4.9 −3.6 −1.3 – – –
−2.2 −2.0 −0.2 −4.2 −3.1 −1.1 – – –30 −7.7 −4.0 −3.7
– – – – – –35 −7.1 −4.3 −2.8 – – –
−3.4 −2.8 −0.6 −6.3 −4.1 −2.240 −7.6 −4.9 −2.7 −9.0 −3.7 −5.3
−4.5 −3.6 −0.9 −7.6 −5.1 −2.550 −9.0 −5.4 −3.6 −9.9 −2.8 −7.1
−5.560 −4.6 −0.9 −8.3 −5.6 −2.7 −9.8 −5.6 −4.2
−6.3 −5.4 −0.9 −9.1 −5.6 −3.570
−6.780 −5.5 −1.2

a DG t
0(H+) values have been taken from Refs. [17–19] by interpolation.

b D=DG t
0(In)−DG t

0(H+In).
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possible in water, by choosing appropriate co-sol-
vent and changing the co-solvent content of the
mixed solvents.

As an example, The application of MY to the
titration of sodium acetate by hydrochloric acid is
described here. Two series of titrations were con-
ducted in cell (A). One is the titration of 1.0 mol
l−1 sodium acetate by 1.0 mol l−1 hydrochloric
acid in water. The other is that of 1.0 mol l−1

sodium acetate by 1.0 mol l−1 hydrochloric acid in
50 wt.% EtOH–H2O solvent. The titration end
points were indicated by MY indicator and poten-
tiometric technique simultaneously. The results are
shown in Fig. 3. It has been observed that pH value
is 3.71 at the titration end point indicated by MY
in water. This dose not coincide with the pH value
(2.15) for the end point of potentiometric titration
in water. So MY fails to indicate the end point for
sodium acetate–hydrochloric acid titrations in wa-
ter. However, the situation is quite different for the

titration in the mixed solvent. The pH value is 2.59
at the titration end point indicated by MY, which
is in excellent agreement with the pH value (2.46)
for the potentiometric titration end point in the
mixed solvent. In addition, the color change of the
indicator in the mixed solvent is very sharp in the
vicinity of the equivalent point. Obviously, MY can
be used as an indicator for the sodium acetate–hy-
drochloric acid titration in 50 wt.% EtOH–H2O
solvent.
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Abstract

A practical technique has been developed for the determinations of 234Th simultaneously with 210Po and 210Pb in
seawater samples, which greatly simplifies the on-board chemical procedures and enables an accurate correction of
234Th ingrowth. A unique feature of this technique lies in the exact determination of co-precipitated 238U following
Fe(OH)3 precipitation which leads to an exact correction of ingrown 234Th between Fe(OH)3 precipitation and U/Th
separation. Such a correction eliminates several cumbersome on-board chemistry steps (such as Po plating, Fe2+

oxidation, and 9 N HCl anion exchange) required in regular procedures to eliminate the 234Th ingrowth. The total
time required for on-board sample treatment (spike equilibration, Fe (OH)3 co-precipitation and filtration) could be
less than 10 h which significantly increases the sample processing efficiency and data throughput. © 1999 Elsevier
Science B.V. All rights reserved.

Keywords: Seawater; Chemical purification; 234Th

1. Introduction

The relatively short-lived, naturally occurring,
radionuclides of the 238U decay series (234Th,
210Po, and 210Pb) have provided important infor-
mation on the fate of trace elements in the ocean
[1–4]. More recently they have been utilized as

tracers of carbon export in the ocean which plays
an important role in global atmospheric CO2 vari-
ation [5–9].

For in-situ 234Th determination in seawater,
quick separation of 234Th from 238U is required to
prevent significant ingrowth corrections being ap-
plied during sample storage. To do so, HCl anion
exchange has been most commonly done on
board ship [5,7,10]. McKee et al. [11] used a
column containing 5–10 g of manganese-impreg-
nated acrylic fiber to selectively adsorb Th after
spike equilibration and acidification (pH 2). Bues-

* Corresponding author. Present address: Department of
Oceanography, Florida State University, Tallahassee, FL
32306, USA. Tel.: +1-850-644-9032; fax: +1-850-644-2581.

E-mail address: gkim@ocean.fsu.edu (G. Kim)

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.

PII: S0039 -9140 (99 )00095 -8



G. Kim et al. / Talanta 49 (1999) 851–858852

seler et al. [12] developed a nondestructive gamma
technique which involves filtration of about 1000 l
seawater through a manganese fiber column and
subsequent direct gamma counting.

However, for simultaneous analyses of 210Po,
210Pb and 234Th in the same sample, 210Po needs to
be plated prior to U–Th separation since 210Po is
to be analyzed but strongly adsorbed to 9 N HCl
anion exchange resin, which is generally used for
the U–Th separation. After Po plating, other
oxidation steps also need to be carried out using
strong acids before U–Th separation [8]. This
poses significant hazards at sea and also limits the
number of samples which can be processed over
the duration of the cruise since the procedure is
time intensive.

Although simultaneous measurement of 210Po,
210Pb, and 234Th in the open ocean is not easy,
their use is equally important in understanding
marine processes and the biogeochemistry of the
surface ocean [5,6,8,13]. A simple, labor and time
efficient on-board technique has been developed
to analyze these isotopes in a single seawater
sample. The ease of this technique allows process-
ing dozens of samples a day, without compromis-
ing the accuracy of the 234Th, 210Po, and 210Pb
determinations. In practice, we have used this
method during many cruises off Bermuda for the
analyses of hundreds of samples.

2. Experimental

2.1. Sampling and on-board procedures

The 20 l seawater samples were obtained from
the Sargasso Sea using a rosette sampler. For
filtered samples, water was passed through 0.45
mm cartridge filters using a small pump (JAB-
SCO). The filtration was completed on-board
within an hour of sampling in order to minimize
particle sinking, decomposition, and adsorption
on the walls of sampling bottles.

Soon after collection (or filtration in case of
filtered samples), samples were acidified with
about 50 ml of concentrated HNO3 (BpH 1) and
transferred into 40 l plastic buckets. The samples
were then spiked using 16 dpm of 230Th standard,

0.5 dpm of 209Po, 25 mg of Pb2+carrier and 70
mg of Fe3+carrier. After stirring and bubbling
with N2 gas for 10–30 min for equilibration of the
spike and carriers, samples were allowed to stand
for an additional 3 h to ensure complete equilibra-
tion. Na2CrO4 was then added to precipitate
PbCrO4 after adjusting the pH to 4 using
NH4OH. The Th, Po, and remaining Pb were
co-precipitated with Fe(OH)3 at pH 8.

After allowing the precipitate to settle for 4–5
h, the supernatant was siphoned off and the resid-
ual mixture filtered through Whatman 54 quanti-
tative grade paper. The precipitate was dissolved
in 0.5 N HCl and subsequently spiked with 236U.
This procedure allowed the exact content of 238U
in the precipitate to be determined enabling the
exact 234Th ingrowth correction to be applied
later. The entire procedure was completed within
10 h of the sample collection. The sample solution
was then brought back to the laboratory for
further analyses. A simplified flowchart of the
analytical procedures is shown in Fig. 1. The
choice of 236U spike was to avoid any interference
of beta emission from the spike or its daughters
(e.g. 232U) in beta counting of 234Th.

2.2. Chemical purification and source preparation
in a laboratory

In the laboratory, the solution was transferred
to a Teflon beaker. After adding 0.5 g of ascorbic
acid, the solution was heated to 90°C and Po was
spontaneously plated onto a silver disc [14–16].

The remaining solution was evaporated and the
oxidised residue dissolved in 1 ml of 9 N HCl.
After repeating the step twice, the residue was
taken in 5 ml of 9 N HCl and loaded on a
preconditioned 9 N HCl anion exchange column
(AG 1-X8 resin, 100–200 mesh). The U and Po
were retained on the column while Th and Pb
were brought down in the effluent. The column
was eluted with hot H2O (70–85°C) to obtain a U
fraction. Further U purification using an 8 N
HNO3 anion exchange column (AG 1-X8 resin,
100–200 mesh) followed (Fig. 1).

The effluent, containing Th and Pb, was dried
and the residue dissolved in 8 N HNO3. This step
was repeated twice. The solution was then loaded
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on a preconditioned 8 N HNO3 anion exchange
column. The effluent from this column contained
Pb (free from Po) and was stored for more than 6
months for 210Po ingrowth from 210Pb. The chem-
ical yield of Pb was determined by measuring the
stable Pb recovery on a flame atomic absorption
spectrometer. The exact date for 8 N HNO3

column exchange was recorded in order to calcu-
late 210Pb activity precisely from ingrown 210Po
since Po is removed completely by use of the 9 N
HCl and 8 N HNO3 columns. Th was eluted from
the column with 9 N HCl. The eluent was dried
and 1 ml of concentrated HNO3 was added to
oxidize the residue. After the concentrated HNO3

solution was completely dried, 1 ml of 0.01 N
HNO3 was added and the solution was trans-
ferred to an electrodeposition cell.

The plating method of Puphal and Olsen [17]
was used with a mixed oxalate–chloride elec-
trolyte and stainless steel planchet as cathode.
This method has advantages over several others in
its low material costs and short deposition time
(35 min). Other available techniques use a chlo-
ride electrolyte with a silver disc as cathode for 2
h [18], a chloride electrolyte with a platinum
planchet for 20 min [5,19] or a sulfate electrolyte
with a stainless steel disc for 2 h [12]. Briefly, in
the evaporated beaker, 2 ml of saturated ammo-

Fig. 1. Schematic illustration of the analytical procedure.
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nium oxalate and 2 ml of 10% NH4Cl solution are
added and transferred to an electrodeposition cell
to wash the beaker completely. The solution is
electrodeposited by adjusting the initial current to
0.9 A at a constant voltage of 10 V. After 35 min,
the current drops below 0.5 A, a few drops of
50% NH4OH solution are added before turning
off the current. The planchet is rinsed with dis-
tilled water and singed briefly with a burner. The
same electrodeposition procedures are applied to
the U fraction (Fig. 1).

2.3. Alpha spectrometry and beta counting

The activity ratios of 209Po and 210Po are mea-
sured using a silicon surface barrier detector cou-
pled to a multichannel analyzer. The 234Th
sources are beta counted via ingrown 234mPa. Low
energy beta particles and alpha particles are elim-
inated by a gold myler absorber covering the
source (6.8 mg cm−2). The decay curve for 234Th
is followed over a period of about 2 months to
ensure the purity of the source [20]. Chemical
yield of Th is determined via alpha counting the
230Th spike.

A proper intercalibration between alpha and
beta detectors is desirable as 234Th is beta counted
and 230Th is alpha counted on the same source.
The detector efficiency of the alpha counter is
calibrated using a 230Th or 238Pu standard and
that of beta counter using a 234Th/238U standard
source [5,12,21]. This method leads to possible
uncertainties in alpha and beta inter-calibration as
it uses different standard sources. A source of
pure U is prepared and 234Th is allowed to grow
into equilibrium with 238U on the planchet. It is
not necessary to know exactly the emerging dpm
of 238U or 234Th in the source as the same source
was counted in both beta and alpha detection
systems to determine the alpha to beta ratio.
Similar ratio in the sample (from 230Th/234Th) is
then compared with this standard ratio to calcu-
late the exact activity of 234Th in the sample
[8,19].

When 238U to 236U activity ratios are deter-
mined using an alpha counter, the small correc-
tions (less than 5%) for the interference of natural
235U energy in the range of 236U energy peaks

(centroids at 4.33, 4.44, 4.49 MeV) are made
based on natural 238U to 235U ratios (activity
ratio: 21.7) in seawater.

3. Results

3.1. Calculations

The activity of 210Po is calculated based on the
background corrected peak-area ratios of 210Po/
209Po multiplied by the activity of the added 209Po
spike. Mean field blank activity is then subtracted
from such calculated 210Po activity. Activity of
210Pb, via 210Po, is also calculated by assaying the
ingrown 210Po over the period of ingrowth be-
tween the first and second 210Po separations. Ap-
propriate ingrowth and decay corrections are then
applied using Eq. (1) to obtain the 210Pb activity
(APb):

APb=APo·
lPo−lPb

lPo·(e−lPbt−e−lPot)
(1)

where APo is measured ingrown 210Po activity, lPo

and lPb are the decay constants of 210Po and
210Pb, respectively, and t is the time elapsed be-
tween the last Po/Pb separation (8 N HNO3

column exchange) by the anion exchange column
and the Po plating time. In addition, a further
decay correction is made for the time lapse be-
tween Po plating and counting.

Owing to a relatively shorter half-life (t1/2=24
days), ingrowth and decay corrections for 234Th
become very important. Once a sample for 234Th
is collected (time t1), generally its deficient in-situ
activity starts changing due to ingrowth from
abundant 238U in the sample before U–Th separa-
tion (between the time of acidification and spike/
carrier equilibration). For the case of seawater,
the amount of 238U in the sample over this period
is given by the U-salinity relationship [22]. The
Fe(OH)3 precipitation (t2) produces yet another
disequilibrium between 238U and 234Th by scav-
enging preferentially 234Th in the precipitate. Ura-
nium scavenging is significantly reduced if the
sample is not bubbled with N2 prior to precipita-
tion, whereas Th scavenging remains unaffected
[18,23]. Thus, following precipitation (t2) until
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U–Th separation (t3), growth of 234Th will occur
from the 238U content in the precipitate which can
no longer be obtained based on U-salinity rela-
tionship in the seawater. To counter this problem,
we add 236U spike to the Fe(OH)3 precipitate and
calculate exactly the amount of 238U within the
precipitate that enables an exact ingrowth correc-
tion for 234Th. Once the U–Th separation is
complete (9 N HCl column, Fig. 1), 234Th decays
with its own half-life over the period of further
purification, plating of the source, and counting.
The activity of 234Th at the time of sample collec-
tion from the activity at the time of U–Th separa-
tion is thus given by Eq. (2):

ATh
0 =

� CTh−234

CTh−230·DEb/a ·V
−U2(1−e−l·(t3− t2))

n
·el·(t3− t1)−U1(e

l·(t2− t1)−1) (2)

where A0
Th is the 234Th activity in the sample at

the time of sample collection, CTh-234 is the 234Th
count rate at U/Th separation time based on
234Th decay curve analysis as discussed later,
CTh-230 is the 230Th count rate, and DEb/a (typi-
cally �2) is the ratio of detector efficiency deter-
mined using a 234Th/238U equilibrated source, V is
the sample volume, l is the decay constant of
234Th, U1 is the 238U activity in seawater sample
which is calculated from salinity, U2 is the mea-
sured 238U activity in the Fe(OH)3 precipitate
(following addition of 236U spike) and t1, t2, t3 are
the time of sample collection, Fe(OH)3 recovery
and the U–Th separation, respectively.

Instead of using a single count rate of 234Th for
calculation, Hussain and Krishnaswami [20] sug-
gested use of the slope of its decay line which also
ensures the purity of the source. For this, the
prepared 234Th source is counted repeatedly at
regular time intervals following plating and a
regression line is drawn between gross count rate
and an appropriate 234Th decay factor (e−lt, t=0
at t3). An excellent fit suggests no contamination
of the source by other relatively longer or shorter
half-life beta emitting nuclides. Besides, use of the
slope cancels out the detector background and
any relatively long half-life beta emitting nuclides.

Backgrounds of each sample based on inter-
cepts of regressions (Fig. 2) ranged between 0.2

Fig. 2. Decay curves obtained from the beta counting of 234Th
sources of filtered and unfiltered samples. Uncertainties in
activities smaller than the symbols are not shown by the error
bars. Excellent fit to the data shows high purity of the sources.
The ‘t ’ is the time lapse between U/Th separation and mid-
time of counting. Thus, the slope is the activity of 234Th at the
time of U/Th separation.

and 1 cpm (counts per minute) whereas the signal
from the sample was between 8 and 15 cpm at the
first count. Standard deviation of the slope was
used to indicate 1s uncertainties due to counting
statistics. Also, field and reagent blanks were run
separately as controls on our 234Th analyses. The
activities from reagent blanks were less than the
1s uncertainties on the sample signals.

3.2. Calibration experiment

Results of 234Th analyses for standard samples
measured using this technique and calibrations
are shown in Table 1. The agreement between the
standard 238U (in equilibrium with 234Th) activity
and recovered 234Th shows the accuracy of cali-
brations for detector efficiency and a 230Th spike.
A few archived samples have also been analyzed
as further checks. The ratios between expected
and measured 234Th are 0.9990.02 (expected
234Th activities are based on in-situ 238U concen-
trations). Results confirm the applicability of our
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Table 1
Accuracy and precision of 234Th measurements.

Measured 234Th activity Activity ratioExpected 234Th activityPRIVATE
(measured/expected)Standard (dpm l−1) (dpm l−1)

2.5090.02 2.5490.06Seawater (20 l)a 1.02
0.972.3490.06Seawater (20 l)b 2.4190.02
0.992.3890.06Seawater (20 l)b 2.4190.02
0.9941.5490.72238U Standardc 41.1590.05
Mean: 0.9990.02

a Archived seawater samples were collected at 500m water depths on 4 October, 1996 from the BATS site off Bermuda. The
samples were filtered and acidified soon after collection. The 234Th was measured on 12 February, 1997 (about 94% equilibration
time of 234Th is allowed). The expected activities were calculated based on in-situ dissolved 234Th activity at 500m (in a duplicate
sample) and 238U activity calculated from salinity in the sample [238U (dpm l−1)=0.0680790.00057 Sal (‰), Chen et al. [22]].

b Archived unfiltered seawater samples were taken from 1000 m on 14 February, 1997 (generally, in situ 234Th is in equilibrium
with 238U at this depth). The 234Th was measured on 18 April, 1997. The expected activity of 234Th is the same as 238U activity in
the sample.

c The 238U standard certified by National Institute of Standards and Technology, which is in equilibrium with 234Th and was also
used for determining the detector efficiency ratio of alpha and beta counters used in this study.

technique to obtain accurate 234Th concentrations
of seawater samples.

As a further check on the technique, duplicate
samples were analyzed using two different ap-
proaches. In one sample, U–Th separation was
done on board immediately after collection (pre-
venting the ingrowth of 234Th) and the other was
spiked with 236U and processed as stated above.
The delay between sample collection and U–Th
separation in this case ranged between 4 days and
a week. Fig. 3 shows an excellent agreement be-
tween both methods within experimental uncer-
tainties. A few duplicate samples were collected
with a time lag (up to 2 days) between them, and
that may be responsible for the scatter in Fig. 3
due to diurnal variation of 234Th activity in the
ocean surface. An overall agreement for both
methods (a mean activity ratio of 1.0190.04)
shows the accuracy of the 234Th ingrowth correc-
tion using the 236U spiking method.

4. Discussions

Since this technique applies a precise ingrowth
correction for 234Th in seawater, it is appropriate
to discuss the scavenging characteristics of U
from seawater with Fe(OH)3 precipitate. Harada
and Tsunogai [18] reported that about 10% of U

in seawater co-precipitates with calcium carbonate
and ferric hydroxides after acidification (BpH 1)
and vigorous stirring. This U co-precipitation effi-
ciency can be increased to as much as 50% when
a sample is oxidized with a mixture of nitric,
perchloric, and hydrochloric acids [23]. During
our Bermuda experiments, it was found that the

Fig. 3. The plot of 234Th activities measured via on board
U/Th separation (x axis) vs via the 236U spiking method (y
axis).
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Fig. 4. Variation of the contribution of ingrown 234Th with
time for various 238U precipitation recoveries (5–100%). The
percentage of ingrown 234Th to in-situ 234Th, which decays
away with time, is shown. The x-axis is the time elapsed
between Fe(OH)3 precipitation and U–Th separation.

Accounting for the actual recovery of 238U in
the precipitate via 236U spiking method not only
improves the precision of 234Th determinations,
but also renders complete processing of a sample
on-board unessential, thereby increasing the data
throughput. The technique’s applicability can eas-
ily extend up to at least one half-life of 234Th (24
days), once 210Po is separated from 210Pb.

This technique of simultaneous determination
of 234Th, 210Pb and 210Po via spiking the Fe(OH)3

precipitate with 236U, provides a better methodol-
ogy for determining accurate concentrations in
seawater samples during cruises with limited dura-
tion, laboratory space, and personnel. This could
be of particular advantage when higher through-
put is required without compromising the sensitiv-
ity and accuracy of results.
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238U precipitation efficiency through Fe(OH)3 co-
precipitation and siphoning of supernatant re-
mains variable (1797% compared to 60914%
for 234Th over all procedures for 44 samples). The
U precipitation efficiency increases with increasing
bubbling rate and the total time of bubbling.

Therefore, most previous calculations of gross
ingrowth correction (i.e. an equation by Huh and
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Abstract

Acid–base equilibria in ethanol-aqueous solution of 5-acetamido-1,3,4-thiadiazole-2-sulfonamide (acetazolamide,
H2acm), 5-tertbutyloxycarbonylamido-1,3,4-thiadiazole-2-sulfonamide (B-H2ats), 5-amino-1,3,4-thiadiazole-2-sulfon-
amide (Hats) and 5-amino-1,3,4-thiadiazole-2-thiol (Hatm) at 25°C, 0.15 mol dm−3 ionic strength (NaNO3), have
been investigated by potentiometry and UV spectrophotometry. The ionization constants were calculated with
SUPERQUAD program from potentiometric measurements and by a method according to Edsall et al. using the
mole fractions determined by complementary tri-stimulus colorimetry (CTS). The constants obtained by potentiome-
try were: B-H2ats, pka1

=7.33(3) and pka2
=9.27(1); Hats, pka1

=2.51(3) and pka2
=8.49(1); Hatm, pka1

=1.92(1) and
pka2

=6.81(1); whereas the constants determined by spectrophotometry were: H2acm, pka1
=7.78(1) and pka2

=
9.57(2); B-H2ats, pka1

=7.71(2) and pka2
=9.61(2); Hats, pka1

=2.19(3) and pka2
=8.61(2); Hatm, pka2

=6.90(2).
Theoretical calculations using MO semiempirical and ab-initio RHF/6-31G* computations for the compounds were
also performed. It was possible to clarify the preferred deprotonation mechanism of acetazolamide and B-H2ats in
which the first deprotonation takes place at the carbonamido group. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Acidity constant; 1,3,4-Thiadiazole-sulfonamides; Potentiometry; Spectrophotometry; Deprotonation mechanism; Molec-
ular orbitals calculations

1. Introduction

Carbonic anhydrase, a Zn(II) metalloenzyme, is
an extremely efficient catalyst of the reversible

hydration of carbon dioxide. Heterocycles sulfon-
amides constitute an important group of carbonic
anhydrase inhibitors. The inhibition of this en-
zyme by sulfonamides drugs finds clinical applica-
tion in the treatment of glaucoma, epilepsy and
others disorders. On the other hand, these com-
pounds have played an important role in the
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physico-chemical and enzymatic studies on car-
bonic anhydrase.

Acetazolamide (5-acetamido-1,3,4-thiadiazole-
2-sulfonamide) has shown to be one of the most
potent inhibitors [1] and has been used clinically
from 1954 [2]. In order to obtain new sulfon-
amides with major potency, two acetazolamide
derivatives have been synthesized, 5-tertbutyloxy-
carbonylamino - 1,3,4 - thiadiazole - 2 - sulfonamide
(B-H2ats) [3] and 5-amino-1,3,4-thiadiazole-2-sul-
fonamide (Hats) [4]. Their anticonvulsant proper-
ties were measured in mice and the results showed
that they are three times more potent than aceta-
zolamide [5].

A knowledge of the interactions of sulfon-
amides with carbonic anhydrase is of immense
pharmacological and therapeutic interest. On the
basis of X-ray crystallographic studies of carbonic
anhydrase–acetazolamide complex at 1.9–2.0 A,
resolution it is accepted that the inhibitor acts as
monodentate [6] and pseudo-bidentate ligand [7]
in the hydrophobic pocket of the active site.

In an attempt to contribute new data, studies
on the coordination behaviour of these new po-
tent sulfonamides have been initiated. In a previ-
ous paper, the crystal structure of a copper
complex [Cu(B-ats)(NH3)2]2 has been reported [3]
where B-ats ligand acts as a doubly deprotoned
specie. Recently, Borja et al. reported the crystal
structure of [Zn(ats)2(NH3)]·H2O [8] where ats
ligand acts as a monodeprotoned specie. Further-
more, ternary complexes have been synthesized
and characterized with the Hats ligand and tri-
amines (as diethylenetriamine and dipropylenetri-
amine) which mimic the active site of the enzyme
[9].

As part of the studies the coordination proper-
ties of the 1,3,4-thiadiazole ring has been analyzed
which has three potential donor atoms. Thus, the
5-amino-1,3,4-thiadiazole-2-thiol ligand (Hatm)
was chosen which is an analogue of Hats without
the sulfonamido moiety. Recently, two copper
complexes were synthesized with the following
stoichiometries: [Cu(atm)2(H2O)] and [Cu(Hatm)-
(HIm)2(SO4)], where Hatm is present in its
monodeprotoned form in the first complex and as
neutral specie in the last one [10].

In this work the potentiometric and spec-
trophotometric study of acetazolamide, B-H2ats,
Hats and Hatm ligands, have been carried out in
order to determine the species present at different
pH values. The measurements were taken from
ethanol-water solution because of the synthesis
are carried out in ethanol or ethanol-water
medium due to the poor solubility of these
molecules in water. To better understand the
above experimental results we conducted a com-
puter-assisted molecular orbital study using AM1
and ab-initio RHF/6-31G* calculations on the
compounds reported here. The obtained data are
important for understanding the deprotonation
mechanism of acetazolamide and B-H2ats which is
matter of discussion in the literature [2,11,12].

As the deprotonation of these sulfonamides is
directly associated to metal complexes formation,
the analytical data obtained in this work are
useful for designing new methods of synthesis and
characterization of metal complexes. On the other
hand, the results presented here can be of interest
for researchers dealing with acid–base equilibria
of these pharmaceutically important products.

2. Experimental

2.1. Reagents

Acetazolamide was provided by Sigma, St.
Louis, MO. B-H2ats was prepared and purified by
the technique described in Ref. [3]. Hats was
prepared by acidic hydrolysis of acetazolamide
and recrystallized from methanol:water (1:1) [13].
Hatm was provided by Aldrich. Sodium nitrate
(Merck p.a.) was used to keep the ionic strenght
constant at 0.15 mol dm−3. Standard HNO3 solu-
tions were prepared from concentrated HNO3

(Merck p.a.) and standardized with THAM buffer
(Merck p.a.). 0.1 M carbonate-free NaOH solu-
tions were prepared from NaOH ampoules and
diluted in appropriated ethanol-water amounts to
obtain a final 50 vol.% ratio. The NaOH solutions
were standardized with HNO3 0.1 M. Ethanol
(Merck p.a. ACS, ISO) dried over molecular
sieves (4 A, ) and tested by CG-EM analysis
(Finnigan-MatGCQ-Plus) was used to prepare the



E.E. Chufán et al. / Talanta 49 (1999) 859–868 861

mixture 50 vol.% ethanol-water. Doubly freshly
distilled water of high purity tested by conduc-
timetry was used throughout.

2.2. Potentiometric study

2.2.1. Potentiometric measurements
The potentiometric titrations were carried out

in an automatic system controlled by an Apple II
microcomputer. The system consisted of: (1) a
Radiometer PHM 84 Research pH-meter using an
Ingold-combined electrode, (2) a Crison 2002 mi-
croburette, (3) a Crison thermostated cell, and (4)
a Julabo Paratherm U8 electronic thermostat cou-
pled with a Julabo Tauchkübler Inmersion Cooler
FT200 cryostat. All the e.m.f. measurements (with
0.1 mV resolution) were carried out in ethanol-
aqueous solution at 25.0°C and I=0.15 mol
dm−3 NaNO3. The glass electrode was calibrated
as a hydrogen concentration probe by titration of
well-known amounts of HNO3 with 0.1 M car-
bonate-free NaOH solution and determination of
the equivalent point by the Gran’s method [14,15].
The pkw value was in agreement with the litera-
ture [16].

2.2.2. Calculation of ionization constants from
potentiometric data

The computer program SUPERQUAD [17] was
used to calculate the protonation constants and to
corroborate the equilibrium model. The titration
curves for each system were treated either as a
single set or as separated entities without signifi-
cant variations in the values of the constants. In
all cases, s (S.D. of the protonation constants)
was less than 3.00 and x2 (goodness-of-fit) less
than 12.60, condition for the 95% confidence
level.

2.3. Spectrophotometric study

2.3.1. Spectrophotometric measurements
Absorption spectra of ethanol-aqueous solu-

tions were measured in the ultraviolet region with
a Shimadzu UV-160 A recording spectrophotome-
ter with a CPS-240A cell positioner using quartz
cells (light-path=10 mm); the temperature was
maintained at 2590.1°C during the measure-

ments. In order to make reliable spectrophoto-
metric determinations of the ionizations
constants, 5–10 spectra (such as those presented
in Fig. 1 for acetazolamide; those corresponding
for B-H2ats are similar) were collected at pH
values in the range 92 pH units around the pka

value to be determined, titrating the solutions
with carbonate-free NaOH. The pH measure-
ments (with 0.002 pH units resolution) were car-
ried out with a ORION EA 940 ionanalyzer
equipped with a combination pH electrode which
was calibrated with standard solutions (pH 4.00;
7.00; 10.00). The concentrations of the investi-
gated compounds solutions were chosen on the
basis of their absorptivities estimated from previ-
ous measurements.

2.3.2. Calculation of ionization constants from
spectrophotometric data

Since the Qr plot (Fig. 2), obtained from the
change in absorbance caused by dissociation of
the carbonamido and sulfonamido groups (for
acetazolamide and B-H2ats) or of the ammonium
and sulfonamido groups (for Hats), showed two
straight lines, the ionization constants could be
calculated by complementary tri-stimulus col-
orimetry (CTS) [18]. Then, the mole fractions
(qNH) of the species present at different pH values
were calculated for the regions a–b and b–c from
this plot. The MNH value defined by Edsall et al.
[19] is given in Eq. (1):

MNH=
[H+]·qNH

(1−qNH)
(1)

which can be rewritten as [20]:

ka1
·[H+]2−ka1

·ka2
·MNH−MNH·[H+]2=0 (2)

The dissociation constants ka1
and ka2

of aceta-
zolamide, B-H2ats and Hats were calculated from
Eq. (2) for two different proton concentrations.
For Hatm, as no change in the absorption spectra
is observed on ionization of the protoned amino
group, the first dissociation constant could not be
obtained by spectrophotometry. The second dis-
sociation constant was determined by CTS
method from the straight line of its Qr plot.
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Fig. 1. Absorption spectra of acetazolamide at different pH values.

Fig. 2. Qu–Qw plot for acetazolamide: (a) fully protonated form; (b) singly deprotonated form; (c) doubly deprotonated form.
Point, pH value: 1, 3.10; 2, 4.00; 3, 6.28; 4, 7.37; 5, 7.40; 6, 7.44; 7, 7.55; 8, 7.70; 9, 7.86; 10, 8.02; 11, 8.21; 12, 8.72; 13, 8.94; 14,
9.13; 15, 9.27; 16, 9.42; 17, 9.64; 18, 9.71; 19, 10.19; 20, 10.35; 21, 10.49; 22, 11.06; 23, 11.54; 24, 12.30; 25, 12.84.
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Table 1
pka values of acetazolamide, 5-tertbutyloxycarbonylamido-
1,3,4-thiadiazole-2-sulfonamide (B-H2ats), 5-amino-1,3,4-thia-
diazole-2-sulfonamide (Hats) and 5-amino-1,3,4-thiadiazole-2-
thiol (Hatm) determinated in 50 vol.% ethanol-water solution

Ligand Potientiometry Spectrophotometry

pka2
pka1

pka1
pka2

7.78 (1)9.41 (1)a 9.57 (2)7.52 (1)aAcetazo-
lamide

9.27 (1) 7.71 (2)B-H2ats 9.61 (2)7.33 (3)
8.49 (1) 2.19 (3)Hats 2.51 (3) 8.61 (2)

–6.81 (1) 6.90 (2)1.92 (1)Hatm

a ref. [11]. Values in parenthesis are S.D. in the last signifi-
cant figure.

pka2
value of this compound has been previously

reported by Young et al. [26], determined by the
‘Spectrotitrimeter’ method in aqueous solution
and the value obtained was 7.68. The determina-
tion carried out in the mixed ethanol-water sol-
vent shows that Hats is less acidic in this medium,
as it is usually observed [11,27]. The IR spectrum
of crystals obtained from strongly acidic solutions
in comparison with the corresponding to Hats
crystallized at neutral pH shows an additional
strong band at 1400 cm−1 assigned to the
dammonium mode [28]; this fact confirms the proto-
nation at the amino group.

The great separation between the two pka val-
ues of Hats indicates the preference of the neutral
form over the zwitterion one (see Scheme 1). The
tautomeric constant of a related molecule, 4-
amino-bencenosulfonamide, Kt=104.07, is a clear
reference of it [29]. Theoretical calculations are an
additional support for these data. Both semiem-
pirical AM1 and ab-initio RHF/6-31G* calcula-
tions indicate that the neutral form of Hats is the
highly preferred form for the acid–base dissocia-
tion in this protonated molecule (see Table 2).

The acid–base behaviour of Hatm is similar to
that just described for Hats, being the thiol group
more acidic than the sulfonamido one (see Table
1). On the other hand, Hatm is more acidic than
aliphatic mercaptanes due to the delocalization of
the negative charge by the thiadiazole ring on
anion formation [30].

The pka2
value determined for Hatm explains

the presence of the ligand in different forms in
[Cu(atm)2(H2O)] and [Cu(Hatm)(HIm)2(SO4)]. In
the synthesis of the last complex, imidazole (HIm)
(a very weak base) was used and then a portion of
ligand is present in the reaction medium as a
neutral form (Hatm) whereas for the first com-
plex, a stronger base (ammonia) was used being
the ligand completely deprotonated (atm1−).

Acetazolamide and B-H2ats have two titrable
protons which can be attributed to the car-
bonamido and the sulfonamido groups. The prox-
imity between the pka1

and pka2
values suggests

both deprotonations occur simultaneously, estab-
lishing the equilibria showed in Scheme 2. How-
ever, three spectral patterns (a, b, c) with maxima
at 265, 301 and 292 nm for acetazolamide and at

2.4. Molecular orbital calculations

Quantum chemical calculations were carried
out by the Gaussian 94 suite of programs [21].
Geometry optimizations were carried out for all
the compounds treated here at the semiempirical
AM1, SM2 and ab-initio RHF/6-31G* levels of
theory. Semiempirical calculations were per-
formed from SPARTAN program [22]. The use of
these methods was previously reported with excel-
lent results [23–25]. All the structural parameters
of the investigated compounds were fully opti-
mized in order to obtain reliable molecular
structures.

3. Results and discussion

The ionization constants for the compounds
under study, determined by potentiometry and
spectrophotometry, are summarized in Table 1.
The values obtained by both techniques are in
good agreement. However, the pka values for a
particular compound determined by spectropho-
tometry are systematically higher than those ob-
tained by potentiometry, probably due to the
different electrode calibration procedures recom-
mended for each one of these methods [17,20].

For Hats, pka1
refers to dissociation of the

proton from the ammonium group, −NH3
+, and

pka2
to the proton from the sulfonamido one. The
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265, 302 and 293 nm for B-H2ats, respectively, are
observed in the UV spectra of acetazolamide and
B-H2ats at different pH values. All the curves
between the spectral patterns a and b intersect a

point, named isobestic point, indicating that only
one ionization equilibrium occurs in the pH range
from acidic medium to pH 8.7–8.8, for both
sulfonamides [31]. This observation evidences the

Scheme 1. Scheme of ionization equilibrium of 5-amino-1,3,4-thiadiazole-2-sulfonamide (Hats).

Table 2
Energy gap between the stationary points (B and C) using semiempirical AM1, solvatation and ab-initio calculations

SemiempiricalAb-initio

SM2 (C-T)AM16-31G*

Energy gapb Heat of Formationb Energy gapbEnergya Energy gapb Heat of Formationb

Acetazolamide
0.000.00−1391.72467 −103.19 0.00 −194.02Form B

−187.36−1391.70458 6.6612.61 −76.28 26.91Form C

B-H2ats
0.00 −245.04 0.00−1583.70255Form B 0.00 −154.61

6.61−125.69 −238.43−1583.68529 10.83Form C 28.91

Hats
0.00 −80.35 0.000.00Form B −15.62−1240.47552

70.57 −56.75 23.59−1240.34083Form C 84.52 54.95

Hatm
0.00 20.30 0.00−1035.80018Form B 0.00 59.92

13.29Form C 48.60−1035.72273 34.29 33.5994.22

a Values in Hartrees.
b Values in kcal mol−1.
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Scheme 2. Scheme of ionization equilibrium of acetazolamide (R=methyl) and 5-tertbutyloxycarbonylamido-1,3,4-thiadiazole-2-sul-
fonamide (B-H2ats) (R= tert-butyloxy).

preferred formation of one specie over its
tautomer.

A question that readily comes out is which is
the group undergoing deprotonation first. The
acidity constants of acetazolamide have been de-
termined by different methods several times
[11,32–35] but there is no agreement about which
proton is more acidic. If a comparison is made
between acetazolamide and related molecules
which just present a protonable group (sulfon-
amido), it should be assumed that the first depro-
tonation of acetazolamide and B-H2ats takes
place on the sulfonamide moiety [2,11]. However,
the presence of the 1,3,4-thiadiazole ring linked to
the carbonamido group markedly enhances its
acidity via p delocalization.

In an attempt to provide information about the
stereoelectronic aspects that may aid in the under-
standing of the reaction mechanism of B-H2ats
and acetazolamide, the change of potentional en-
ergy with the variation of carbonamido hydrogen
bond distance (rCN−H

) and sulfonamido hydrogen
bond distance (rSN−H

) has been then compared
(Fig. 3). The potential energy surface indicates

two possible reaction paths for the deprotonation
process from A (neutral form) to D (dianionic
form). These theoretical results are in complete
agreement with the working hypothesis of Scheme
2. In order to evaluate in detail both reaction
paths I and II, a one-dimensional (1D) plot which
is shown in Fig. 4 has been performed. The 1D
crossection is neither along rCN−H

nor along rSN−

H, but along a combination of these two internal
coordinates. Such combinations of internal coor-
dinates are called reaction coordinates if the en-
ergy along such lines represent the shallowest
ascent. Two distinct reaction paths are seen on
Scheme 2, one corresponding to I and the other to
the II route. The energy values and the energy gap
between the stationary points (B and C) are listed
in Table 2. AM1 calculations predict an energy
gap between B and C of about 27 kcal mol−1 for
acetazolamide whereas ab-initio RHF/6-31G*
computations indicate that this difference is about
13 kcal mol−1. It should be noted that both AM1
and ab-initio calculations were performed for an
isolated molecule in vacuo and some change in
these results due to solvent effect was expected. In
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Fig. 3. Three dimensional potential energy surface of deprotonation obtained from AM1 calculations. The probable reaction paths
are also indicated.

view of these observations, the next stage in our
analysis was to compare these results with AM1
calculations including the effects of solvatation.
These calculations were performed using the SM2
method development by Cramer and Trhular [22]
and are shown in Table 2. The energy gap pre-
dicted by SM2 calculations was lower in compari-
son with those obtained by calculations in
gas-phase at both level of theory. Elsewhere the
energy gap obtained between B and C was large
enough to suggest that the tautomeric equilibrium
between the above forms is somewhat restricted.
Thus, theoretical calculations indicate that the
reaction path I is thermodynamically preferred.

On the other hand, it is worth mentioning that
the hypsochromic shift observed in the UV spec-

tra maxima for the proposed dissociation of the
sulfonamido moiety (301–292 nm for acetazo-
lamide and 302–293 nm for B-H2ats) is in agree-
ment with the shift observed for the same
dissociation in Hats (281–270 nm).

On the basis of the experimental and theoreti-
cal results it was concluded that the acid–base
dissociation of acetazolamide and B-H2ats follows
one preferred reaction path in which the first
deprotonation takes place at the carbonamido
group.

It was possible to prepare and characterize by
single crystal X-ray diffraction (XRD) some ac-
etazolamide complexes where the ligand acts
monodeprotoned at the carbonamido group in
according with the conclusions [36,37].
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Fig. 4. Potential energy profiles along the reaction coordinates
(variation of carbonamido hydrogen bond distance, rCN−H

,
and sulfonamido hydrogen bond distance, rSN−H

).
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Abstract

In this paper an earlier work on the use of poly(acrylamidoxime) cloth for use as a passive monitor for trace metals
in water by characterizing the sorption of several metals onto the cloth using a continuous flow chamber is extended.
The monitors consists of amidoxime chelating groups covalently bound to the surface of a textile encased in a
common 35 mm slide holder. Placement of this device in the water to be sampled resulted in the uptake of heavy
metals by the chelating groups. After removal of the monitor from water, the metals were analyzed using wavelength
dispersive X-ray fluorescence spectroscopy (WDXRF) as well as by acid extraction followed by inductively coupled
plasma-optical emission spectroscopy (ICP-OES). Correlation between the two methods of analysis varied with
maximum correlation of 0.99897 observed for Pb and a minimum correlation of 0.16512 for Mg. The order of the
distribution coefficients for the seven metals tested was: Pb]Cu\Zn\Cd\Mn\Fe\Mg, in agreement with the
order of the stability constants for the amidoxime/hydroxamic acid group for the chelation of the same metals at a
pH of 5, with the exception of Fe. Field testing of the monitors was also carried out and a comparison made between
active sampling of river water and sampling with the monitors. Results indicated that semiquantitative analysis of
trace metals in water may be performed using the passive monitors. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: WDXRF; Trace metals; ICP-OES

1. Introduction

The monitoring of trace metals in the environ-
ment has been a subject of great concern over the

last decade and will continue to be so as there is
an ever increasing amount of metals that are to be
found in the environment. The sources of heavy
metals in the environment, and more specifically
in water systems, has been attributed primarily to
man made sources, such as waste discharge and
stack emissions from industrial sources and coal
power production. The amounts released are stag-
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gering, with values in the millions of tonnes per
year for a single metal [1]. This results in the
subsequent contamination of fresh water re-
sources and an ever increasing accumulation of
these toxins in the human food chain [2]. Re-
search over the last 20 years indicates that con-
sumption of heavy metals, for example Pb, may
be detrimental to a person’s health at levels lower
than those which were once thought to be safe
[2,3]. Thus, there exists the need for the continu-
ous monitoring of both fresh water supplies and
essentially all water sources, including the oceans,
in order to better understand the sources, trans-
port and amounts of these toxic heavy metals
[4–6].

The most common method of water analysis
today involves the collection of an aqueous grab
sample from the location of interest followed by
direct instrumental analysis at a dedicated central
laboratory [7–9]. A number of extra steps may be
taken with regards to the initial sample, before the
actual analysis is carried out, dependent on the
information which is wanted. These include bulk
filtration to remove humic material and other
particulate matter which may interfere with analy-
sis [10], addition of a preservative to ensure that
there is no sample loss on the container walls
during storage [11,12], and sample preconcentra-
tion which is carried out in order to improve the
detection limits and analytical working range of
the analysis [13,14]. The net result of this is a
sampling protocol for a single sample which is not
only time consuming and costly, but which must
be carried out by a skilled technician both at the
location of sampling as well as in the laboratory.
For multiple samples from a single location the
time involved in sampling and the initial prepara-
tion steps can run into several hours or even days.
The cost of this on a per sample basis can be
excessive. This type of approach is hardly applica-
ble if profile monitoring, pollutant source identifi-
cation or transport modelling are to be done, in
which a large number of samples must be gath-
ered over an extended period of time.

A solution to this is the method of passive
sampling which involves the measurement of the
concentration of an analyte as a weighted func-
tion of the time of analysis. In this way, the

concentration of the analyte is integrated over the
time of sampling. The principal advantage of this
over the more traditional method of grab sam-
pling is that only one device is necessary at a
sampling location for the entire time of sampling.
In the case of a grab sample, the number of
samples collected over the same period of time
may be large in order to gain the same time
averaged information.

Passive monitors for trace metals in water are
not common with work predominantly directed
towards in vitro experiments with very little actual
field studies being done. There are several differ-
ent approaches to in situ aqueous sample collec-
tion or measurement of trace heavy metals as a
function of the time of analysis. These range
considerably and include the following: collection
of an aqueous grab sample at preset time intervals
via mechanical devices in what can be considered
a semi continuous mode [15–17], in situ collection
and speciation via dialysis, again in a semi contin-
uous mode [18–20], in situ measurement via elec-
trochemical means as is the case with ion selective
electrodes [21], and sample sorption/preconcentra-
tion on a suitable sorbent [22–28].

Recently, the use of a woven cloth containing
the amidoxime chelating group was introduced
for use as a means to extract trace metals from
water [29,30]. The amidoxime chelating group was
specifically chosen for a number of reasons. Fore-
most was its ability to chelate a large number of
different heavy metals without taking up alkali
and alkaline earth metals [31]. Another factor was
the great amount of work that has been done in
the past with regards to using the amidoxime
group for the preconcentration and analysis of
trace metals in water [32–38]. Additionally, work
performed by Lin on the use of poly(acrylonitrile)
fibres containing the amidoxime group for the
extraction of Au from water [39,40], and by oth-
ers for the preconcentration of U from seawater
[41–48] demonstrated the ease of preparing poly(-
acrylamidoxime) chelating fibres from the poly(-
acrylonitrile) (Orlon) precursor.

The passive monitor consists of amidoxime
chelating groups covalently bound to a poly(acry-
lonitrile) textile encased it in a common commer-
cial 35 mm slide holder made of plastic. The idea
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for this approach came from previous work in this
laboratory with regards to passive monitors for
organic compounds in air and water [49,50].
Placement of this device in the water to be sam-
pled results in the uptake of heavy metals by the
chelating groups. After removal of the monitor
from water, the metals may then be analyzed.
Previously, several physical properties of the
poly(acrylamidoxime) cloth were characterized
and measured several parameters which affect the
sorption of metals onto the cloth. Analysis was
performed using energy dispersive X-ray fluores-
cence spectroscopy (EDXRF) and wavelength dis-
persive X-ray fluorescence spectroscopy
(WDXRF). In this paper an earlier work is ex-
tended by characterizing the sorption of several
metals on the cloth monitors using a continuous
flow chamber (in-vitro experiments). Field testing
of the monitors was also carried out and a com-
parison made between active sampling of river
water and sampling with the monitors. Analysis
was performed by WDXRF via the thin sample
technique directly on the monitors. Quantitative
analysis was performed by removing the metals
from the cloth by acid extraction followed by
inductively coupled plasma-optical emission spec-
troscopy (ICP-OES). WDXRF spectroscopy was
chosen as it provides for relatively sensitive,
simultaneous multi-elemental analysis, while
avoiding costly and time consuming acid extrac-
tion. ICP-OES was used as a comparative method
and to quantify the WDXRF results.

2. Experimental

2.1. Reagents

Reagents used in the conversion of the nitrile
groups on poly(acrylonitrile) cloth to amidoxime
chelating groups, NH2OH*HCl, NH4OH, NaOH,
and ethanol (95%) were reagent grade (Fisher)
while methanol (100%) used was electronic grade
(Fisher). Metals used in the in vitro tests and in
standard solutions were prepared from the nitrate
salts and were reagent grade (Fisher). Solutions
used in ICP-OES analysis were prepared in envi-
ronmental grade HNO3 (Anachemia). Water used

for the in vitro tests in the flow chambers was
derived from reverse osmosis feedstock (ro). Wa-
ter used in the standards for ICP-OES, and in the
conversion process, was further purified by pas-
sage through a four stage Barnsted Nano-Pure II
purification system (nanopure). The film used in
the preparation of samples for WDXRF spec-
troscopy was 6.3 mm X-ray polypropylene film
supplied by Chemplex Industries, NY, USA. The
poly(acrylonitrile) cloth used in the monitors was
obtained from Test Fabrics and used as received
[51].

2.2. Apparatus

For the in vitro experiments, a constant flow
chamber was set up in which the monitors could
be placed. This consisted of a 200 l polyethylene
barrel connected to a glass flow chamber (height
�30 cm, diameter �10.6 cm) via glass and sili-
con rubber tubing. A small immersible mechanical
pump provided solution flow through the flow
chamber. A diagram of the flow chamber and a
sample holder has been previously described [29].

2.3. WDXRF spectroscopy

WDXRF spectroscopy was performed on an
American Research Laboratories spectrometer.
Analysis of the monitors was carried out on the
cloth samples after removal from their plastic
frames. The cloth pieces were placed on a card-
board backing followed by encasement in 6.3 mm
polypropylene film. This small packaged sample
was then placed in the supplied sample holders.
Spectral acquisition was carried out by recording
spectra for three 30 s intervals for each element
examined with the exception of Zn, for which the
acquisition time was only two seconds. Represen-
tative blanks were recorded for all analysis.

2.4. ICP-OES

Analysis of metals taken up by the cloth sam-
ples by ICP-OES was performed using a Varian
Liberty 200 ICP-OES. Standards were prepared in
1% HNO3 by serial dilution of stock 1000 mg l−1

solutions of the respective metal salts. Metals
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Scheme 1. Reaction of a poly(acrylonitrile) monomer unit with hydroxylamine to produce poly(acrylamidoxime).

taken up by the cloth were analyzed after extrac-
tion with 1% HNO3. A total of three extractions
per sample were performed, the extracts com-
bined, and made up to 25 ml. The degree of
extraction was calculated previously to be better
than 95% [29].

2.5. Preparation of the passi6e monitors

The preparation of the passive monitors began
with the conversion of the nitrile groups on the
surface of the poly(acrylonitrile) cloth to ami-
doxime chelating groups via the reaction in
methanolic hydroxylamine as described by Lin
[52]. The reaction is depicted in Scheme 1.

Conversion was carried out via a batch process
by exposing pieces of cloth to a methanolic solu-
tion of hydroxylamine. After conversion the cloth
was washed with water (ro) and allowed to dry in
air before use. A complete description of the
preparation process is given elsewhere [30]. The
properties of the cloth used in the monitors are
summarized in Table 1. Small pieces of the ami-
doxime containing cloth were cut into 2×2 cm
squares for use in the in vitro experiments. As
well, 3.5×4 cm pieces were cut and placed into
standard 35 mm slide holders to produce the
passive monitors.

3. Results and discussion

3.1. In 6itro experiments

Characterization of the sorption of different
metals onto the cloth from solution was per-
formed using the flow chamber. A total of seven
metals where used: Pb(II), Cu(II), Mn(II), Mg(II),
Cd(II), Zn(II), and Fe(III). The flow rate was
fixed at �4.7 l min−1, with a linear velocity of

�52 cm min−1. The initial concentrations of
metals in solution were fixed at 0.300 mmol l−1 in
�150 l. The cloth samples (2×2 cm) were placed
in the flow chamber for times ranging from 17 h
to 60 days. After exposure, they were removed
from the chamber and dried in air prior to analy-
sis by WDXRF and ICP-OES.

3.2. Comparison of methods

In general the sample preparation for the
WDXRF analysis was less time consuming and
easier to perform than the ICP-OES work. As the
WDXRF method was nondestructive the samples
could be re-analyzed with ease. Because of the
design of the monitor, the cloth samples could
literally be stored indefinitely prior to analysis.
The one limitation to this method is that quanti-
tation is not readily performed. Either thin sample
standards may be prepared or, as in this case,
select samples can be quantified via a second
method such as ICP-OES and the results corre-
lated to the first.

In comparison with ICP-OES great care was
taken to ensure that sample contamination did
not occur during the acid extraction and subse-

Table 1
Properties of poly(acrylamidoxime) cloth used in the passive
monitors

Property

4592%Degree of conversion
Flexible and softTexture

Mass 0.043 g cm−2

Area of cloth in monitor 8.05 cm2 (one side)
Mass of cloth exposed 0.346 g
Amount of amidoxime group 206 mmol cm−2

Capacity for Pb, 7 days 2.17 mmol g−1

Capacity for Cu, 7 days 1.12 mmol g−1
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Table 2
Sorption of metals onto poly(acrylamidoxime) clotha

Sampling rateb Kd
dMetal Formation constantscCorrelation

K1 K2mmol g−1 day−1 ml g−1 day−1

6.735 000 10.7Pb 9400.99897 0.35
34 000 7.9Cu 0.98953 0.29 –710

4000 4.5Cd 0.76375 0.065 240 7.8
11.42350 21.10Fe 500.43513 0.0070
4.0 6.9Mn 0.99153 0.033 140 880

9.65.45400Zn 4300.9850 0.10
–2.4eMg 0.16512 0.0089 80 140

a Correlation between wavelength dispersive X-ray fluorescence spectroscopy (WDXRF) and inductively coupled plasma-optical
emission spectroscopy (ICP-OES) measurements, rates of metal uptake and distribution coefficients (Kd) for the sorption of metals
from dilute solution. Initial metal concentration in solution=0.300 mmol l−1.

b Average rate over 60 days of exposure per g cloth.
c Formation constants acetohydroxamic acid [54] (log Keq) derived from the following equation:

M+nL = MLn K1=
[ML]

[M][L]
K2=

[ML2]

[M][L]2

d Kd measured at 60 days of exposure. Kd=
(m mol metal) (g cloth)−1

(m mol metal) (ml solution)−1

e The value for Ca was used as the value for Mg was not available [55].

quent analysis. The actual time required to wash
all laboratory glassware and perform the extrac-
tions was long while at the same time demanding
constant attention. Once the metals were ex-
tracted from the cloth they were immediately ana-
lyzed by ICP-OES in order to eliminate possible
loss during storage. However, quantitation was
straight forward and estimated to be linear over
four orders of magnitude with linear calibration
coefficients better than 0.99995.

The correlation between the WDXRF and the
ICP-OES results are given in Table 2. It is noted
that the WDXRF and the ICP-OES results did
not correlate as well as expected for all the metals
analyzed. For Pb, Mn, Cu and Zn the correlation
between the two methods was better than 95%
which indicates excellent agreement with the two
methods. The remaining metals analyzed did not
correlate as well. The poor degree of correlation
for Fe (0.43513) and Mg (0.16512) was suspected
to be due to the low amount of each metal present
on the cloth, in the low ppm range according the
ICP-OES analysis. The metals which did correlate
well were found in relatively high concentrations

on the cloth. Overall the best correlation between
the two methods was for Pb with a correlation of
0.99897 between the two methods.

3.3. Kinetics of metal uptake

The results showing the amount of metal taken
up by the cloth with respect to the time of expo-
sure to the solution within the flow chamber are
given in Fig. 1. It was observed that the results
varied considerably for each of the metals tested
in the in vitro experiment. The general shapes of
the curves in Fig. 1 (Pb, Cu, Cd, Zn and Mn)
indicate that the rate of uptake of the metals was
initially quite rapid, after which, the rate was
observed to decrease slightly. The profile observed
was similar to the general shape of results re-
ported by others with respect to the rates of metal
uptake by chelating polymers such as resins [41–
44] and fibres [47,48]. Pb, Cu, Zn and Cd, all
showed an increase in the amount taken up over
the entire time of exposure. Initially, the amount
of Mn taken up increased with the time of expo-
sure after which the amount levelled off. Fe was
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taken up by the cloth only marginally over the
duration of exposure.

The rate of metal uptake was calculated using an
average rate for the duration of exposure. The
values are given in Table 2, values slightly lower
than those observed for the sorption of UO2(VI) of
200 mg g−1 day−1 (0.84 mmol g−1 day−1) from
seawater onto amidoxime containing fibres [53]. A
material balance on the amount of metals in
solution indicated that the concentration of the
metals in the barrel decreased by less than 10% over
the duration of the experiment and thus for the sake
of simplicity was considered constant. The smaller
rates observed may be because a smaller net surface
area of fibre was exposed on the cloth as some of
the fibre surface is covered with other fibres due to
the woven nature of the cloth. In addition, the cloth
had only approximately 45% of the nitrile groups
converted to the amidoxime group.

The amounts of metal sorbed are also repre-
sented in the form of the equilibrium distribution
coefficient Kd [37,54]. The Kd values for each of
the metals tested are presented in Table 2.

Kd=
(mmol metal) (g cloth)

(mmol metal) (ml solution)

This provides a measure of the degree of sample
preconcentration from solution and at the same
time normalizes the results with respect to each
other. The order observed: Pb\Cu\Zn\Cd\
Mn\Fe\Mg is in agreement with the order of
the stability constants for the amidoxime/hydrox-
amic acid group for the chelation of the same
metals at a pH of 5, with the exception of Fe
[55–58]. This indicates that chelation is selective
for metals which form stable complexes with the
amidoxime group under these conditions. Thus in

Fig. 1. Kinetics of metal sorption onto poly(acrylamidoxime) chelating cloth. Initial concentrations of each metal in the flow
chamber were 0.300 mmol l−1.
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order to monitor other metals, which are not
preferred by the amidoxime group, one would
have to select a different chelating group. The
discrepancy for Fe is not known. It is suspected
that Fe may form such a strong complex with
the amidoxime group that it may not penetrate
into the cloth fibres to any extent and thus after
a surface equilibrium is established there would
be no net further uptake of Fe. This correlates
with our earlier results with respect to the
amount of Cu sorbed on cloth with low degrees
of conversion to amidoxime chelating groups
[30]. The absolute values of Kd for Cu and Pb
represent a degree of sample pre-concentration
per gram of cloth of �35 000. This indicates
that the level of metal which can be detected
with this method can be extremely small. An
estimate of the concentration that may be de-
tected for Pb and Cu per g of cloth isB0.010
ppb in water, values that rival ICP-MS.

Given a fixed sampling rate of metals by the
cloth, presumably diffusion limited [29], the
amount of metal taken up by the cloth will be
representative of its concentration in solution,
the time of exposure and the calculated rate of
uptake from solution under similar conditions,
or at equilibrium, its Kd value. In this case,
equilibrium has yet to be established for the
metals tested. Thus, the amount of metal taken
up by the cloth may be related to the original
concentration of metal in solution by the follow-
ing equation:

Am=Cm×Rm× t

Am is the amount of metal taken up on the
cloth, mmol (g cloth)−1; Cm is the original con-
centration of metal in solution, mmol ml−1; Rm

is the rate of uptake of the metal, ml (g
cloth)−1 day−1; t is the time of exposure to
solution, day.

3.4. Field tests

In order to demonstrate the use of these mon-
itors for the quantitative analysis of trace metals
in water a series of field tests were conducted
with the assistance of personnel from Manitoba

Table 3
Concentrations of metals found in the Red River floodway for
the month of June, 1995a

Metal Concentration (mg l−1) mmol ml−1

Pb 0.0020 9.6×10−6

Cu B0.01 150×10−6

8.9×10−6Cd B0.001
2.41 43×10−3Fe

5.0×10−30.29Mn
0.02Zn 0.3×10−3

1400×10−3Mg 35.5

a Sampling conditions: 500 ml grab sample, filtered 0.45 mm,
2.5% in HNO3 as preservative. Turbidity=120 NTU, conduc-
tance=735 W−1.

Environment. Monitors were deployed in the
Red River Floodway at Selkirk, Manitoba, near
sampling locations used by Manitoba Environ-
ment to collect monthly water samples, as part
of the routine analysis of the water near Win-
nipeg, Manitoba. A total of three monitors were
exposed to water in the river and subsequently
analyzed. The monitors were deployed �0.5 km
upstream of the site of grab sampling, for a
period of 7 days. The concentration of metals in
the Red River at the time of sampling are given
in Table 3. Water conditions at the time of sam-
pling were as follows: fast flow �0.5–1 m s−1,
with a high degree of turbidity. After exposure
the monitors were placed in polyethylene bags
for �2 h while they were transported to the
laboratory. The results in Table 4 show the
amount of metal taken up per g cloth for the
three monitors. After exposure Mg, Mn, Fe and
Zn were found in the largest amounts on the
cloth. This was not unexpected as these metals
were found in relatively large concentrations in
the water tested. The other metals analyzed for
were present on the cloth in slightly lower
amounts.

An attempt was made to quantify and provide
a degree of correlation with respect to the
amounts of metals observed on the monitors and
the amounts of metals analyzed from the grab
samples. The initial concentration of metals in the
river based on the passive monitor results were
calculated using the rates of uptake measured in
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the in vitro experiments. The results in Fig. 2
show the comparison between the results of the
grab sample and the values derived from the
passive monitors. The calculated values for Pb
and Mn were in agreement with the grab sample
results. The results for the remainder of the
metals were all approximately one order of mag-
nitude less in concentration in comparison with
the measured values. The degree of correlation
between the two sets of results are given in
Table 4. The correlation between the measure-
ments indicated good agreement between the
measured amounts and the calculated amounts.

Several factors may contribute to the differ-
ences between the measured and calculated re-
sults. The velocity of the river water, the
presence of other metals in the river as well as
the amount of humic material all may con-
tribute to the amount of metals sorbed. The
comparison also is influenced by the limitation
in the measurement of Cu and Cd in the Red
River at the time of sampling as they were not
measured quantitatively and are presented as be-
ing less than a minimum value. In spite of this,
the results did correlate well and although the
calculated values were not exact, they were sys-
tematically lower than the measured values. This
is similar to field measurements of Zhang and
Davidson’s passive sampler [28]. They observed
calculated values for Zn to be lower than values

obtained from grab samples and attributed the
results to a difference between labile metals in
solution and those bound by organic matter.
The reproducibility in the field measurements
was of the order of 14–89% for the three sam-
plers. The precision in replicate measurements
was less than results obtained in-situ [29,30].
Possible explanations for this are that the metals
in the river water were all present in relatively
low concentrations and that the samplers were
influenced by turbulent flow and the presence of
humic material. A longer exposure time, and
more careful placement of the monitors may im-
prove the reproducibility in these measurements.

These results demonstrate that qualitative
analysis and semi-quantitative analysis (within
an order of magnitude) is possible with these
monitors and that quantitative analysis is feasi-
ble. In order to more accurately quantify the
results all that is necessary is to know the con-
centration of a single metal on the cloth and to
measure the remaining metals relative to the
first. In addition, if used for a monitoring pro-
cess, it would not be necessary to measure an
absolute concentration of metals in the water to
be tested. Instead, it is only necessary to mea-
sure a difference between subsequent sets of
monitors over the duration of sampling and cor-
relate one set with an active grab sample for
quantitative analysis.

Table 4
Results for the monitors deployed in the Red River at Selkirk, Manitobaa

Amount of metal: mmol (g cloth)−1 Mean9S.D.Metal

cG8 cG2 cG5

89×10−311×10−3Pb 48939×10−346×10−3

Cu 1398.8×10−315×10−33.7×10−321×10−3

0.79×10−3 0.75×10−3Cd 0.93×10−3 0.8290.095×10−3

170×10−3 770×10−3Fe 670×10−3 5409320×10−3

630×10−3 2800×10−3Mn 1800×10−3 170091100×10−3

65×10−362×10−3 69910×10−381×10−3Zn
37.4 34.1 3099.918.8Mg

0.99964 0.99927 0.99955900024Correlation 0.99973

a Amount of metal sorbed for three monitors for 7 days exposure and their correlation with the measured concentration in the
Red River obtained from the grab sample.
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Fig. 2. Field testing of three monitors deployed in the Red River at Selkirk, Manitoba. Comparison between the concentration
measured from a grab sample and amounts calculated using the passive monitors.

4. Conclusions

A number of conclusions can be made with
respect to the preparation and use of poly(acry-
lamidoxime) cloth as a passive monitor for trace
metals in water. The in vitro experiments demon-
strated the feasibility of the passive in situ sorp-
tion of trace metals by the cloth followed by
either WDXRF or ICP-OES analysis. Sensitivity
in the mg l−1 and sub mg l−1 range was observed.
Non-destructive analysis by WDXRF greatly sim-
plified the measurement of sub mg l−1 levels of
metals and avoided time consuming and costly
acid extraction. The physical nature of the moni-
tor suggests an indefinite storage time both before
and after deployment. The actual size of the mon-
itors proved to be ideal for WDXRF analysis as
well as for acid extraction followed by ICP-OES
analysis. The choice of amidoxime as a ligand was
acceptable and proved to be selective to several

metals of interest. The kinetics of metal sorption
and distribution coefficients were similar to those
of resins and fibres from previous work. The in
vitro experiments demonstrated the sensitivity of
this method with Kd values in the 105 range for
Cu and Pb.

The field test demonstrated the feasibility of
using the monitors for the semi-quantitative anal-
ysis of trace metals in water. Concentrations of
metals in the environment were observed on the
monitors at levels lower than those typically mea-
sured thus indicating the sensitivity of the method
and the ability of the cloth to concentrate the
trace metals into the working range of WDXRF
and ICP-OES.

There are several significant benefits to the de-
velopment of a passive monitor for trace metals in
water. A passive monitor will allow the reduction
in the cost per sample analyzed for many types of
environmental monitoring and sampling, and al-
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low for the direct application for the analysis of
many aspects of environmental pollutants. The
low cost would allow for an increase in the
amount of monitoring that could be done at any
given location. For example, fresh water supplies
could be monitored continuously for trace metals
thus ensuring their quality. Continuous monitor-
ing of predetermined sites would allow for pollu-
tant source identification over long term exposure
and allow for the enforcement of pollution con-
trol guidelines. This could be applied in the cases
of acid mine tailings, waste effluent and discharge
from industry, as well as other sources. Other
beneficial applications include the study of trans-
port phenomena of metals in water. Metal con-
centration profiles in a lake or river could be
studied over both short and long time frames by
using a large number of monitors at a relatively
low cost. As well, the study of water pollution
could be carried out to the same degree with the
aim to reduce human exposure to these pollu-
tants.
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Alfonso Guiraúm
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Abstract

Spectrofluorimetric methods to determine cisatracurium and mivacurium are proposed and applied to the
determination of both substances in human serum and to the determination of mivacurium in pharmaceuticals. The
fluorimetric methods allow the determination of 5–500 ng ml−1 of mivacurium in aqueous solutions and 5–500 ng
ml−1 of cisatracurium in water–acetonitrile solutions, both containing acetic acid–sodium acetate buffer (pH 5.5)
with lexc=230 nm and lem=324 nm. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Cisatracurium determination; Fluorescence; Mivacurium determination; Serum

1. Introduction

Cisatracurium besylate {(1R,1%R,2R,2%R)-2,2-
[1,5-pentanediylbis-[oxy(3-oxo-3,1-propanediyl)]]-
bis[1 - [(3,4 - dimethoxyphenyl) - methyl] - 1,2,3,4 -
tetrahydro - 6,7 - dimethoxy - 2 - methylisoquinolin-
ium] dibenzene sulfonate} (Fig. 1) and mivac-
urium {(E)-(1R,1%R)-,2%-[4-octenedioyl-bis(oxytri-
methyllene)]bis[1,2,3,4-tetrahydro-6,7-dimethoxy-
2 - methyl - 1 - (3,4,5 - trimethoxybenzyl) - isoquino-
lium] dichloride} (Fig. 2) are non-depolarizing

neuromuscular blocking agents. Mivacurium con-
sists of a mixture of three stereoisomers. Cisa-
tracurium is one of ten stereoisomers (R-cis,
R %-cis) that comprise atracurium which represents
approximately 15% of the atracurium mixture and
is approximately 3-fold more potent than the
mixture that constitutes the parent drug [1].

Several reports describe high-performance liq-
uid chromatography (HPLC) methods for the
analysis of plasma concentrations of cisa-
tracurium alone using either ultraviolet [2] or
mass spectrometry detection [3]; ion chromatogra-
phy with fluorescence detection [4] also has been
used. For mivacurium, HPLC methods with ultra-
violet [5] and fluorescence detection [6–9] have
been described.

* Corresponding author. Tel.: +34-954557172; fax: +34-
954557168.
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This work constitutes the first stage of a re-
search schedule focused on the proposal of new
analytical procedures for the determination of
cisatracurium and mivacurium as alternatives to
the HPLC methods. This paper describes the
spectrofluorimetric determination of cisa-
tracurium and mivacurium in serum and also has
been applied to the determination in pharmaceuti-
cals.

2. Experimental

2.1. Reagents

Cisatracurium besylate and mivacurim were
kindly provided by Glaxo-Wellcome (Greenford,
Middlesex, UK). Acetic acid, sodium acetate, pi-
cric acid, acetonitrile, sulfuric acid and iso-
propanol were of analytical-reagent grade and
purchased from Merck (Darmstadt, Germany);
dichloromethane of HPLC grade was obtained
from Romil (Cambridge, UK). High-purity water
was obtained from a Millipore (Milford, MA,
USA) Milli-Q Plus system. Stock standard mivac-
urium and cisatracurium solutions of 100 mg ml−1

and working standard solution of 1 mg ml−1 were
prepared by dissolving the corresponding sub-
stance in high-purity water; both solutions were
stable for several months at room temperature.
Serum pooled samples were obtained from
healthy volunteers. To adjust the pH of the solu-
tions, an acetic acid–sodium acetate 0.1 M pH 5.5
buffer was used. Picric acid solution was prepared
by dilution 1:50 (v/v) from aqueous saturated
picric acid solution.

2.2. Apparatus

Fluorescence intensity was measured on a
Perkin-Elmer (Norwalk, CT, USA) LS-5 lumines-
cence spectrometer equipped with a xenon lamp
and an Acer Model 1030 computer working with
the FLUORPACK software from Sciware (Mal-
lorca, Spain). All measurements were performed
in a standard 10-mm pathlength quartz cell, ther-
mostatted at 25.090.5°C, with 5 nm bandwidths
for the emission and excitation monochromators.
A Philips (Eindoven, Netherlands) Model PU-
8720 UV/VIS spectrophotometer was used for the
absorbance measurements. The pH was measured
on a Crison (Barcelona, Spain) MicropH 2002
pH-meter. Centrifugation of serum samples was
carried out with a Sigma (Osterode, Germany)
Laborzentrifugen 4-10. For agitation in the serum
extraction procedure, a Selecta (Barcelona, Spain)
Vibromatic 384 shaker was used.

2.3. Spectrofluorimetric determination of
cisatracurium

Into 25-ml calibrated flasks were pipetted suit-
able aliquots of working solution of cisatracurium
containing 125–12 500 ng of cisatracurium; 5 ml
of 0.1 M acetic acid–sodium acetate buffer (pH
5.5) and 5 ml of acetonitrile were added and
diluted to the mark with water. The solutions
were thermostatted at 2590.1°C and the fluores-
cence measured at 324 nm using an excitation
wavelength of 230 nm against a blank solution.
The concentration of cisatracurium in the sample
was determined from a calibration graph prepared

Fig. 1. Chemical formula of cisatracurium besylate.
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Fig. 2. Chemical formula of mivacurium dichloride.

under identical conditions. The prepared solutions
remain stable for at least 24 h.

2.4. Spectrofluorimetric determination of
mi6acurium

Into 25-ml calibrated flasks were pipetted suit-
able aliquots of working solution of mivacurium
containing 125–12 500 ng of mivacurium; 5 ml of
0.1 M acetic acid–sodium acetate buffer (pH 5.5)
was added and diluted to the mark with water.
Solutions were thermostatted at 2590.1°C and
the fluorescence was measured at 324 nm using an
excitation wavelength of 230 nm against a blank
solution. The concentration of mivacurium in the
sample was determined from a calibration graph
prepared under identical conditions. The prepared
solutions remain stable for at least 24 h.

2.5. Samples

The proposed procedure for the determination
of mivacurium was applied to the direct determi-
nation in one Spanish commercialized pharma-
ceutical formulation (Mivacron® injection
blisters). The method was also applied to the
determination of mivacurium and cisatracurium
in spiked human pooled sera which were kindly
provided from hospitals in the city.

2.5.1. Serum preparation
Serum (0.5 ml) spiked with a suitable quantity

of cisatracurium or mivacurium was poured into a
15-ml centrifuge tube with a thread lock and then
0.25 ml of picric acid solution, three drops of

sulfuric acid 1:2 (v/v), 0.4 ml of isopropanol and
2.1 ml of dichloromethane were added. The tube
was vigorously shaken in a mechanical shaker for
10 min and then centrifuged (6000×g) for 5 min.
The organic layer was transferred to a reservoir
for collecting subsequent organic phases. The
aqueous phase was treated with 1 ml of
dichloromethane, agitated for 10 min by the me-
chanical shaker and centrifuged for 5 min. The
last organic extract was also transferred to the
reservoir and all the combined organic extracts
were then evaporated to dryness under a nitrogen
stream. The tube was removed immediately after
drying and the solution reconstituted with 5 ml of
acetic acid–sodium acetate buffer. The sample
was then treated and measured according to the
spectrofluorimetric determination procedures de-
scribed in Sections 2.3 and 2.4. A blank was
prepared under the same conditions but without
cisatracurium or mivacurium spiking. Samples
prepared from sera must be filtered (0.45 mm)
prior to fluorescence intensity measurements.

3. Results and discussion

3.1. Study of the emission features of the
cisatracurium and mi6acurium solutions

Fig. 3(A) shows the excitation spectra for
aqueous solutions of cisatracurium and mivac-
urium, in which a maximum at 230 nm can be
clearly observed for both substances. Fig. 3(B)
shows the emission spectra for aqueous cisa-
tracurium and mivacurium using lexc=230 nm; a
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Fig. 3. Excitation spectra (A) and emission spectra with lexc=
230 nm (B) for aqueous solutions of cisatracurium (C) and
mivacurium (M).

pH range of 3.5–6 for cisatracurium and 4.4–10.7
for mivacurium. Thus, an acetic acid–sodium ac-
etate buffer solution of pH 5.5 was chosen for the
spectrofluorimetric determination of cisa-
tracurium and mivacurium.

The effect of the concentration of the buffer
solution was studied. Fluorescence intensity re-
mains stable for total buffer concentrations lower
than 4×10−2 M and 2×10−2 M for cisa-
tracurium and mivacurium, respectively; higher
buffer concentrations lead to fluorescence decay.
Accordingly, a 5-ml aliquot of 0.1 M buffer solu-
tion for 25 ml of total volume was selected as a
suitable volume for the recommended procedure.

With the aim to study the influence of the ionic
strength, aqueous solutions of cisatracurium and
mivacurium containing buffer at various concen-
trations of KCl were prepared. The results ob-
tained show that no significant changes occur in
the fluorescence intensity of cisatracurium and
mivacurium for concentrations between 0 and 1
M KCl.

The effect of the presence of organic miscible
solvents was tested for methanol, ethanol and
acetonitrile. For cisatracurium, an important in-
crease in the fluorescence intensity was noticeable

maximum at 324 nm can be observed for both
substances. This is in agreement with the similar
molecular structures of cisatracurium and
mivacurium.

The influence of pH on the fluorescence inten-
sity of cisatracurium and mivacurium solutions
can be observed in Fig. 4. Using as excitation
wavelength 230 nm, the fluorescence intensity
measured at 324 nm exhibit a maximum within a

Fig. 4. Influence of pH on the fluorescence intensity for cisatracurium (A) and mivacurium (B) solutions (lexc=230 nm; lem=324
nm).
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Fig. 5. Emission spectra (lexc=230 nm) for blank serum (B) and for sera spiked with cisatracurium (C) and mivacurium (M).

when water-miscible organic solvents were
added. The best results were found for acetoni-
trile, yielding an increase of 100% in the fluores-
cence intensity for an addition of 20% (v/v) of
this solvent. Poor increases in the fluorescence
intensity were found for mivacurium even at
higher organic solvent concentrations.

The influence of the temperature on the
fluorescence intensity shows a nearlly linear
(negative) relationship between temperature and
fluorescence intensity for cisatracurium and mi-
vacurium. When the temperature is decreased
the fluorescence is enhanced, as expected. Hence
samples were thermostatted at 2590.5°C in the
proposed procedure.

3.2. Selecti6ity: effect of interfering substances

A study of some potential interferences in the
spectrofluorimetric determination of mivacurium
and cisatracurium was performed by selecting
the excipients often used in pharmaceutical for-
mulations or as possible co-active substance.

Samples containing a fixed amount of cisa-
tracurium or mivacurium (100 ng ml−1) and
variable concentrations of potential interfering
compounds were measured. Lactose, sucrose,

glucose, fructose and succinylcholine did not
cause interference at weight ratios (interfering
substance/active substance) 510 000, and 5
5000 for succinylcholine/mivacurium. Metami-
zole causes interference for ratios ]15 for
cisatracurium and ]1 for mivacurium. Ratios
520 for bupivacaine/mivacurium and 51 for
bupivacaine/cisatracurium did not cause interfer-
ence.

3.3. Linearity of the response

A series of standard solutions (five replicates)
of cisatracurium and mivacurium were prepared
by following the procedures described in Section
2. The calibration graphs of fluorescence inten-
sity (y) versus cisatracurium or mivacurium con-
centration (x) were found to be linear over the
range 5.0–500.0 ng ml−1 for cisatracurium (Eq.
(1)) and mivacurium (Eq. (2)):

y= (−0.190.3)+ (0.42990.002)x

(n=10, r=0.9997) (1)

y= (0.090.2)+ (0.42690.001)x

(n=10, r=0.9998) (2)
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The application of Student’s t-test shows that
the intercepts are non-significant and accord-
ingly the straight lines pass through the origin.

3.4. Precision

Eleven replicates carried out on different days
within a month of 100 ng ml−1 target solutions
of cisatracurium and mivacurium were made by
using the proposed procedures. The results were
99.890.3 and 100.190.2, respectively, which
leads to a R.S.D. between-day precision of 0.3%
and 0.2%, respectively.

3.5. Detection and quantitation limit

According to the Analytical Methods Com-
mittee [11], the detection limit (LOD) is the con-
centration of cisatracurium or mivacurium
corresponding to a signal equal to the blank
mean (yB) plus three times the standard devia-
tion of the blank (sB). Eleven blank measure-
ments gave an average signal blank yB=0.2 and
a standard deviation sB=0.1 for the cisa-
tracurium blank and yB=0.1 and sB=0.1 for
the mivacurium blank. Thus, the analytical sig-
nal corresponding to LOD is yB+3sB. This
value is transformed in LOD through the equa-
tions of the calibration lines, giving 1.39 ng
ml−1 for cisatracurium and 0.93 ng ml−1 for
mivacurium.

From the calibration straight lines it is
also possible to estimate the quantitation limits
as the concentration corresponding to the ratio
between three times the S.D. of the inter-
cept and the slope of the calibration line [12].

This leads to a quantitation limit of 2.1 ng
ml−1 for cisatracurium and 1.4 ng ml−1 for mi-
vacurium.

3.6. Validation of the spectrofluorimetric
determinations of cisatracurium and mi6acurium

3.6.1. Analysis of pharmaceutical samples
Five injection blisters of Mivacrom® (Glaxo-

Wellcome) with a mivacurium label content of 2
mg ml−1 were directly analyzed with the pro-
posed method from external calibration obtaining
a result of 1.990.2 mg ml−1 of mivacurium. The
application of an independent method (direct
spectrophotometric determination at 280.7 nm)
shows a result of 2.090.2 mg ml−1; as can be
observed, there is good agreement between both
methods.

3.6.2. Analysis of spiked sera
Serum samples were spiked with cisatracurium

or mivacurium to obtain concentrations in serum
of 5 and 10 mg ml−1 and treated according to the
above described preparation and spectrofluori-
metric determination procedures; the final solu-
tions measured contained 100 and 200 ng ml−1 of
the active substance, respectively.

Fig. 5 shows the emission spectra with lexc=
230 nm for the samples obtained from blank
serum (B) and from sera spiked with cisa-
tracurium (C) and mivacurium (M).

Poor recoveries were found for mivacurium,
ranging from 65 to 70%, values very similar to
those obtained by other authors [6]. In order to
avoid matrix effects that affect the results, the
standard additions method [10] was used for mi-

Table 1
Results for the analyzed samples of spiked sera

Spiked concentration (mg ml−1) HPLC method (mg ml−1)a,b Proposed method (mg ml−1)bSubstance

4.990.25.0Cisatracurium 4.890.3
10.290.1 10.290.310.0
5.090.1 4.990.2Mivacurium 5.0

10.290.110.090.210.0

a For details of the method see text.
b Average of five determinations9S.D.
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vacurium. For cisatracurium it is possible to ap-
ply external calibration. The samples were also
analyzed by HPLC methods using UV detection
at 280 nm for cisatracurium [2] and at 210 nm
for mivacurium [5]. The results obtained are col-
lected in Table 1.

As can be seen, good agreement was found
between the HPLC and the proposed methods
(statistically proved according to the paired t-
test [12]) with respect to the spiked concentra-
tion (the application of Student’s t-test indicates
that the method is accurate (null hypothesis ac-
cepted) [12]).

4. Conclusions

The results obtained show that the proposed
method may be useful to determine cisa-
tracurium or mivacurium in spiked human
serum at the levels obtained after the adminis-
tration of normal clinical doses, and it would be
a method of choice for monitoring these sub-
stances in patients. The method for mivacurium
has also been applied to the determination of
the active constituent in a commercial pharma-
ceutical preparation.
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Abstract

Binary and ternary mixtures of some of the following heavy metal ions Zn(II), Ni(II), Pb(II), Co(II) and Cd(II)
were analyzed by a ligand substitution kinetic method. Three-way data matrices were generated by acquisition of
UV–Vis spectra (332–580 nm) as a function of the time of a substitution reaction observed between the complex of
the heavy metal ions with the non selective metallochromic indicator 4-(2-pyridylazo) resorcinol (PAR) and EDTA,
and of different relative concentration of the metal ions (1–6 mM). The PARAFAC trilinear model, without
restrictions, was used in the data analysis. A full decomposition of the data matrices was obtained (spectra,
concentration and time profiles). It was shown that ligand substitution kinetic methods coupled to three-way
chemometric analytical methods can be used for the development of robust sensors for the analysis of binary
[Zn(II)+Ni(II), Pb(II)+Cd(II), Zn(II)+Pb(II)] or ternary [Zn(II)+Pb(II)+Co(II)] mixtures of metal ions in the
micromolar concentration range. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Kinetic-spectrophotometric data; Mixtures of heavy metal ions; PARAFAC

1. Introduction

The simultaneous determination of metal ions
at trace amounts in complex samples usually re-
quires relatively expensive analysis, involving
atomic absorption or emission spectrophotomet-
ric equipment. Kinetic methods of analysis consti-
tutes a much simpler alternative to the analysis of

mixtures of metal ions [1–13]. Indeed, with a
standard UV–Vis spectrophotometer, analytical
methodologies can be developed based on metal
ion complex formation reactions and, for exam-
ple, on the different rates of ligand substitution
reactions.

If a UV–Vis spectrophotometer equipped with
a diode array detector is used in the acquisition of
spectra as function of the time of a reaction, each
sample generates a two-way data matrix (spectra
versus time), i.e. a second-order analytical device
is obtained [7–13]. Kinetic methods based on this
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type of instruments have one great advantage
over traditional kinetic-spectrophotometric meth-
ods which is the unnecessary to formulate a ki-
netic model. Indeed, multivariate calibration
techniques allow the development of empirical
calibration models to predict the concentrations
of analytes in unknown samples. Chemometric
calibration techniques of principal components
regression, partial least squares and artificial
neural networks [14,15] have been used to model
kinetic-spectrophotometric data [7–13]. How-
ever, these calibration techniques take advantage
of only a fraction of all the information avail-
able in the data generated by the second-order
instrument, i.e. the possibility of analyte quan-
tification in the presence of unknown interfer-
ences and complex backgrounds is not possible.

A three-way data matrix is created when a set
of two-way data matrices having different rela-
tive proportions of the metal ions under analysis
are put together. From the simultaneous analy-
sis of these three-way data matrices robust ana-
lytical methods for the simultaneous quantitative
analysis of metal ions can be developed based
on the so-called ‘second-order advantage’, i.e.
robust estimation of the analytes concentration
in mixtures that contains unknown interferences
[16–18]. The second order advantage achieved
from the analysis of three-way data is an appli-
cation of the ‘unique decomposition property’
which was first investigated in the field of psy-
chometrics [19–22]. The unique decomposition
of kinetic-spectrophotometric matrices should al-
low the calculation without any a priori infor-
mation of the three basic properties of the
constituents of the mixture under analysis (spec-
tra, concentrations time profiles), which are re-
lated to the respective kinetic properties.

The analysis of three-way data matrices in an-
alytical chemistry studies began with a liquid
chromatography work [23] and the number of
applications is increasing [24–39]. Nevertheless,
the number of studies using experimental data is
still very limited. One method that is being used
to check if a three-way chemical structure is
candidate to a unique decomposition is
PARAFAC (parallel factor analysis) [22] be-
cause of two facts: (1) from a theoretical point

of view this method allows a unique decomposi-
tion; and (2) this method has a basic trilinear
model which is compatible with analytical data
structures involving spectrophotometric measure-
ments.

This paper presents a method for the experi-
mental generation of three-way kinetic-spec-
trophotometric matrices that can be uniquely
decomposed by PARAFAC. Data matrices cor-
respond to binary and ternary mixtures of the
following heavy metal ions: Zn(II); Ni(II);
Pb(II); Co(II); Cd(II). Three-way matrices were
generated by the acquisition of spectra of stan-
dards, with different relative concentration of
the metal ions, during the ligand substitution
reaction that is observed when EDTA is added
to mixtures of the metal ions and the non-selec-
tive metallochromic indicator 4-(2-pyridylazo)
resorcinol (PAR).

The objective of this work was to evaluate the
performance of the PARAFAC model in the de-
composition of three-way kinetic-spectrophoto-
metric data matrices. The results obtained in
this work may constitute the basis for the devel-
opment of analytical methodologies for the de-
tection of heavy metal ions in the micromolar
concentration range, that take advantages of the
second-order advantage.

2. Theory

A three-way data structure corresponding to a
kinetic-spectrophotometric experiment can be ex-
pressed by the following equation:

aijk= %
nf

s=1

tiswjscks+eijk

i=1,…,nt j=1,…,nw k=1,…,ns (1)

where aijk are the elements of the experimental
matrix of absorbances A, wjs are the elements of
the matrix S containing the spectra (each one
with nw wavelengths) of the spectroscopically
active species (ns species), tis are the elements of
the matrix T containing the time profiles (each
one with nt time points) of the ns species, cks

are the elements of the matrix C which contain
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the relative concentration of the ns species, nf is
the number of factors of the model, eijk are the
elements of the matrix of the spectroscopic er-
ror.

Eq. (1) also represents the basic three-way
PARAFAC model [22]. After selecting nf, the
three basic unknown matrices T, S and C are
calculated by an iterative alternating least
squares method without any restrictions, taking
as a first approximation for the three matrices a
random generated set; several independent runs
are performed to check for a unique decomposi-
tion. The number of factors of the model is the
intrinsic dimensionally of the data matrix and
correspond to the observed no correlated spec-
tral variations. If the absorbance readings are
always directly proportional to the concentration
of the ns species, i.e. the Lambert–Beer law is
obeyed in the concentration, wavelength and
time ranges used in the experiments, the gener-
ated three-way data structure is trilinear. Under
this condition, nf is equal to ns. The number of
spectroscopicaly active species in the kinetic-
spectroscopic experiments is equal to the num-
ber of metal ions plus one corresponding to the
metallochromic indicator.

The quality of the fit of experimental data to
the tested model is assessed by the value of the
loss function after convergence is achieved,
which is defined by:

%
nt

i=1

%
nw

j=1

%
ns

k=1

e ijk
2 = %

nt

i=1

%
nw

j=1

%
ns

k=1

(aijk−aijk% )2 (2)

where aijk% are the predicted elements of the
experimental matrix. In this work, a quite low
value for this function (1.0×10−8) was always
used as criteria to stop the alternating least
squares process.

The elements of the concentration matrix are
of particular importance in this work because of
the heavy metal ion quantification objective and
were subjected to a quality of prediction analy-
sis. This test consisted in the plot of the pre-
dicted versus real concentrations and calculation
of the following regression parameters: intercept
and corresponding confidence interval at 95%;
correlation coefficient.

3. Experimental

3.1. Reagents

All reagents were of analytical grade and used
without purification. About 1.0 mM aqueous so-
lutions of the metal ions were prepared by weight-
ing the following salts: CoCl2·6H2O;
Zn(NO3)2·4H2O; Cd(NO3)2·4H2O; Pb(NO3)2;
NiCl2·6H2O. Borax buffer (pH 9.50) was prepared
by mixing 4.77 g of borax, 75 ml of 0.10 M
NaOH and the necessary volume of 0.10 M
KNO3 until a total volume of 500 ml. PAR
[4-(2-pyridylazo) resorcinol] solution (1.0 mM)
was prepared in the borax buffer. Standard 0.100
M EDTA solution was prepared from a concen-
trated solution (Titrisol Merck).

Solutions to be analyzed were prepared by mix-
ing the metal ions to the final concentration in the
micromolar range, PAR (20–40 mM) and borax
buffer. The design of metal ion solutions followed
a full factorial experimental design with four lev-
els for binary mixtures and three levels for ternary
mixtures. EDTA solution to be used in the analy-
sis (1.00–6.00 mM) were prepared by diluting the
concentrated 0.100 M solution with borax buffer.

3.2. Instruments

A Hewlett-Packard 8452A diode-array spec-
trophotometer controlled by a Hewlett-Packard
computer and equipped with a 1-cm pathlength
quartz cell with a cell stirring module (Hewlett-
Packard 89054A and 89055A) was used for UV–
Vis spectra acquisition. Spectra were acquired
between 332 and 580 nm (2 nm resolution), with
0.2 s integration time and 0.5 s cycle time during
a 30-s time window (one experiment generated 60
spectra). These integration and cycle times allow
the acquisition of relatively low noise spectra at a
relatively fast rate.

3.3. Experimental procedures

The mixture of metal ions, PAR and borax
buffer (3.00 ml) was placed in the quartz cell
together with a magnetic bar (Hewlett-Packard
9301-1161) to promote mixing. Spectra acquisi-
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tion began with the injection of the diluted
EDTA solution (30 ml). The mixtures of heavy
metals analyzed in this work, as well as the total
concentration of the three constituents involved
in the ligand substitution reactions, i.e. metal
ion, PAR and EDTA, are shown in Table 1.

3.4. Data analysis

Spectra were translated to ASCII format us-
ing homemade software developed in Turbo
Pascal (Borland, USA). Each spectrum was
composed of 125 points and, to reduce the di-
mension of the three-way data matrices, each
experiment was composed of the first 49 spectra
(the last 11 spectra were not considered) because
no marked spectral variation was observed in
the last spectra. The program TRILIN, obtained
from P.M. Kroonenberg (Department of Educa-
tion, Leiden University), was used for the
PARAFAC decomposition.

4. Results and discussion

4.1. Preliminary analysis of spectral data

Fig. 1 shows typical two-way data matrices

corresponding to single and mixtures of heavy
metal ions. A preliminary analysis of this figure
shows a common feature, i.e. a decrease of in-
tensity of a band located at about 500 nm and
the increase of the intensity of the band at 414
nm. The decreasing band correspond to the
complex formed between PAR and the metal
ions and the decreasing trend is due to the sub-
stitution reaction of PAR by EDTA, resulting in
a spectroscopically inactive species in the visible
wavelength range. The band that appears at 414
nm is due to the uncomplexed PAR which free
concentration increases with time. In the case of
the mixtures (Fig. 1d–f) no marked differences
are detected when compared with the single
heavy metal ion spectral data (Fig. 1a–c) reveal-
ing similar spectral properties. Indeed, the maxi-
mum of the band of the complexes observed
between PAR and the heavy metal ions fall in a
narrow wavelength range of 16 nm. The maxi-
mum of the bands of the complexes are (the
width at 50% high is about 80 nm): PAR+
Zn(II), 490 nm plus a shoulder at 520 nm;
PAR+Ni(II), 495 nm plus a shoulder at 526
nm; PAR+Pb(II), 516 nm; PAR+Co(II), 500
nm; PAR+Cd(II), 490 nm plus a shoulder at
522 nm. The broad band characteristic of the

Table 1
Experimental concentrations used to generate three-way data matrices from the mixtures of heavy metal ions

Mixture ConcentrationaMetal ion

Metal ion PAR EDTA

Binary mixtures
13.320.00.0; 1.0; 2.0; 4.0Zn(II)Zn(II)+Ni(II)

Ni(II) 0.0; 1.0; 2.0; 4.0
Pb(II) 0.0; 1.0; 3.0; 6.0 20.0 13.3Pb(II)+Cd(II)

0.0; 1.0; 2.0; 3.0Cd(II)
Zn(II)+Pb(II) 0.0; 1.0; 2.0; 3.0Zn(II) 20.0 13.3

Pb(II) 0.0; 1.0; 3.0; 6.0

Ternary mixture
Zn(II) 1.0; 3,0; 6.0Zn(II)+Pb(II)+Co(II) 40.0 60.0
Pb(II) 1.0; 3,0; 6.0
Co(II) 1.0; 2,0; 3.0

a The concentrations of the metal ions and PAR are expressed in mM and the concentrations of EDTA are expressed in mM.
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Fig. 1. Three-way spectral data matrices corresponding to the following metal ions or mixtures: (a) Zn(II) (4.0 mM); (b) Ni(II) (6.0
mM); (c) Pb(II) (6.0 mM); (d) Zn(II)+Ni(II) (4.0 mM both ions); (e) Pb(II)+Cd(II) (6.0 and 3.0 mM, respectively); (f)
Zn(II)+Pb(II)+Co(II) (6.0, 3.0 and 1.0 mM, respectively).

spectra of the PAR complexes is also responsible
for the relatively high spectral overlap.

The direct analysis of the decreasing band at
520 nm for the data sets corresponding to single
ions (Fig. 2) allowed to obtain a relative sorting
of the ligand substitution reaction rates (decreas-
ing order): Pb(II)\Cd(II)\Zn(II)\Ni(II):
Co(II).

4.2. Single ion three-way data matrices

PARAFAC decomposition of three-way spec-
tral matrices corresponding to single ions was
performed using two factors to check for the
trilinearity of the single ion data structures. Fig. 3
shows a typical decomposition result [Ni(II) ex-
periments] and Table 2 presents some linear re-
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Fig. 2. Absorbance decreasing curves of the spectral band
corresponding to the complex formed between the metal ions
and PAR with time: (�) Zn(II); (�) Ni(II); ([]) Pb(II); (× )
Co(II); (–) Cd(II).

between the metal ion and PAR which concentra-
tion decreases with time. The positive section of
this spectrum is due to the increasing band of the
free PAR. These two sections of the second spec-
tra are a consequence of the opposite but corre-
lated spectral variations of the two chemical
species involved: when the concentration of the
metal ion PAR complex decreases the concentra-
tion of free PAR increases.

The calculated time profiles have a similar
shape, but with different intensity, to that shown
in Fig. 3b. The profile corresponding to the con-
stant spectra is, as expected, a horizontal line,
showing no time dependence. The other profile is
a curve, with an increasing or decreasing trend,
corresponding to the observed spectral variation
as the substitution reaction is occurring. From the
point of view of the metal ion PAR complex a
time profile with a decreasing trend is expected
because the concentration of the complex is de-
creasing. On the contrary, and from the point of
view of the free PAR, an opposite trend is ex-
pected for the free PAR. Because the time varia-
tion of the metal ion PAR complex and free PAR
are negatively correlated, one profile can be ob-
tained from the other.

For quantitative analysis the most important
information is the concentrations of the heavy
metal ions that constitute the mixture. In order to
assess the estimated values (arbitrary units), plots
representing the estimated values as function of
the experimental concentration (molar concentra-
tion) were obtained. The correlation coefficients
and confidence intervals about the intercept are
calculated to check for linearity and are shown in
Table 2. As shown in Table 2 relatively high
correlation coefficients and confidence intervals
including the zero support the existence of linear-
ity. However, these statistical parameters were
obtained when the zero concentration was not
included in the calculations; if this value was
included, deviations from linearity were observed.

4.3. Mixtures of metal ions

PARAFAC decomposition of three-way spec-
tral matrices corresponding to mixtures of ions
was performed using a number of factors equal to

gression parameters observed between the pre-
dicted and experimental concentrations.

The analysis of the calculated spectra of the
two factors (Fig. 3a) shows that one (the first) has
only positive values and the other (the second)
has a negative and a positive section. The first one
corresponds to the constant spectra (no variation
is observed with time) and is constituted by the
PAR band at about 414 nm and by the band of
the fraction of the unreacted complex, if at the
end of the monitoring time (about 30 s) the metal
ion complex is not fully exchanged by EDTA. The
negative part of the other calculated spectrum
corresponds to the band of the complex formed

Fig. 3. Typical decomposition results for one metal ion spec-
tral data set [Ni(II)]: (a) spectra; (b) time profiles; (c) estimated
concentration (arbitrary units) of the components in the mix-
tures.
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Table 2
Typical linear regression parameters observed between the predicted (arbitrary units) and experimental (mM) concentrations of heavy
metal ions

Intercept Confidence interval (95%)Mixture Metal ion Ra

Single ionsb

0.9932 −1.0×10−7Zn(II) Zn(II) [−4.2×10−6; 4.0×10−6]
−2.6×10−70.9747 [−1.7×10−5; 1.2×10−5]Ni(II)Ni(II)

Pb(II) 0.9955 −8.2×10−7 [−6.4×10−6; 4.8×10−6]Pb(II)
0.9927 3.6×10−6Co(II) Co(II) [8.4×10−7; 6.3×10−6]

[−1.6×10−6; 1.2×10−6]−2.2×10−70.9989Cd(II)Cd(II)

Binary mixtures
−2.7×10−7 [−5.8×10−7; 4.2×10−8]Zn(II)+Ni(II) Zn(II) 0.9794

0.9981 3.7×10−6Ni(II) [3.6×10−6; 3.8×10−6]
0.9527 8.3×10−7 [7.3×10−8; 1.6×10−6]Pb(II)Pb(II)+Cd(II)

−1.0×10−6 [−2.6×10−6; 5.7×10−7]Cd(II) 0.7252
0.9820 −3.3×10−8Zn(II)+Pb(II) Zn(II) [−2.6×10−7; 1.9×10−7]

[−5.1×10−5; 7.1×10−7]1.2×10−70.9545Pb(II)

Ternary mixture
[−3.4×10−7; 9.7×10−8]1.2×10−70.9970Zn(II)Zn(II)+Pb(II)+Co(II)

0.9603 4.6×10−7 [−3.2×10−7; 1.2×10−6]Pb(II)
0.9959 8.0×10−6 [7.6×10−6; 8.5×10−6]Co(II)

a Correlation coefficient.
b Single ion sets constituted by three two-way data matrices correspond to subsets of binary mixtures where the other ion has zero

concentration.

the number of metal ions present plus one, to
account for the existence of the constant PAR
spectra and other constant spectral sections.
Several binary and ternary mixtures of the five
metal ions were tested but only some were
uniquely decomposed with success by
PARAFAC (shown in Table 2). It was observed
that the most important factor to take into con-
sideration in the design of mixtures candidate to
a unique decomposition is the time profile. The
greater the differences are in the kinetic proper-
ties of the ligand substitution reaction for the
metal ions constituents of the mixtures the bet-
ter the decomposition is achieved.

Fig. 4 [binary mixture of Zn(II)+Pb(II)] and
Fig. 5 [ternary mixture of Zn(II)+Pb(II)+
Co(II)] show typical decomposition results and
Table 2 presents some linear regression parame-
ters observed between the calculated (arbitrary
units) and experimental concentrations.

The calculated spectra of the PAR complexes
(Fig. 4a and Fig. 5a) have a similar shape to

that obtained in the single ions study. The cal-
culated spectra of the PAR complexes exactly
matches those observed experimentally. The
analysis of Fig. 4a and Fig. 5a also shows that
besides the high overlap of the bands, i.e. a rel-
atively low resolution in the wavelength order,
the PARAFAC decomposition was able to re-
construct the individual spectral bands without
restrictions.

The calculated time profiles (Fig. 4b and Fig.
5b) for the individual constituents of the mix-
tures followed the expected trend presented
above.

The calculated concentrations, shown as ex-
amples in Fig. 4c and Fig. 5c, are good estima-
tion of the experimental values, i.e. they are
directly proportional, with a prediction quality
similar to that obtained for the single ions
(Table 2). Worst correlation was obtained for
the estimation of Cd(II) in the binary mixture of
Pb(II)+Cd(II) which is due to the somewhat
similar time profiles of these two cations.
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5. Limitations of the unique decomposition
process

The general rule to obtain a unique decomposi-
tion of the kinetic-spectrophotometric data ma-
trices corresponding to binary or ternary mixtures
of the five heavy metal ions analyzed in this work
is that the metal ions in the mixture must have
different spectra and time profiles. For example,
because the species PAR+Zn(II) and PAR+
Cd(II) have similar spectra (maximum of the band
at 490 nm plus a shoulder at about 520 nm) these
two ions do not generate kinetic-spectrophoto-
metric data matrices candidates to a unique de-
composition. The same is observed for mixtures
of Co(II) and Ni(II), because they have similar
time profiles (Fig. 2).

Nevertheless, in the case of mixtures containing
ions with similar spectral or kinetic properties the
modification of the experimental system, for ex-
ample the pH or the metallochromic indicator,
can give origin to more selective information.
Alternatively, other decomposition processes with
specific design restrictions could be used [40,41].

Fig. 5. Typical decomposition results for the mixtures of three
metal ions [Zn(II)+Pb(II)+Co(II)]: (a) spectra; (b) time
profiles; (c) estimated concentration (arbitrary units) of the
components in the mixtures. The symbols correspond to the
following metal ions: (�) Zn(II); ([]) Pb(II); (× ) Co(II).

6. Conclusion

It was shown that simple kinetic-spectrophoto-
metric experimental procedures are able to gener-
ate trilinear data structures from mixtures of
heavy metal ions candidates to a unique decom-
position process. As consequence, there is the
potential for the development of analytical
methodologies for the simultaneous and robust
quantitative analysis of heavy metal mixtures at
the micromolar concentration range.

The PARAFAC model successfully interpreted
analytical chemistry data presented in this work.
This result supports the usefulness of PARAFAC
based chemometric techniques to solve some com-
plex analytical chemistry problems.
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Abstract

The silica gel with 1-(2-thiasolylazo)-2-naphthol adsorbed was obtained. The adsorption of Cu(II) and Zn(II) from
an aqueous solution onto loaded silica gel was studied. The capabilities of 1-(2-thiasolylazo)-2-naphthol immobilized
for Cu(II) and Zn(II) preconcentration, visual and diffusion reflectance spectroscopic detection was evaluated. The
detection limits were 10 and 15 mg.l−1, respectively. Visual test scales for metal ions determination in the range
0.65–13 mg per sample were worked out. The developed methods were applied to Cu(II) and Zn(II) determination in
natural and tap water. The obtained results agreed well with the reported value. © 1999 Elsevier Science B.V. All
rights reserved.

Keywords: 1-(2-Thiasolylazo)-2-naphthol; Loaded silica gel; Cu(II) determination; Zn(II) determination

1. Introduction

Attention has recently been focused on the
development of sorption-spectroscopic and visual
test methods by using sorbents modified with
analytical reagents [1]. A sorption separation of
the trace elements prior to analysis serves the dual
purpose of increasing their concentrations to lev-
els at which they can be reliably determined and
of removing them from the natural water matrix
[2]. The using of specific chromophorous reagents
as a modifying agent allows for the increase in

selectivity and sensitivity of determination. The
sorbents can be modified via ion-exchange, im-
pregnation, adsorption or covalent grafting of
analytical reagents [3]. The previous studies [4–7]
have shown wide use of chelating sorbents for
Cu(II) and Zn(II) determination in different types
of water. The resins loaded with organic reagent,
1-(2-thiasolylazo)-2-naphthol (TAN) and 1-(2-thi-
asolylazo)-2-naphthol-3,6-disulfonic acid (TAN-
3,6-S), are known to be one of the effective
preconcentration substrates [8,9]. However, they
show a lack of stability in high ionic strength
media [10]. Simultaneously, the reagents immobi-
lization on the silica supports offers some distinct
advantages over immobilization on the organic
polymer supports: short time for equilibration,
excellent swelling resistance in different solvents,
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ease of surface modification with analytical
reagent by adsorption. The preparation of
modified silicas with a reagent adsorbed is rather
simple, and their chemical–analytical properties
do not yield to those of the sorbent with covalent
grafted reagent [11]. Such solid-phase reagents are
promising for analytical practice. As far as we
know, no silica with TAN adsorbed has been
proposed for heavy metal ion determination.

In the present work, we have studied the ad-
sorption of TAN from organic solvents onto a
silica surface, and established the TAN immobi-
lized usefulness in the sorption–spectroscopic and
visual test determination of copper and zinc.

2. Experimental

2.1. Reagents

Water and hexane were purified according to
[12] and by flowing over metallic sodium, respec-
tively. TAN was synthesized and purified accord-
ing to [13]. All other chemicals were of analytical
reagent grade. Stock Zn(II) and Cu(II) solutions
were prepared by nitrates dissolving in 1
mmol.l−1 nitric acid and standardized by com-
plexometry. Sodium chloride (4.0 mol.l−1),
fluoride, hydroxide (0.1 mol.l−1) and thiosulphate
(0.5 mol.l−1), potassium iodide (1.0 mol.l−1) and
saturated hydrazine sulphate aqueous solutions
were prepared by dissolving appropriate sub-
stances. The standard solutions of metal salts
were acidified with nitric acid and further diluted
as required. The aqueous solutions of TAN-3,6-S,
4-(2-pyridylazo)-naphthol (PAN), hexane and
acetone solutions of TAN were obtained by dis-
solving appropriate substances. Silica gel Silpearl
UV 250 (SG) for chromatography (Chemapol,
Prague, Czech Republic) was digested in
hydrochloric acid, washed with purified water
and dried at 80°C for 8 h, and then at 200°C for
12 h. Nonporous highly dispersed silica Silics
(Kalush, Ukraine, specific surface area S=300
m2.g−1) was dried in vacuum at 68°C for 10 h to
remove water adsorbed on the sorbent surface
[14].

2.2. Apparatus

The absorbance spectra of solutions and reflec-
tance spectra of sorbents were registered with a
UV/Vis spectrophotometer Specord M-40 (Carl
Zeiss Jena, Germany). The IR spectra of sorbents
were registered with an automatic IR photometer
UR-20 (Carl Zeiss Jena, Germany), samples being
prepared as thin films between KBr windows.
Atomic absorption measurements were recorded
on an atomic absorption spectrometer model Sat-
urn (Severodonetsk, Ukraine) equipped with a
standard burner for use with an air–propane–bu-
tane flame. Standard hollow-cathode lamps were
used as a line source for all elements.

A potentiometer model EV-74 with glass elec-
trode (Gomel, Belarus) was used for pH
measurements.

The ultrasound destruction of Cu(II) complexes
with organic substances of natural water were
realized by using USDN-A (Sumy, Ukraine).

2.3. Procedures

The batch technique was used for the research
of TAN, Cu(II) and Zn(II) adsorption onto un-
loaded silicas and metal ions adsorption onto
silica gel modified with TAN (TAN-SG). The
reagent desorption from TAN-SG surface into
aqueous solutions at a different pH was studied
by this technique also.

2.3.1. Adsorption of TAN from hexane solution
Silicas (0.01 g) was stirred with 5 ml of 0.05–

1.0 mmol.l−1 TAN hexane solution for 1–60 min.
The TAN residue in the hexane solution after a
sorbent separation was controlled spectrophoto-
metrically by an absorbance at 480 nm. The
amount of reagent adsorbed was calculated as:
a= (C0− [C ])*V/1000*m, where C0, [C ], mol.l−1

were initial and equilibrium TAN concentrations
in solution, respectively; V (ml) was volume of
solution; and m, g was sorbent mass.

2.3.2. Desorption of TAN from TAN-SG surface
into aqueous solution at different pH

The aqueous solution (5–100 ml) at the desired
pH (2–8) was stirred for 1–60 min with weighed
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amount (0.01–0.1 g) of sorbents containing a
known amount of TAN (a, mmol.g−1: 1.0, 2.5, 25
or 50). The portion (4.5 ml) of solution after
sorbent separation was mixed with 0.5 ml of
acetone. The amount of TAN removed from sur-
face into solution was determined spectrophoto-
metrically by the own absorbance in
aqueous–acetone (9:1) mixture at 450 nm. The
equation of calibration graph was A450=0.091.C
(mmol.l−1).

2.3.3. The preparation of silics loaded with TAN
for IR spectroscopy measurement

The silics (0.1 g) were stirred with 10 ml of
hexane solutions containing 1.0, 25 or 250
mmol.l−1 of TAN for 15 min. Then sorbents were
separated and dried in a vacuum at room temper-
ature for 1 h. The amount of reagent adsorbed
was a, mmol.g−1: 0.3, 7.5 and 69.

2.3.4. Adsorption of Zn(II) and Cu(II) onto SG
and TAN-SG

Zinc containing an aqueous solution (30 ml) at
pH 6.0 was stirred with 0.05 g of SG and TAN-
SG with different reagent amounts on the surface
(a, mmol.g−1: 1.0, 2.5, 25 or 50). Copper adsorp-
tion was realized from the 0.5 mol.l−1 NaCl
aqueous solution with pH 3.5. Zn(II) and Cu(II)
residue in the solution was controlled spectropho-
tometrically with PAN [5] and TAN-3,6-S [9],
respectively. The amount of metal ions adsorbed
onto the silicas surface was determined as before.
Sorbents with metal ions adsorbed were separated
and dried at 60°C for 1 h.

2.3.5. Ultrasound destruction of Cu(II) complexes
with organic substances in natural water samples

The sample of natural water (10 ml) was aci-
dified to pH 1.0 (0.1 mol.l−1 HNO3) and exposed
to ultrasound at 44 kHz, at an intensity of 510
Watts.cm−2 for 3 min [15].

3. Results and discussion

3.1. TAN adsorption onto SG

The adsorption of TAN onto SG from chloro-

form, toluene, hexane and their mixtures was
studied. It was found that the best TAN adsorp-
tion was observed when hexane was used. That is
why modification of SG with TAN has been
carried out from a hexane solution.

The kinetics experiments shown that the equi-
librium of TAN adsorption from a hexane solu-
tion onto SG surface was reached in 5 min
(m=0.01–0.1 g, V=5–10 ml). TAN adsorption
as a function of reagent concentration in solution
was studied. The results obtained testify that SG
capacity in relation to TAN (amax=69 mmol.l−1)
was limited by reagent solubility in hexane. The
isotherm of TAN adsorption is represented in Fig.
1 (curve 1). Its initial part shows that the reagent
adsorbed completely (a\0 at [C ]=0) from dilute
solutions (C55.3 mmol.l−1). This fact is known
to indicate strong adsorbate connection with a
sorbent [16]. That may be a result of interaction
between TAN functional groups and OH-groups
of SG surface [17]. The maximum value of TAN
full adsorption is 2 mmol.g−1. The further reagent
adsorption (a\2 mmol.g−1) may take place onto
new surface (SG with TAN adsorbed) and caused
intermolecular interaction. Low affinity of TAN
molecules for new surface may explain S-shape of

Fig. 1. Isotherms of TAN adsorption onto SG (1) and Zn(II)
(2), Cu(II) (3) onto TAN-SG.; aTAN, mmol.g−1: 25(2), 2.5(3);
pH 6.0(2), 3.5(3); x : 20(1), 1(2,3); y : 20(1), 10(2), 1(3); CNaCl=
0.5 mol.l−1 (3); m=0.01 g; V=5 ml; T=293.090.5.
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Fig. 2. Stadardized diffusion reflectance spectra of TAN-SG.
a, mmol.g−1: 0.5(1), 1(2), 5(3).

The nature of TAN binding with the SG sur-
face has also been investigated using IR-spec-
troscopy [18]. The IR spectra of silics modified
with TAN are shown in Fig. 3. They indicate that
the absorbance band at 3749 cm−1 belonging to
valence vibration of singular surface OH-groups
[18] becomes less intensive as TAN surface con-
tent increases. Simultaneously, the absorbance
band at 3200–3600 cm−1 corresponding to va-
lence vibration of hydrogen bonded silanol groups
becomes more intensive. This may be the result of
hydrogen bonds forming between N or S atoms of
reagent molecules and surface OH-groups at TAN
fixation.

To establish the possibility of new solid-phase
reagent application to analytical practice, reagent
desorption from TAN-SG surface as a function of
pH of solution was studied. The data obtained
show that TAN desorption at pH 3.5–7.0 (sor-
bent mass]0.01 g, aqueous solution volume 5
100 ml, time of phases contact 560 min) was not
more than 15, 10, 2 and 1% for reagent surface
1.0, 2.5, 25 and 50 mmol.g−1, respectively. It is
known [9] that the sorbents with maximum capac-
ity in relation to a reagent are useless in determin-
ing metal ions because of the strong inter-

isotherm second part at C\5.3 mmol.l−1 [17].
The diffusion-reflectance spectra of TAN-SG with
different reagent content on the surface were com-
pared for this supposition examining. Fig. 2
shows that the polarizing effect of SG on TAN
molecule is decreased with the increasing of
reagent content on the surface. The diffusion-
reflectance spectra of TAN-SG with a\5.0
mmol.g−1 is similar to absorbance spectra of TAN
solution in polar solvent. This fact confirms TAN
second layer formation as a result of intermolecu-
lar interaction.

Fig. 3. IR spectra of silica modified with TAN containing on the surface, mmol.g−1: 0(1), 1(2), 5(3), 70(4).



O. Zaporozhets et al. / Talanta 49 (1999) 899–906 903

Fig. 4. Adsorption of Zn(II) (1) and Cu(II) (2) onto TAN-SG
as function of pH. Initial concentration of metal ions 1
mmol.l−1; aTAN, mmol.g−1: 25(1), 2.5(2); m=0.01 g; V=5
ml.

may testify about chemical interaction between
Zn(II) and TAN immobilized. The chelating ca-
pacity of TAN-SG was 25 mmol.g−1 Zn(II) for 25
mmol.g−1 reagent. It was assumed that the com-
plex with the ratio Zn:TAN=1:1 has been
formed on the surface of TAN-SG. Spectra shown
in Fig. 5 confirmed such surface complex forma-
tion.

3.3. Cu(II) adsorption onto SG and TAN-SG

The pH dependence of Cu(II) adsorption onto
TAN-SG from an aqueous solution was studied.
For escaping difficulties, with insoluble hydroxide
of Cu(II) conformation at pH\3, the adsorption
from the NaCl aqueous solution was investigated
[21]. It was found experimentally, that optimum
concentration of sodium chloride was more than
0.5 mol.l−1. The pH-dependence is represented in
Fig. 4 (curve 2). The optimum pH range of Cu(II)
adsorption was 3.3–4.6. For comparison, an at-
tempt to adsorb Cu(II) onto unloaded SG was
carried out, but there was no effect under such
conditions.

The Cu(II) adsorption as a function of TAN
content on the SG surface was studied. It was
found that Cu(II), in contrast to Zn(II), Co(II)
and Fe(III), was quality recovered by sorbent
which contained 52.5 mmol.g−1 TAN (m=
0.01–0.1 g, V=5–100 ml). This is why the

molecular attraction between molecules of a mod-
ifying agent, making complexing centers inactive.
Therefore, the silicas with TAN surface content
2.5–25 mmol.g−1 were used for the study of
Cu(II) and Zn(II) adsorption.

3.2. Zn(II) adsorption onto TAN-SG

The pH dependence of Zn(II) adsorption by
TAN-SG from an aqueous solution (m50.05 g,
V530 ml, a=25 mmol.g−1) is represented in Fig.
4 (curve 1). The Zn(II) recovery seems to be
complete at pH 5.5–6.8. Zinc ions are not ad-
sorbed onto unloaded silica gel under these condi-
tions [19]. The dependence of Zn(II) adsorption as
a function of TAN surface content was studied.
The data obtained indicates that the maximum
recovery was reached at a]25 mmol.g−1. There-
fore, TAN-SG with a=25 mmol.g−1 was used to
further investigate Zn(II) adsorption.

Kinetic experiments shown that the Zn(II) ad-
sorption equilibrium was reached in 10 min. The
sorbent mass and solution volume dependencies
of Zn(II) adsorption onto TAN-SG were studied.
The maximum concentration factor was found to
be 600 ml.g−1 at volume of solution 30 ml and
mass of sorbent 0.05 g.

The isotherm of Zn(II) adsorption onto TAN-
SG is shown in Fig. 1 (curve 2). Its shape (L-type)

Fig. 5. Stadardized absorbance spectra of ZnTAN aqueous-
acetone solution (1); Zn(TAN)2 benzene solution [20] (2); and
diffusion reflectance spectra of TAN-SG with Zn(II) adsorbed
(3).
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Fig. 6. Stadardized absorbance spectra of CuTAN aqueous-
acetone solution (1); Cu(TAN)2 benzene solution [20] (2); and
diffusion reflectance spectra of TAN-SG with Cu(II) adsorbed
(3).

fore, their influence on zinc and copper determi-
nation was studied. It was shown that Hg(II) and
Ag(I) do not interact with TAN immobilized at
pH 3.0–7.0. Fe(III) (510 mg.l−1) in the presence
of 0.01 mol.l−1 NaF and cobalt (50.5 mg.l−1) do
not interfere with Zn(II) and Cu(II) determina-
tion. Zinc at concentration 50.1 mg.l−1 does not
influence ]10 mg.l−1 Cu(II) determination by
using TAN-SG with chelating capacity 2.5
mmol.g−1. Copper at concentration 51 mg.l−1 in
the presence of 0.01 mol.l−1 Na2S2O3 does not
interfere with Zn(II) determination.

3.5. Application of modified SG to zinc and
copper ions determination

The possibility of TAN-SG application to
Cu(II) and Zn(II) ions determination in water has
been studied.

3.5.1. Zn(II) determination in water by using
TAN-SG

The diffusion reflectance spectroscopic (DRS)
method for Zn(II) determination was developed.
The calibration graph was linear in the range
0.5–25 mg per sample. The calibration equation
was: R570=0.01+0.07·C (mg per sample), r=
0.99. The detection limit was 15 mg.l−1 (for 30 ml
of sample solution). Therefore, TAN-SG can be
conveniently used to detect zinc ions in natural
water at values as low as 0.15 MAC [23].

The colour scale for zinc visual test determina-
tion was prepared by stirring 10 ml of Zn(II)
solution containing 0, 0.65, 1.95, 3.25, 6.50, 9.80
and 13.00 mg at pH 6.0 with 0.05 g of TAN-SG
(a=25 mmol.g-1) for 10 min. The sorbents were
separated. The sorbent colour changed from or-
ange to violet with Zn(II) concentration increas-
ing. The scale stored without air access has been
stable for more than 4 months. The characteristics
of developed and known visual test (VT) methods
for Zn(II) determination are compared in Table 1.
The data indicate that the test proposed is more
sensitive.

Zn(II) is known to form unstable complexes
with organic substances of natural water [24].
Therefore, it is possible to determine the Zn(II)
concentration in water without mineralization.

modified sorbent with a=2.5 mmol.g−1 was used
for Cu(II) adsorption.

Kinetics experiments show that the time taken
for maximum Cu(II) recovery was 15 min. The
sorbent mass and solution volume dependencies
of Cu(II) adsorption onto TAN-SG were studied.
It was found that the maximum concentration
factor of Cu(II) was 1000 ml.g−1 at volume of
solution 100 ml and mass of sorbent 0.1 g.

The isotherm of Cu(II) adsorption onto TAN-
SG is shown in Fig. 1 (curve 3). It may be
refereed to L-type. The chelating capacity of
TAN-SG was 2.6 mmol.g−1 Cu(II) for 2.5
mmol.g−1 TAN. Therefore, the formation of
complex with the ratio immobilized reagent:
Cu(II)=1:1 on the TAN-SG surface may be sup-
posed. The comparison of absorbance spectra of
CuTAN and Cu(TAN)2 solutions with a diffusion
reflectance spectrum of TAN-SG with Cu(II) ad-
sorbed (Fig. 6) confirmed this fact.

3.4. The interference of foreign ions

The maximum adsorption of metal ions can be
reached during complex with the ratio metal
ion:immobilized reagent=1:1 formed on a sur-
face [22]. It is known [8], that among natural
water components, only Co(II), Cu(II), Zn(II),
Fe(III), Hg(II) and Ag(I) form such complexes
with TAN in aqueous–acetone solution. There-
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The sample of water (V=10 ml) containing
]1 mg of Zn(II) at pH 6.0 was mixed with 0.1 ml
of 1.0 mol.l−1 NaF and 0.1 ml of 1.0 mol.l−1

Na2S2O3 and stirred mechanically with 0.05 g of
TAN-SG (a=25 mmol.g−1) for 10 min. Sorbent
was separated and its colour was compared with
the standard scale. The dried sorbent was exam-
ined using diffusion reflectance spectroscopy.

3.5.2. The Cu(II) determination in water by using
TAN-SG

The DRS method of Cu(II) determination was
developed. The calibration graph was linear in the
range 1.0–10.4 mg per sample. The calibration
equation was: R560=0.004+0.03·C (mg per sam-
ple), r=0.98. The detection limit was 10 mg.l−1

(for 100 ml of sample solution and sorbent mass
0.1 g). Therefore, TAN immobilized may be ap-
plied to Cu(II) determination in natural water at a
content as low as 0.05 MAC level [23].

The colour scale for Cu(II) visual test determi-
nation in the range 0.65–13 mg per sample was
developed. It was prepared by stirring 10 ml
solution containing 0, 0.65, 1.3, 2.6, 5.2, 6.4 and
13 mg of Cu(II) and 0.5 mol.l−1 NaCl at pH 3.5
with 0.1 g TAN-SG (a=2.5 mmol.g−1) for 15
min. The sorbents were separated. The colour of
sorbents changed from light-pink to violet with
Cu(II) concentration increasing. The scale stored
without air access has been stable for more than 4
months. The comparison of developed and known

VT methods for Cu(II) determination represented
in the Table 1 shows higher sensitivity of test
proposed.

Copper forms the stable complexes with or-
ganic substances of natural water [24], so it be-
comes inactive in reaction with TAN immobilized.
Therefore, the natural water was analyzed after
the ultrasound mineralization.

The sample (V=10 ml) of mineralized water
was neutralized with 1 mol.l−1 NaOH up to pH
3.5, mixed with 1.25 ml of 4 mol.l−1 NaCl, 1 ml
of 0.1 mol.l−1 NaF and stirred mechanically with
0.1 g of TAN-SG (a=2.5 mmol.g−1) for 10 min.
The sorbent was separated and its color was
compared with standard scale. Dried sorbent was
examined by using diffusion reflectance
spectroscopy.

The results of the zinc and copper determina-
tion in natural and tap water by using developed
and flame atomic absorption spectroscopic
(FAAS) [23] methods are represented in Table 2.
The data obtained show that the method pro-
posed gives reproducible and reliable results. The
comparison of results of copper determination in
tap and river water indicate the necessity for prior
mineralization in both cases.

The developed DRS and VT methods on the
base of silica with TAN adsorbed are simple and
rapid in procedure and appear to offer a faster
and more effective route to natural water analysis.

Table 1
Comparative description of visual test methods of Cu(II) and Zn(II) determinationa

Sorbent Detection limit (mg.l−1)Ion Detection range (mg per sample) Reference

TM-celluloseCu(II) 0.05 0.05–2* [25]
0.5–100.05DETC-polymer fiber [26]

PAN-Silochrome [27]0.5–5.00.1
Copper Test Aquaquant 0.05 0.05–0.5* [28]
TAN-SG 0.010 0.65–13 Proposed
Dz-textile with ion exchanger 0.1Zn(II) 1.0–5.0 [26]

[27]PAN-Silochrome 0.03 5.0–50
0.1 0.1–5.0* [28]Zinc test aquaquant

TAN-SG 0.65–13 Proposed0.015

* mg.l−1.
a TM-4,4%-Bis-(dymethylamino-)thiobenzophenone, DETC, Diethylthiocarbazone; PAN-1-(2-Pyridylazo)-2-naphthol, Dz,

Diphenylthiocarbazone.
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Table 2
Results of Cu(II) and Zn(II) determination using the VT, DRS and FAAS methods (n=3, P=0.95)

Concentration (mg.l−1)SampleIon

Added Founded

DRS AASVT

0.5590.20.5290.3 0.5590.050.55Cu(II) Standard solution
0.4590.2 0.6190.06Tap water 0.64 0.490.1
B0.1 0.0690.01River water — B0.07

0.1390.07 0.1090.3River water* — 0.0690.01
0.2090.07 0.2090.02 0.2290.020.2Zn(II) Standard solution

1.1090.071.0090.05Tap water 0.2 0.9890.15
0.1390.03 0.1290.03River water 0.0990.01—

* After ultrasound destruction.

Acknowledgements

This work was partly supported by the Interna-
tional Soros Science Education Program through
grants N SPU073063; N APU073033.

References

[1] R.E. Clement, G.A. Eiceman, C.J. Koester, Anal. Chem.
Applic. Rev. 67 (1995) 221R.

[2] H. Watanabe, Anal. Chem. 53 (1981) 738.
[3] O.A. Zaporozhets, O.M. Gawer, V.V. Sukhan, Russian

Chem. Rev. 66 (1997) 637.
[4] H. Watanaba, K. Goto, Sh. Taguchi, J.W. McLaren, S.S.

Berman, D.S. Russell, Anal. Chem. 53 (1981) 738.
[5] G. Giraudi, C. Pari, E. Mentasti, Ann. Chim. (Italian) 74

(1984) 307.
[6] Chi-Chung Wan, S. Chiang, A. Corsini, Anal. Chem. 57

(1985) 719.
[7] S. Przeszlakowski, R. Kocjan, Analyst 110 (1985) 1077.
[8] G.D. Brykina, N.S. Stepanova, A.V. Stefanova, L.S.

Krysina, T.A. Belyavskaya, Zh. Anal. Khim. 38 (1983)
33.

[9] G.D. Brykina, T.V. Martchak, L.S. Krysina, T.A. Be-
lyavskaya, Zh. Anal. Khim. 54 (1980) 2294.

[10] P. Battistoni, S. Bompadre, G. Fava, G. Gobbi, Talanta
30 (1983) 15.

[11] M.A. Marshall, H.A. Mottola, Anal. Chem. 57 (1985)
729.

[12] Methods of Analysis of Pure Chemical Reagents, Chem-
istry, Moscow, 1984 (in Russian).

[13] B. Skytle, Jensen Acta Chem. Scand. 14 (1960) 927.
[14] R. Iler, The Chemistry of Silica, Willey-Interscience, New

York, 1979.
[15] F.A. Chmilenko, A.N. Baklanov, V.T. Chuiko, Khim.

Tekhnol. Vody. 12 (1990) 1039.
[16] S.G. Perry, R. Amos, P.I. Brewer, Practical Liquid Chro-

matography, Plenum Press, New York, 1974.
[17] N0 .H. Gilles, T.N. MacEwan, S.H. Nakhwa, D. Smith, J.

Chem. Soc. (1960) 3973.
[18] A.V. Kiseliov, V.I. Lygin, The infra red spectra of surface

compounds, Nauka, Moscow, 1972 (in Russian).
[19] N.N. Vlasova, N.K. Davidenko, V.I. Bogomaz, A.A.

Chuiko, Colloids Surf. A: Physicochem. Eng. Aspects 104
(1995) 53.

[20] O. Navratil, Collect. Czec. Chem. Com. 29 (1964) 2490.
[21] G.D. Brykina, N.S. Stepanova, T.A. Belyavskaya, Zh.

Anal. Khim. 37 (1982) 208.
[22] G.D. Brykina, T.V. Martchak, L.S. Krysina, T.A. Be-

lyavskaya, Zh. Anal. Khim. 38 (1983) 1463.
[23] G.S. Fomin, Water, Inspection of Chemical, Bacteriologi-

cal and Radiation Safety according to International Stan-
dards, Encyclopedical Handbook, Protector, Moscow,
1995 (in Russian).

[24] I. Yu. Andreeva, N.V. Komarova, S.V. Drogobuzhskaya,
Yu. E. Kazakevich, Zh. Anal. Khim. 51 (1996) 777.

[25] R.P. Pantaler, L.A. Egorova, L.I. Avramenko, A.B.
Blank, Zh. Anal. Khim. 51 (1996) 997.

[26] O.P. Shvoeva, V.P. Dedkova, A.G. Gitlits, S.B. Savvin,
Zh. Anal. Khim. 52 (1997) 89.

[27] S.A. Morozko, V.M. Ivanov, Zh. Anal. Khim. 50 (1995)
629.

[28] Chemicals reagents, Merck, KGaA, Darmstadt, 1999/
2000.

.



Talanta 49 (1999) 907–913

Low-level mercury determination with thiamine by
fluorescence optosensing

A. Segura-Carretero a, J.M. Costa-Fernández b, R. Pereiro b, A. Sanz-Medel b,*
a Department of Analytical Chemistry, Uni6ersity of Granada, 18071 Granada, Spain

b Department of Physical and Analytical Chemistry, Uni6ersity of O6iedo, Julián Cla6erı́a, 8, 33006 O6iedo, Spain

Received 9 November 1998; received in revised form 25 February 1999; accepted 1 March 1999

Abstract

A sensitive fluorescence optosensing method for the determination of Hg(II) in water samples is described. The
method, using a flow injection technique, is based on the immobilization on a non-ionic-exchanger solid support
(packed in a flow cell placed in a conventional fluorimeter) of the thiochrome formed by the oxidation of thiamine
with Hg(II) in a continuous flow carrier at pH 8.1. Experimental parameters such as the solid support, the carrier pH,
the thiamine concentration and the flow-rate were investigated to select the optimum operating conditions. The
proposed optosensor showed a relative standard deviation of +6 3.0% for ten replicates analysis of 100 ng ml−1 of
mercury(II). A detection limit of 3 ng ml−1 for mercury(II) was achieved for 4-ml sample injections. A detailed study
of interferences (possible elements present in natural waters) demonstrated that this optosensing method is virtually
specific for this metal, because it allows the determination of mercury in the presence of relatively large amounts of
other heavy metals and compounds present in natural waters, such as Mg(II) or Ca(II). The method was successfully
applied to the determination of Hg(II) in spiked samples of mineral, tap and sea water. © 1999 Elsevier Science B.V.
All rights reserved.

Keywords: Fluorescence; Mercury; Optosensing

1. Introduction

The determination of trace amounts of heavy
metal ions is of growing interest in several fields
including environmental analysis, process control,
biology, medicine, etc., and there is now a partic-

ular need for simple and fast field analytical tests.
In contrast to well-established laboratory meth-

ods, such as atomic absorption or emission spec-
trometry, mass spectrometry or voltammetry,
(bio)chemical sensors have attracted a great deal
of interest in the last decade because of their great
potential for in the field, in situ, continuous and
remote, if required, applications [1]. Fluorimetric
optical sensors are particularly suited for low-level
monitoring of heavy metals because of the intrin-
sic sensitivity of this detection technique. The
so-called ‘sensing phase’ consists of a reagent dye

* Corresponding author. Tel.: +34-98-510-34-74; fax: +
34-98-510-31-25.

E-mail address: asm@sauron.quimica.uniovi.es (A. Sanz-
Medel)
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immobilized in organic or inorganic solid ma-
trices. Photoluminescence of this sensitive layer
occurs when the analyte reacts with the dye on the
solid surface (solid surface luminescence) [2].

The combination of flow-injection analysis
(FIA) techniques with optically active surfaces,
having an immobilised indicator in a flow-through
cell, has been called ‘optosensing flow-injection
analysis’ [3], and has proved to offer important
advantages in the optical sensors field [4]. Particu-
larly, optosensing with luminescence detectors is
especially suited to combine with flow measure-
ments because of their high sensitivity and selec-
tivity, good precision, simplicity and low cost.
Moreover, flow injection methods allow direct
monitoring of analyte concentrations without any
sample pre-treatment, or, conversely, the conven-
tional on-line sample pretreatment needed is car-
ried out in an easy and fast way.

Mercury (Hg) is a very toxic element which is
of great environmental concern because it is wide-
spread in the lithosphere and water [5,6]. Few
publications on optical sensors for heavy metal
ions seem to be available [7] while optical sensors
for mercury are usually based on immobilized
absorptiometric dyes (reflectance changes of 4-
phenylazo-3-aminorhodamine (PAAR) [8] or ab-
sorbance changes of certain porphyrins [9–11] or
of neutral ionophors such as dithiocarbamates
[12] have been described). Also, the change of the
fluorescence of an amphiphilic immobilized ox-
acarbocyanine dye [13] has been used as an opti-
cal transducer for mercury. Unfortunately, these
sensors suffer from lack of selectivity to Hg(II)
over other toxic heavy metals such as Ag(I),
Cd(II) and Pb(II).

Moreover, biosensors have demonstrated their
potential for the detection of toxic heavy metals.
The inhibition effect of mercury on immobilized
horseradish peroxidase [14] and urease [15] was
employed to develop optical tests for Hg(II) and a
novel microbial biosensor has been described us-
ing a genetically modified firefly luciferase. It en-
ables the determination of Hg(II) with good
selectivity over Cd(II) and exhibits a sensitivity in
the picomolar concentration range [16]. A general
disadvantage of the biosensing approach, how-
ever, is their limited robustness in terms of opera-
tional stability compared to chemical sensors.

Very few conventional batch solution methods
for fluorimetric Hg(II) determination have been
described. They are based on the quenching effect
of Hg(II) on the fluorescence of rhodamine B [17],
on the catalytic effects of Hg(II) on the autoxida-
tion of 2,2%-dipyridylketone hydrazone [18] or on
the oxidation of thiamine to thiochrome which is
highly fluorescent [19]. This last method is highly
sensitive and selective to Hg(II) but requires a
reaction time of about 1 h before measurements
[17].

In the present paper, a fluorescence optosensor
for Hg(II) low levels determination is described. It
is based on the reaction of thiamine with Hg(II)
to form the highly fluorescent thiochrome in a
flow system, while the formed thiochrome is im-
mobilized on-line onto a solid support and its
fluorescence measured. The analytical perfor-
mance of the proposed optosensor for mercury
analysis is evaluated and its application to trace
analysis of Hg in mineral, tap and sea waters is
discussed.

2. Experimental

2.1. Materials and solutions

The selected reagent, thiamine, was provided by
Sigma-Aldrich (Steinheim, Germany) and used as
received. A stock solution of Hg(II) (1000 mg
ml−1) in HNO3 0.5 M was obtained from Merck
(Darmstadt, Germany). Working Hg(II) stan-
dards were prepared daily by appropriate dilution
of the stock solution.

The buffer carrier solution consisted typically
of 0.05 M di-sodium tetraborate decahydrate
(Merck)–HCl with a pH of 8.1.

Different types of solid supports were used to
immobilize the fluorophore, including Amberlite
XAD-2 and Amberlite XAD-4 (cross-linked co-
polymers of styrene and divinylbenzene), Amber-
lite XAD-7 (a cross-linked polymer of methyl
methacrylate), Kieselgel Davisil Typ 646 and
Kieselgel Merck Typ 10181 (non-ionic exchang-
ers), Dowex 50WX8-200 (a strongly cationic an-
ion-exchange resin) and the strongly basic
anion-exchange resin Dowex 1X2-200. All these
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Fig. 1. Schematic flow diagram of the system employed. A and B, valves; C, thermostatted water bath; D, cooling coil; E,
fluorescence flow cell.

solid supports were purchased from Aldrich
Chemical Co. (Gillinngham, Dorset, UK). The
possible solid support impurities were removed by
washing (first with ethanol, then with 2 M hy-
drochloric acid and finally with de-ionized water).

Analytical reagent-grade chemicals were em-
ployed for the preparation of all the solutions.
Freshly prepared ultrapure de-ionized water
(Milli-Q 3 RO/Milli-Q2 system, Millipore, UK)
was used in all experiments. Special care was
taken in the preparation and handling of solu-
tions and containers to minimize any possible risk
of Hg(II) contamination. Calibrated flasks were
left overnight in 10% (v/v) HNO3 (analytical
reagent grade) and rinsed with ultra-pure Milli-Q
water, to eliminate contamination, before use.

2.2. Instrumentation

Fig. 1 illustrates the optosensing FIA manifold
used. A four-channel Gilson Minipuls-2 peristaltic
pump was used to generate the flowing streams.
Omnifit 1106 rotary valves were used for sample
introduction (valve A in Fig. 1) and for elution of
the retained compound (valve B). Omnifit 2401
mixing T-piece, PTFE tubing (0.8 mm i.d.) and
fittings were used to connect the flow-through cell,
the rotary valves and the carrier solution
reservoirs.

A conventional Hellma flow-cell (Model
176.52) of 25 ml volume was used. At the bottom
of the flow cell, a small piece of nylon net was
placed to prevent particle displacement by the

carrier (see Fig. 2). The solid support was loaded
with the aid of a syringe and the other end of the
flow cell was kept free [20]. The cell was then
connected to the flow system and 10 min allowed
for the particles to settle. In order to ensure that
the compound first retained by the packing solid
material was in the light path, the resin level was
maintained 1 mm lower than that of the cell
window. The resin packed in this way could be
used for at least 4 weeks with satisfactory fluores-
cence readings.

A Shimadzu Model RF-5000 spectrofluorimeter
coupled to a data station (Shimadzu, Model DR-
15) was employed for all the fluorescence emission
measurements. Instrument excitation and emis-
sion slits were set at 5 nm and 2.5 nm,
respectively.

Fig. 2. Schematic diagram of the fluorescence flow cell em-
ployed. A: section view; B: front view.
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The pH measurements were made by using a
WTW pHmeter Model 139 (Wiss. Tech. Werk-
states, Weilheim) and a Radiometer GK-2401-C
combination glass–saturated calomel electrode.

2.3. General procedure

In the flow-injection system, a Hellma flow-
through cell with the solid support was placed in
the conventional sample compartment of the de-
tector (see Fig. 1). Sample or standard solutions
were injected via valve A (sampling volume 4 ml)
into the carrier stream at a flow rate of 1.2 ml
min−1. This stream was mixed with the thiamine
solution in a T-piece and passed through the
reaction coil C (1 ml volume) which was im-
mersed in a thermostatted water bath to increase
the kinetics of the thiamine oxidation. A cooling
coil of 0.5 ml (D) was used to decrease the flow
temperature to the room temperature. Finally, the
thiochrome formed went through the flow cell (E)
where it was retained on the packed resin. The
high fluorescence emitted by the thiochrome, re-
tained on the solid support, was measured at the
spectral maxima of 380 nm for excitation and 430
nm for emission.

Once the fluorescence measurement was taken,
2 ml of 0.1 M HCl was injected via valve B (to
strip the thiochrome retained on the solid phase),
before proceeding with the next sample injection.
Typical flow-injection fluorescence signals versus
time were taken and measured.

3. Results and discussion

3.1. Selection of solid support

The solid support for flow-injection solid sur-
face fluorescence optosensing should be ideally
translucent, so that reflected or absorbed light
entering or leaving the probe would be negligible.
In our case, the fluorescence intensity of the
thiochrome was influenced by the nature of the
solid support onto which this fluorophore was
adsorbed. The interactions between the solid sup-
port and the thiochrome, that resulted in observa-
tion of fluorescence, were studied for different

Table 1
Selection of solid support (Hg(II) concentration of 100 ng
ml-1)

Resin type (particle size Relative fluorescence net
signal0.160-0.080 mm)

48Amberlite XAD-2
Amberlite XAD-4 100
Amberlite XAD-7 26
Kieselgel Davisil Typ 646 1
Kieselgel Merck Typ 10181 1

5Dowex 50WX8-200
Dowex 1X2-200 2

commercial polymeric resins. Table 1 shows the
fluorescence intensities observed for thiochrome
immobilized onto seven different solid supports.

The immobilization of thiochrome onto solids
such as Amberlite XAD-2, Amberlite XAD-4,
Amberlite XAD-7, Kieselgel Davisil Typ 646 and
Kieselgel Merck Typ 10181 (all non-ionic ex-
changers) should be through hydrophobic interac-
tions. Using ionic resins (Dowex 1X2-200 or
Dowex 50WX8-200) the main interaction with the
adsorbed thiochrome molecules should be mainly
via electrostatic interactions between the charged
groups of the compound and the ionic moieties of
the resins. As can be seen from Table 1, the
highest fluorescence net intensities for a given
amount of Hg(II) introduced in the FIA system
(Fig. 1) were obtained when using Amberlite
XAD-4.

Different particle sizes of the packed resins
were also assayed by using several sieves to select
particles sizes. Three ranges were assayed: 0.160–
0.080 mm, 0.080–0.063 mm and 0.037–0.063 mm.
The best results were achieved when using parti-
cles with diameters between 0.080–0.160 mm.
Thus this particle size range was selected for
further packing of the cell in analytical
measurements.

3.2. pH and thiamine concentration

The pH of the carrier influences the kinetics of
the oxidation reaction Hg(II)+ thiamine and,
therefore, the observed fluorescence signal. The
observed effect of variations in the pH of the
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Fig. 3. Effect of pH on the fluorimetric signal of Hg. Hg(II)
concentration of 100 ng ml-1. lex and lem of 380 and 430 nm,
respectively. Slits: 5 nm for excitation and 3 nm for emission.

Fig. 5. Effect of flow rate on the fluorimetric signal (�) and the
response time (�). Experimental conditions as in Fig. 3.

and on the time elapsed between sample injection
and measurement. From such results, a compro-
mise flow-rate of 1.2 ml min−1 was selected for
further experiments.

Different reaction coil lengths (from 0.75 to 2
ml volumes) were studied at the selected flow
rate. It was observed that the fluorescence signal
gives a maximum for a coil length of 1 ml when
this is placed into a water bath at 80°C. The
temperature of the water bath used to heat the
reaction coil was also investigated and before
reaching 80°C the observed fluorescence signals
increased with temperature up to a plateau was
reached. Temperatures higher than 80°C did not
show any further increase of signals.

Finally, elution of the formed thiochrome, ad-
sorbed on the solid support, was studied by us-
ing HCl, at different concentrations, as stripping
agent. Regeneration of the reagent phase can be
accomplished by passing 2 ml of 0.1 M HCl
which washed out the immobilized thiocrome
rapidly and completely from the resin ion-ex-
changer.

3.4. Interferences

Following the described procedure, the effect
of foreign elements (typical in natural waters)
over the response of the optosensor for mercury
was studied. The potential interferences were
added to a standard mercury solution containing
100 ng ml−1 of the analyte and their effect on
the Hg(II) fluorescence signal was investigated.

carrier (pH range 5.5–10.5) on the analytical sig-
nal is shown in Fig. 3. As can be seen, the
highest analytical signal was obtained in the in-
terval from pH 7.8 to 8.5 and so a pH of 8.1
was selected for subsequent studies.

The observed effect of thiamine concentration
in solution has been plotted in Fig. 4. For con-
centrations of thiamine above 1.5×10−6 M a
sharp decrease of the fluorescence was observed,
probably due to ‘inner filter’ effects on the solid
surface. Thus, a final thiamine concentration of
9×10−7 M was selected for subsequent work.

3.3. Conditions of the flow-system

The influence of the carrier flow-rate was also
investigated over the range 0.6–2.5 ml min−1.
Fig. 5 shows the observed effects of flow rate,
both on the relative net fluorescence intensity

Fig. 4. Effect of thiamine concentration on the fluorimetric
signal. Experimental conditions as in Fig. 3.
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The influence of adding increasing amounts of
NaCl (a major component in sea water) on the
Hg signal was investigated first and the results
showed that Na:Hg ratios up to 15 000 (maximum
level tested) did not affect the Hg signal. For
calcium and magnesium, tolerance ratios ‘interfer-
ence:Hg(II)’ of 1000 were observed.

The most serious effect was due to Fe3+and
Cu2+, which quenched the luminescence of the
thiochrome very efficiently at ratios higher than
10:1. Fortunately, interference from such cations
can be easily overcome by removing Fe3+and
Cu2+ in an ‘in-line’ mini-column (e.g. packed
with the 8-hydroxyquinoline derivative Kelex 100
immobilised on Amberlite XAD-7) as described
previously [21].

Other metals (Cd2+, Pb2+, Mn2+, Co2+)
which could be present in natural waters at low
levels did not interfere the proposed determina-
tion of mercury even at 100:1 ratios.

3.5. Analytical performance characteristics

Fig. 6 shows the observed effect of sample
volume injected on the analytical signal. As can
be seen, the higher the sample volume the higher
the relative net signal intensity. However, consid-
ering that higher volumes give also rise to higher
response times, a compromise sample volume of 4
ml was chosen. With the proposed method, it is
possible to analyse 12 samples per hour, when
using 4 ml sample injection volumes.

Analytical performance characteristics of the
proposed method were evaluated under selected
optimum conditions. Calibration graphs were pre-
pared from the results of triplicate 4 ml injections
of Hg standard solutions of increasing concentra-
tion and proved to be linear from 10 to 150 ng
ml−1 of Hg(II). The detection limit, calculated as
the concentration of mercury which produced an
analytical signal three times the standard devia-
tion of the blank signal, was 3 ng ml−1 of Hg and
the precision of the proposed flow-through fluori-
metric optosensor, evaluated as the R.S.D. of ten
replicates of a sample containing 100 ng ml−1 of
Hg(II), was +6 3.0%.

3.6. Analysis of real samples

The usefulness of the proposed method was
evaluated for the determination of mercury(II) in
mineral, tap and sea water samples by following
the general procedure described in Section 2.

Mineral and tap waters (in which Hg(II) con-
centration was not detectable with the proposed
method) were spiked with Hg(II) at different con-
centration levels and analyzed with the proposed
optosensor. No other previous pretreatment was
required for these water samples. The results ob-
tained are collected in Table 2 and show good
agreement between the expected and found
values.

Sea water samples from Gijón bay (Asturias)
were filtered and analyzed without any other pre-
vious treatment of the samples. As no fluorimetric
Hg signals were obtained from such waters, they
were spiked in the laboratory with Hg(II) at two
different concentration levels and then analyzed
with the proposed FIA–optosensing system. Re-
sults showed poor recoveries: 68% for an addition
of 150 ng ml−1 of Hg(II) and 62% for an addition
of 90 ng ml−1 of Hg(II). At the same time, a
darkening of the solid support was observed after
passing the sea water sample. Therefore, the
spiked sea water samples were first filtered (by
passing them through an Omnifit column, 50 mm
long and 3 mm inner diameter, packed with the
anionic-exchange resin Dowex 1X2-200, at a flow
rate of 0.4 ml min−1) in order to remove oils and
other organic impurities present in such sea wa-

Fig. 6. Effect of sample volume on the analytical signal (") and
the response time (
). Experimental conditions as in Fig. 3.
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Table 2
Recovery study of spiked Hg(II) in mineral, tap and sea waters

Hg(II) spiked (ng ml-1) Hg(II) recovered (ng ml-1) Recovery (%)Sample

60 64.592.5 107.5Mineral water 1
101.0101.093.0Mineral water 2 100

130 127.891.6Mineral water 3 98.3
45 46.391.6Tap water 1 102.9

58.492.6 97.360Tap water 2
80 78.092.7Tap water 3 97.5

54.592.9 109.0Sea water 1 50
90 90.893.6Sea water 2 100.9

120 114.693.5Sea water 3 95.5

ters. These impurities adsorbed on the Amberlite
XAD-4 resin would be responsible for the inter-
ferences observed on the Hg(II) determination (by
decreasing the desired adsorption of the formed
thiocrome). The resin-filtered sea water samples
were then analyzed, with clearly improved recov-
eries (around 80%). In order to improve further
such Hg recoveries, sea water samples were then
diluted 1+1 with de-ionized water. Such diluted
samples analyzed with the proposed optosensor
provided excellent Hg(II) recoveries as demon-
strated by the results given in Table 2.
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Abstract

A method for the speciation of selenium (IV) based on solid-phase spectrophotometry (SPS), has been developed.
In acidic conditions selenium (IV) oxidizes potassium iodide and the I3

− forms an ionic association with Rhodamine
B (RB) which is fixed on a dextran type lipophilic gel. The gel phase absorbances at 590 and 800 nm are measured
directly, and allows for the determination of selenium (IV) in the range of 0.7–18.0 mg l−1, with a relative standard
deviation (RSD) of 2.8%. The method has been applied to the determination of Se(IV) in natural waters. © 1999
Elsevier Science B.V. All rights reserved.

Keywords: Solid-phase spectrophotometry; Selenium (IV) speciation; Natural waters

1. Introduction

The speciation of the oxidation states of sele-
nium, namely selenium (IV) and selenium (VI), is
necessary for elucidation of its distribution, mobi-
lization and toxicity in environmental waters, spe-
cially taking into account the small difference
between its essential and toxic levels and the wide
distribution of this non-metallic element.

The usual techniques used in these studies in-
cluded absorption spectrometry using both hy-
dride generation in a quartz furnace and
electrothermal atomization [1], differential pulse

cathodic stripping voltammetry [2], high-perfor-
mance liquid chromatography (HPLC) with on-
line detection by inductively coupled mass
spectrometry or flame atomic absorption spec-
trometry [3] and capillary electrophoresis [4]. The
lack of enough sensitivity and selectivity of some
of the methods used requires a preconcentration
step, such as coprecipitation [5], adsorption on
XAD-resin [6] or iron (III)-loaded Chelex-100
resin [7], functional resin [8,9], activated carbon
[10,11], thiol cotton [12] and extraction [13],
among others.

In this paper an attempt is made to try to solve
the problem using solid phase spectrometry (SPS),
a group of hybrid analytical techniques that com-
bine two operational aspects of the analytical
process, the sorption or fixation of the analyte or
a derivative product on a solid phase from a
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solution, and the subsequent measurements of
any appropriate optical property (UV-Vis spec-
trophotometry [14], spectrofluorimetry [15], spec-
trophosphorimetry [16] and photoacoustic
photometry [17]) directly in the solid phase.

The fixation of the analyte in the solid phase
prior to the measurement of the analytical sig-
nal, provides a series of advantages, with a no-
ticeable an increase in the sensitivity as
consequence of the preconcentration process
and, many times, a high selectivity as a conse-
quence of the selective fixation of the analytes in
the appropriate solid support, derived from its
differences in charge or polarity [18]. The right
selection of solid support taking into account
the chemical properties of the analyte or its
derivative and the optical properties of the
whole is the key factor in SPS methods.

The solid phases used in SPS are mostly or-
ganic solid particles of diverse granulometry and
composition, specially adsorbents or ion ex-
changers. Among the first, silica gel or modified
silica (i.e. C-18 silica gel) and polydextran gels
(Sephadex) and as exchangers, cationic or an-
ionic exchangers coming from styrene or
polydextran type. As can be seen these solids
are of hydrophilics nature, except C-18 silica. In
this paper the use of an organic lipophilic solid
support to retain the derivative that originates
the analytical signal is explored.

The selenium (IV) oxidation of iodide to triio-
dide and back formation of an ionic association
with Rhodamine B (RB) that is fixed in a
lipophilic dextran type gel give us a way to spe-
ciate selenium (IV) at mg l−1 level. The pro-
posed method has been satisfactorily applied to
the determination of selenium in water samples.

2. Experimental

2.1. Apparatus and software

A Perkin Elmer model Lambda 2 spectropho-
tometer interfaced to an IBM SX-486 micro-
computer for the spectral acquisition and
subsequent manipulation of experimental data.
Furthermore, an Agitaser 2000 rotating bottles

agitator (Tecnotrans, Barcelona, Spain), a desk
centrifuge (URA Technic 2610, Barcelona,
Spain) and a Crison Model 501 pH-meter
(Crison Instruments, Barcelona, Spain) were
used with a combined glass-saturated calomel
electrode. The absorbance measurements were
carried out in two matching glass cells (Hellma,
type 100, Müllheim, Germany) with a 1 mm
path length. For the treatment of the spectral
data the following programmes were used:
PECSS software v.4.2, Perkin Elmer, Ueberli-
gen, Germany, 1992 and the Data Leader Soft-
ware Package, Beckman, Fullerton, CA, 1987.

2.2. Reagents

Stock solutions of (1000 mg l−1) selenium
(IV), (Titrisol Merck) as SeO2 in nitric acid 0.5
M. The working solutions were obtained by di-
lution with HNO3 solution until a 6.3% of
HNO3 was obtained. Other reagents included:
RB, 1.29×10−3 M aqueous solution (Carlo
Erba), this solution stored in dark bottle re-
mains stable for 1 week; potasium iodide 1 M
and hydrochloric acid (HCl) 4 M (both
Aldrich).

The lipophilic Sephadex LH-20 gel (mesh 25–
100 mm) (Sigma, St. Louis, MO) in its original
dry state without pretreatment was used as solid
support.

All reagents were of analytical-reagent grade
unless stated otherwise. Reverse osmosis quality
water was used throughout and all experiments
were carried out at room temperature.

2.3. Absorbance measurements

The absorbance (really attenuation) of the
ionic pair sorbed in the gel was measured in a 1
mm cell at 590 nm (corresponding to the ab-
sorption maximum of the derivative) and 800
nm (the latter is in the 700–850 nm range,
where only the gel ‘absorbs’ light), and com-
pared with a 1 mm cell packed with gel equili-
brated with blank solution. The net absorbance
was calculated by difference as in a previous
report [19].
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2.4. Procedures

(A) For 100 ml final volume, an appropriate
volume of sample containing 5.0–120.0 mg l−1

(0.5–12.0 mg) of selenium (IV) was transferred
into a 100 ml flask and then 4 ml of 4 mol l−1

HCl and 4 ml of 1 mol l−1 KI were placed
levelling off to the mark with water. After stand-
ing for 15 min in the dark, the solution was
transferred to a 1 l polyethylene bottle, adding 0.8
ml of 2.67×10−4 mol l−1 Rodamine B solution
and 60 mg of Lipophilic Sephadex LH-20 (25–
100 mesh) gel.

The mixture was stirred mechanically for 5 min
and the coloured gel was collected by filtration
under suction and, using a little pipette, packed
into a 1 mm cell together with a small volume of
the filtrate. The cell was centrifuged at 2500 rpm
for 30 s. A blank solution containing all the
reagents except selenium was prepared and
treated in the same way as the sample. The ab-
sorbance difference between sample and blank,
measured as described under ‘absorbance mea-
surements’, provides an estimation of the net
absorbance.

(B) For 500 ml final volume, an appropriate
volume of sample containing 1.1–26.0 mg l−1

(0.5–13.0 mg) of selenium (IV) was transferred
into a 500 ml flask, using amounts of reagents
increased by a factor of 5 and a constant amount
of gel. The stirring time was 20 min, following the
same steps as indicated above.

(C) For 1000 ml final volume, an appropriate
volume of sample containing 0.7–18.0 mg l−1

(0.7–18 mg) of selenium (IV) was transferred into
a 1000 ml flask, using amounts of reagents in-
creased by a factor of 10 and the same amount of
gel. The equilibration time was 35 min, operating
as indicated below.

The calibration graphs were constructed in the
same way, using selenium solution of known
concentration.

2.5. Treatment of samples

The natural water was preserved with concen-
trated HNO3 (0.25 ml/1000 ml), filtered through a
0.45 mm membrane filter (Millipore) and collected

in a polyethylene container carefully cleaned with
nitric acid. The samples were stored at 4°C until
analysis. The analyses were performed with the
least possible delay. The usual general precautions
were taken to avoid contamination [20].

2.6. Distribution measurements

Rodamine B, HCl solution, KI and 60 mg of
Sephadex LH-20 gel were added to a 500 ml
aqueous solution containing 0.126 mmol of Se(IV).
After 30 min of equilibration, the gel was sepa-
rated by filtration under suction. The ionic pair
concentration in the coloured gel was determined
as described in the 500 ml procedure. Subse-
quently the aqueous phase was treated in the
same way with a further batch of gel and the ionic
pair remaining in the aqueous phase was mea-
sured as before. The distribution ratio, D (mmol of
ionic pair sorbed per gram of resin/mmol of ionic
pair per ml of solution), was calculated in the
usual way from the initial and equilibrium con-
centrations in the solution. An average value of D
of (2.0090.26)×105 ml g−1 was obtained from
four replicate experiments.

3. Results and discussion

3.1. The fixation of rhodamine and its ionic pair

Selenium (IV) oxidizes iodide in a weak acid
medium to iodine, which in aqueous solution is as
a triiodide complex. In the presence of the
cationic xanthene dye RB a less soluble violet
ionic pair is formed, according to the equations:

SeO3
2− +6H+ +6I−�2I3

− +Se+3H2O

I3
− +RB+� [RB+][I3

−]

It was found that the ionic pair is not fixed on
ion-exchangers as QAE or DEAE Sephadex anion
exchangers, as well as in the cation exchangers
(SP) or hydrophilics adsorbents as G-25 Sep-
hadex. On the contrary, the ionic pair was
strongly fixed in lipophilic Sephadex (hydrox-
ypropyl beaded dextran) as indicated by its distri-
bution ratio of (2.0090.26)×105 ml g−1, giving
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a red colour with an absorption maximum at 590
nm, compared with 580 nm observed in solution.
RB at pH 3 and when selenium is not present,
was less strongly fixed in the lipophilic Sephadex
showing an absorption maximun at 564 nm (552
nm in aqueous solution [21]) (Fig. 1).

3.2. Optimization of 6ariables

3.2.1. HCl concentration
From hydrochloric acid, phosphoric acid and

sulphuric acid, the first gave the highest ab-
sorbance and stability. Optimum HCl concentra-
tion for the formation and fixation of the species
falls in the range 0.12–0.18 M. At concentrations
higher than 0.18 M and lower than 0.12 M the
absorbance decreases significantly. The working
HCl concentration selected for the formation and
fixation of the ion-association in the gel phase is
0.16 mol l−1. The optimum HCl concentration is
the same for all sample volumes studied. It should
be pointed out that the optimum acidity in the gel
phase is lower than in homogeneous solution
(0.32 M) [21].

An increase in the ionic strength decreases the
absorbance, an effect that may be attributed to
the competition of the other ions in the ion-pair
formation.

3.2.2. Rodamine B and iodide concentrations
Absorbance increases together with Rodamine

B concentration and the optimum values are ob-
tained for concentrations of RB between 1.86×
10−6 and 2.4×10−6 mol l−1 (for 500 ml sample)
decreasing immediately after. Consequently, a 14
[RB]/[Se] ratio was chosen for 500 ml. However,
for 100 and 1000 ml, 1 and 8 ml of RB solution
2.67×10−4 M were recommended, respectively,
using the same molar ratio. Working with the
optimum Rodamine B concentration, a maximum
absorbance value in the range 0.035–0.05 M was
observed for potassium iodide concentration. In
the standard procedures 4.0×10−2 M was se-
lected as optimum.

3.2.3. Other experimental conditions
For the optimum development of the ion-asso-

ciation, 15 min was necessary before equilibration
with the gel. The optimum stirring time depended
on the sample volume. Stirring times of 5, 20 and
35 min were necessary for 100, 500 and 1000 ml,
respectively. The fixed species is stable for at least
1 day after equilibration. As the centrifugation of
the gel into the measurement cell increases the
signal and decreases its fluctuation a centrifuga-
tion time of 0.5 min at 2500 rev min−1 (25 g) was
used here. The use of a large amount of resin
lowered the absorbance as usual [19], conse-
quently only the amount required to fill the cell
and to facilitate handling was used for all the
measurements (60 mg). The order of addition
used here was: selenium+HCl+KI+RB+solid
phase.

3.3. Analytical data

The analytical parameters are summarized in
Table 1. The reproducibility was established for
the proposed method by measuring the selenium
concentration for 100 , 500 and 1000 ml sample
solutions with a Se(IV) concentration of 50, 16
and 6 ng ml−1, respectively. For ten determina-
tions, the relative standard deviation (RSD) was
2.0, 2.3 and 2.8%, respectively. It was possible
verifying that one of the main contributions to the
RSD comes from the variability of the packing of
the gel. Because of this, reproducibility is im-

Fig. 1. Net absorption spectra of ion-association (blank as
reference). (A) Gel spectrum [Se(IV)]=26 mg l−1; [KI]=0.04
M; [RB]=2.13×10−6 M; [HCl]=0.16 M; lipophylic Sep-
hadex=60 mg; stirring time=20 min; sample volume=500
ml. (B) Solution spectrum [Se(IV)]=100 mg l−1; [KI]=0.08
M; [RB]=8×10−5 M; [HCl]=0.32 M.
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Table 1
Analytical parameters

Volume of sample systemParameter

1000 ml500 ml100 ml

−0.012 −0.010 −0.012Intercept
0.008 0.037Slope 0.052

1.1–26.0 0.7–18.05.0–120.0LDR (mg ml−1)
0.9986 0.9991Correlation 0.9996

coefficient
4.1 1.1Detection limit 0.7

(K=3) (mg ml−1)
3.6 2.5Determination limit 13.7

(K=10)
(mg ml−1)

2.0 2.8RSD (%) (n=10) 2.3

Table 3
Effect of foreign ions in the determination of 12 mg l−1 of
selenium (IV)

Foreign ion or species Tolerance level (mg l−1)

Cl−, K(I), Na(I), Be(II), Mn(II) \5000
5000NO3

−, SO4
2−

SiO3
2− 3000

Ca(II), Mg(II), Co(II), CDTA 2000
Cr(III) 800
PO4

3−, Zn(II), W(VI) 250
Pb(II) 150
F−, Mo(VI), EDTA 100
Te(IV) 80
Hg(II) 25
Cd(II), Ascorbic acid 12

5Bi(III)
S2−, Cu(II), Fe(III) B1

proved if the cells packed with the gel phase are
centrifuged before spectrophotometric measure-
ments are taken. With centrifugation for 0.5 min
at 2500 rpm before the absorbance measurements
were carried out, the RSD decreased and the
absorbance values increased about a 10%.

The sensitivity, expressed as molar absorptivity,
of the proposed methods, is compared with that
of spectrophotometric procedures cited in the lit-
erature (Table 2). It is shown that the increase in
sensitivity obtained with the proposed method is
substantial, especially in relation to the solution
methods using the same reagent.

The increase in sensitivity with the sample vol-
ume taken for analysis can be calculated by mea-
suring the absorbance of gel equilibrated with
different volumes of solutions containing the same
concentration of Se(IV) and a proportional
amount of the other reagents. In practice, the
increase in the absorbance with the sample vol-
ume can also be predicted from the slope of the
calibration graphs. The sensitivity ratios (S) for
the samples analyzed here are: S1000/500=1.4;
S1000/100=6.5 and S500/100=4.6.

The S.D. of the background absorbance mea-
sured for the blank, which is necessary for the
estimation of the IUPAC detection limit (K=3),
was taken as the average of ten determinations
and noted as RSD units. Values calculated for the
100, 500 and 1000 ml samples were 90.011,
90.013 and 90.016, respectively (Table 1).

3.4. Effect of foreign ions

A study of interference effects was carried out
for cations and anions, in amounts ranging up to
5000 mg l−1, with 6 mg of selenium. Ions were
considered as not interfering if they produced an
error less than 95% in the determination of the
analyte. The tolerance limits for the ions studied
are shown in Table 3. The interference level is
lower than the solution method [21] for the ions
assayed. The most serious interferences are caused

Table 2
Comparison of sensitivities for spectrophotometric selenium
methodsa

Molar absorptivity (×104Reagent Reference
l mol−1 cm−1)

0.17SnCl2 [22]
1.02DAB [23]

J-acid 1.48 [24,25]
7.0Dithizone [26]

19.7Rhodamine B-I− [21]
[27]64.0Thiocyanate-BR

612 This paperProcedure 100 ml
Procedure 500 ml This paper2868
Procedure 1000 ml This paper4001

a J-acid, 6-amino-1-naphtol-3-sulphonic acid; DAB, 3,3%-di-
aminebenzidine; BR, butylrhodamine.
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Table 4
Recovery study for Se(IV) in natural waters

Average recovery (%)Total Se(IV) found (mg l−1)Mineral watera Se(IV) in sample (mg l−1) Se(IV) added (mg l−1)

3.00 101.03.030.00Ortigosa del
Monte

97.84.400.00 4.50
98.62.963.000.00Lanjaron

5.62 102.20.00 5.50
2,94 98.0Fuente Liviana 0.00 3.00

6.00 5.860.00 97.7
3.00 6.33 102.73.25Solan de Cabras

9.40 102.53.25 6.00
9.00 12.15 98.93.25

a Sample volume 500 ml levelled off to 1000 ml. Standard addition calibration graph method. The data represent the average from
three determinations.

by ions which may oxidize I− to I3
− under the

experimental conditions, such as Cu(II), Fe(III);
ions which may reduce Se(IV) or I−

3 such as S2−

or ascorbic acid and, finally, ions which may form
anionic complexes able to form ion-associates with
RB, such as Bi or Cd.

3.5. Applications

The proposed method has been applied to the
determination of selenium in mineral waters by the
standard additions method. Due to the presence of
interfering ions in waters, a previous treatment to
eliminate those ions using a cationic exchanger was
developed (1 g for 2 l of water; Sephadex CM C25;
exchange capacity 5.3 meq g−1). Water and ion
exchanger were equilibrated for 20 min, then the gel
was separated by filtration and the selenium con-
tent determined in the water, as described in the
standard procedure. The method used was the
general procedure for the 1000 ml sample system
and the selenium contents in three natural water
samples (Ortigosa del Monte (Segovia), Lanjarón
(Granada) and Fuente Liviana (Cuenca), all from
Spain), selected because its different mineralization
level, were lower than the determination limit of the
method. The selenium content in other natural
water (Solan de Cabras, also from Spain) was 3.25
mg l−1. To check the accuracy of the proposed
method in selenium analysis in water, a recovery

study was carried out in the waters mentioned
above. To do so, different amounts of Se(IV) were
added to water samples, obtaining a recovery
acceptable in the standard conditions established.
Table 4 shows the results obtained for all water
samples.
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Abstract

More than 70% of the earth surface is covered by water bodies. Marine pollution is associated with the discharge
of oils, petroleum products, sewage agricultural wastes, pesticides, heavy metals, waste substances and dumping of
radioactive waters in sea. This in turn results in hazards to human health, hindrance to aquatic organisms and
impairment of quality for use of sea water. Sea water is reported to contain iodine but the concentration varies
according to the location and depth. Here a simple and sensitive method is described for the determination of iodine
using leucocrystal violet as a reagent in different samples of sea water. The method is based on the oxidation of iodine
to iodate with bromine water and the liberation of free iodine from the iodate by addition of potassium iodide in
acedic medium. This iodine selectively oxidises leucocrystal violet to form the crystal violet dye. Beer’s law is obeyed
over the concentration range of 0.04–0.36 ppm of iodine at lmax 592 nm. The dye was further extracted in
chloroform. The extracting system obeys Beer’s law in the range of 0.008–0.08 ppm at lmax 588 nm. © 1999 Elsevier
Science B.V. All rights reserved.

Keywords: Colorimetric method; Iodine; Marine water

1. Introduction

Iodine is an essential element in nutrition.
Iodine and its compounds are used in analytical
chemistry, medicine, photography and in the
making of dye stuff and numerous organic com-
pounds. It is liberated from its salts by the action
of oxidising agent and purified by sublimation.
Formally obtained from the ash of seaweed, it is
now obtained chiefly from the mother liquors

remaining in the preparation of chille saltpetre or
from natural occurring brines in the US [1].

For the prevention of endemic goitre iodides
are added to the table salt, but chronic intoxica-
tion including irritation and nervousness have
been seen from the ingestion of excessive amount
of iodides. The ingestion of iodine may cause
occurrence of fatal poisoning due to nitrogen
retention and anuria. Inhalation of iodine vapour
acts as an irritant causing a rapidly developing
pulmonary oedema [2,3]. Its industrial exposure
shows lacrymation and burning sensation in the
eyes, blepharitis, rhinitis, catarrhal, stomatitis and
chronic pharyngitis. The threshold concentration* Corresponding author. Fax: +91-771-428-824.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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for iodide is 0.1 ppm or 1 mg m−3 in air as
adopted by the American Conference of Govern-
mental Industrial Hygienists [1,4,5].

Due to its importance, various instrumental
methods such as high-performance liquid chro-
matography (HPLC) [6], gas chromatography
(GC) [7], GC/mass spectrometry (MS) [8], neu-
tron activation analysis [9], voltametry [10],
Plasma MS [11] etc. have been reported for the
determination of iodine in various environmental
and biological samples. A number of spectropho-
tometric methods are reported in the literature
[12–19]. Some of the methods lack sensitivity and
are based on catalytic reactions [12] in which Hg
(II) seriously interferes even in traces [13].

Other methods using different reagent, i.e. neu-
tral red [14], Ce(SO4)2 [15] etc. are also reported
for the spectrophotometric determination of
iodine but these methods suffer from drawbacks
such as instability of colour, insufficient, sensitiv-
ity, absorbance variation of the blank, interfer-
ences from foreigns ions etc.

In the present communication, a simple, sensi-
tive and non catalytic method is proposed for the
determination of iodine in different samples.
Iodine is oxidised to iodate with saturated
bromine water. In acedic medium the iodate is
treated with potassium iodide to liberate free
iodine. This iodine selectively oxidises leucocrystal
violet to form crystal violet dye which shows
maximum absorbance at 592 nm. The dye was
further extracted in chloroform. The clear organic
layer was separated and transferred quantitalively
into a graduated tube and was made up to 10 ml.
The absorbance of this extraction system was
measured at 588 nm against the reagent blank.
Beer’s law was obeyed in the concentration range
of 0.04–0.36 ppm in aqueous system and 0.008–
0.08 ppm in extraction system.

2. Experimental

2.1. Apparatus

All spectral measurements were made with sys-
tronics UV-VIS 108 spectrophotometer. Systron-
ics pH meter model 331 was used for pH
measurement.

2.2. Reagents

2.2.1. Iodine stock solution
Stock solution of iodine of 1 mg ml−1 was

prepared in 30% ethanol. The working standard
solution was prepared by the appropriate dilution
of stock with water.

2.2.2. Bromine water
A saturated solution of bromine water was

prepared daily.

2.2.3. Formic acid
Aqueous solution (50%) was used.

2.2.4. Potassium Iodide
Aqueous solution (0.1%) was used.

2.2.5. Leucocrystal 6iolet (Sigma, St. Louis, MO)
To a 1 l volumetric flask 200 ml of water, 3 ml

of 85% phosphoric acid and 250 mg of leucocrys-
tal violet, i.e. 4,4%,4%%-methylidynetris (N,N %-
dimethylaniline) (CH[C6H4N(CH3)2]3) were added
and shaken gently until the dye gets dissolved.
The content of the flask was then diluted to 1 l
with water.

2.2.6. Sodium hydroxide
Aqueous solution (0.5 M) was used.

2.3. Procedure

To an aliquot containing 1–9 mg of iodine, 0.5
ml of bromine water was added and shaken for 2
min. The excess of bromine was removed by the
dropwise addition of formic acid. To this 1 ml of
potassium iodide and 1 ml of leucocrystal violet
were added. The pH of the solution was adjusted
between 4.5 and 5.5 with the use of sodium hy-
droxide. The contents were diluted to 25 ml with
water and kept for about 25 min for complete
colour development. The absorbance was mea-
sured at 592 nm against the reagent blank.

The aliquot containing 0.8–8 mg in 100 ml of
deionised water was taken. The dye was devel-
oped from the above procedure. The dye was
further extracted in chloroform. The clear organic
layer was separated and transferred quantitatively
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into a graduated tube and was made up to 10
ml. The absorbance of this extraction system
was measured at 588 nm, against the reagent
blank.

3. Results and discussion

3.1. Spectral characteristics

The absorption spectrum of the dye formed
shows maximum absorbance at 592 nm. The
reagent blank showed negligible absorbance at
this wavelength.

3.2. Adherence to Beer’s law, molar absorpti6ity
and Sandell’s Sensiti6ity

Beer’s law was obeyed over the concentration
range of 1–9 mg (0.04–0.36 ppm) of iodine in a
final solution of 25 ml in aqueous system. The
molar absorptivity and sandell’s sensitivity were
found to be 2.82×105 l mol−1 cm−1 and
0.00045 mg cm−2 for iodine in aqueous phase.
In extraction system Beer’s law obeys over the

range of 0.8–8.0 mg in 100 ml solution (0.0008–
0.08 ppm). The molar absorptivity and Sandell’s
sensitivity were found to be 1.01×106 l mol−1

cm−1 and 0.00012 mg cm−2, respectively.

3.3. Effect of reagent concentration

It was found that 0.5 ml bromine water, 1 ml
of potassium iodide and 1 ml of leucocrystal
violet were sufficient for complete colour reac-
tion. For the removal of excess of bromine two
to three drops of formic acid was sufficient. It
was found that on increasing the amount of
formic acid the sensitivity decreased (Fig. 1).

3.4. Effect of time and temperature

It was observed that 2 min were sufficient for
the oxidation of iodine. Free iodine was liber-
ated immediately in acedic medium. Full colour
development required 25 min. It was found that
35–45°C was the most suitable temperature for
the colour reaction. The temperature was ob-
tained by keeping the solution in a thermostat
maintained at 45°C. At lower and higher tem-

Fig. 1. Effect of amount of bromine water and potassium iodide on colour reaction.
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Fig. 2. Effect of temperature and time on colour reaction.

Fig. 3. Effect of pH on colour reaction.

perature the colour intensity gradually decreased
(Fig. 2).

3.5. Effect of pH

Under optimum conditions pH of 4.5–5.5 was
found to be the best for the formation of crystal
violet from leucocrystal violet. Above the pH 5.5

stability and the sensitivity of the colour was
severely affected (Fig. 3).

3.6. Stability of colour

The crystal violet dye formed was stable for
several days under optimum conditions.
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Table 1
Effect of foreign speciesa

Foreign species Tolerance limitb (mg/25 ml)

SO4
2−, PO4

3− 62 500
50 000NO3

−

37 500HCO3
−, phenol

Cd2+, Sr2+, Ba2+, Ca2+, 31 250
Fe3+

Zn2+, Al3+ 25 000
21 250Co2+, Cu2+

20 000Pb2+, Sn4+

6250Br−, Cl−

Hg2+, Mn2+ 625

a Concentration of iodine 4.5 mg/25 ml, 0.18 ppm.
b The amount causing 2% error in absorbance values.

3.8. Effect of foreign species

The validity of the method was assessed by
investigating the effect of common foreign species
in the analysis of iodine. The tolerance limit val-
ues of different foreign species in a solution con-
taining 4.5 mg per 25 ml of iodine are given in
Table 1. The anions Cl−, Br−, SO4

2−, PO4
3−,

NO3− did not interfere under the optimum
conditions.

4. Application

Sea water is reported to contain iodine but the
concentration varies according to the location and
depth [4]. The method was applied for the deter-
mination of iodine in marine water. Different
samples of marine water was collected in 1 l glass
bottles and filtered. For the analysis of the water
sample dry combustion was carried out in which
water sample was heated in a suitable evaporation
vessel. The dry residue was used for the further
separation process. Selective adsorption isolates
certain substances in water which are difficult to
concentrate. Then the water was again filtered in
order to remove any solid matter present [20].

3.7. Reproducibility

The reproducibility of the method was assessed
by carrying out seven replicate analysis of the
final solution containing 4.5 mg per 25 ml of
iodine. The standard deviation (S.D.) and relative
standard deviation (R.S.D.) were found to be
90.006 and 1.50%, respectively.

Table 2
Determination of iodine in marine water

Amount of iodine initially founda (mg) % RecoverySampleb Total iodine founda (mg)Amount of iodine added (mg)

2.18 2Sample 1 4.13 97.50
2.19 4 6.15 99.00

98.668.1062.18
3.40 2Sample 2 5.37 98.50

6.353.39 3 98.66
7.393.41 99.504

4.10 4Sample 3 8.07 99.25
4.12 4 8.07 98.75
4.12 4 8.02 97.50
2.25 2Sample 4 4.23 99.00

42.25 97.506.15
2.25 6 8.17 98.66

98.503.841.87 2Sample 5
5.824 98.001.90

1.92 6 7.79 97.83

a Mean of three replicate analysis.
b Aliquot of the sample solution=5 ml after treatment described in the Section 4.
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Then aliquots of the sample was analysed. The
results are given in the Table 2.

5. Conclusion

The proposed method is simple and sensitive.
The method is highly selective as most of the
common ions do not interfere. The method is fairly
reproducible and can be compared favourably with
the standard methods reported by Kolthoff et al.
[16,17] using cerium salt having a sensitivity of 0.05
mg and Velculescu et al. [18] having a sensitivity of
5 mg using silver nitrate. H. Weisz proposed a
sensitivity of 0.3 mg using starch solution [19]. The
method should be applicable for the determination
of iodine in different environmental samples.
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Abstract

A very stable chelating resin was prepared by adsorption of (o-[3,6-disulfo-2-hidroxy-1-naphthylazo]-benzenear-
sonic acid) (thorin) on a macroporous resin Amberlite XAD-7. The optimal conditions for preparing it were obtained
through the study of the adsorption properties of the resin and the thermodynamic quantities of the adsorption
processes. Likewise, the behavior of the loaded resin with the rare earth elements (REE) were studied (pH of
retention, sorption kinetics, etc). The conditions to prepare a thin film with this system were also evaluated. The
loaded resin was successfully used for the separation and preconcentration of Sm(III), Eu(III) and Gd(III) prior to
their determination by X-ray fluorescence (XRF) spectrometry. The preconcentration factor obtained was 500 and the
concentrations at low detection limit were 13.8, 17 and 15.7 mg l−1 for Sm, Eu and Gd, respectively. © 1999 Elsevier
Science B.V. All rights reserved.

Keywords: Rare earth elements; X-ray fluorescence spectrometry; Thorin

1. Introduction

Great efforts and investigations have been
made for obtaining chelating resins with selective
chelating groups covalently attached to different
supports [1–6]. These resins can be synthesized by
direct polymerization and copolymerization of
monomers containing the groups of interest by

chemical modification of the polymer. But, the
application of these resins in the field of analytical
chemistry seems to be limited by the complexity
of their synthesis.

During the last years, the development of new
functional resins which have chelating properties,
prepared by simple immobilization of complexing
organic reagents, by ion exchange and/or adsorp-
tion onto conventional anion exchange resins or
non ionic adsorbents, has acquired great impor-
tance [7–10]. These modified resins can react with

* Corresponding author. Fax: +54-2652-43-0224.
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a variety of metal ions by complex formation and
can be used to preconcentrate trace of them
preparing a selective resin.

The determination of lanthanides in geological
samples is one of the most difficult and compli-
cated analytical task, especially at trace levels,
because of the similarity of their chemical behav-
ior. The knowledge of the fundamental laws gov-
erning the distribution and redistribution of
elements during metamorphic process, etc, enables
geochemists to predict the probability of the oc-
currence of economically interesting minerals in a
particular geological environment. The rare earth
elements (REE), due to their similarity, serve as a
particularly suitable group of indicator elements.
The determination of REE in other materials is
also of interest. The presence of trace quantities of
REE in high purity metals, semiconductors and
glasses have an important influence on the electri-
cal, magnetic, mechanical, nuclear and optical
properties [11].

The present work is devoted to the preparation
and characterization of a new chelating resin pre-
pared by sorption of (o-[3,6-disulfo-2-hidroxy-1-
naphthylazo]-benzenearsonic acid) (thorin) on a
macroporous resin Amberlite XAD-7 and evalua-
tion of the analytical properties of it. This loaded
resin reacts with some REE for which its precon-
centration capability has been studied. Another
advantage of using this loaded resin is the possi-
bility of preparing thin films with them, which
implies that absorption-enhancement effects are
negligible because neither primary nor analyte
X-rays line are significantly absorbed in such a
thin layer.

Thorine is a reagent that has been used for
absorptiometric determination of REE [12], but
its use in chelating resins or as a precocentrating
agent has not been reported. Although thorine
reacts with the REE, in this work only Sm, Eu
and Gd were chosen for their study since they
represent the transition between light (Sm)
and heavy (Gd) REE. Eu shows a behavior that
takes aside from general trend that characterize
the rest of the REE. This is known as Eu anomaly
and can be positive or negative depending if
the concentration relation is smaller or higher
than 1.

2. Experimental

2.1. Reagents and apparatus

The resin Amberlite XAD-7 (Rohm and Haas)
has a specific surface area of 450 m2 g−1, pore
diameter 8 nm and bead size 20–50 mesh.

REE standard solutions were prepared by dis-
solving their oxides in HCl 0.1 mol l−1 and
diluting with water.

A 5×10−3 mol l−1 solution of thorine was
prepared by dissolving the reagent in water. Di-
luted solutions were prepared by adding water to
the concentrated solutions

Membrane filter papers were Millipore of 0.45
mm pore size.

All other chemicals were of analytical grade
and doubly distilled water was used throughout.

A Philips PW1400 X-ray fluorescence (XRF)
spectrometer was used for Sm, Eu and Gd La line
measurement. The parameters were appropriately
selected.

A Gilford response UV-visible spectrometer
was used with glass cells of 10 mm path length.

The ICP-AES measurements were performed
with a sequential inductively coupled plasma spec-
trometer (Baird ICP 2070).

The pH of the solutions were measured by an
Orion 701-A pH meter with Ag/AgCl electrode.

The filtrations were performed in a special
filtration apparatus with a vacuum pump.

2.2. Preparation of the resin

The XAD-7 resin was ground with an acetone–
water mixture in a ceramic mortar and sieved with
a mesh sifter to obtain 100–200 mesh grains.
Then the resin was soaked with methanol–4 mol
l−1 HCl (1:1) solution overnight and washed with
water [3].

2.3. Effect of pH on the sorption

Amberlite XAD-7 was shaken during 1 h with
solutions of 5×10−4 mol l−1 thorine. The pH
was adjusted with NaOH or HCl (0.01 mol l−1),
the resin was filtered and equilibria concentrations
of thorine were determined spectrometrically at
491 nm at pH 9.
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2.4. Effect of shaking time on the sorption

The resin was shaken with 3.5×10−4 mol l−1

solutions of thorine during different periods of
time at pH 3.5 and the filtered liquids were mea-
sured spectrometrically.

2.5. Effect of temperature and concentration of
reagent on the sorption

The resin was shaken for 60 min at pH 3.5 with
thorine solution in a concentration range of 0.5×
10−5 to 5×10−5mol l−1. The filtered liquids
were determined spectrometrically. The proce-
dures were realized at different temperatures.

2.6. Preparation of the loaded resin

Under the optimized adsorption conditions, the
organic reagent was loaded on the grinded resin
(Amberlite XAD-7). Resin (1 g) was shaken
overnight with a 200 ml of 5×10−3 mol l−1

solution of thorine containing 2% v/v Triton X-
100 at room temperature.

2.7. Effect of pH on the retention of Sm, Eu and
Gd

Portions (10 ml) of solutions containing Sm 10
mg l−1 were adjusted to different pH values with
sodium hydroxide or hydrochloric acid. They
were mechanically shaken with 10 mg portions of
the loaded resin for 2 h. The resins were then
filtered on Millipore membrane using a vacuum
pump. The papers were covered with Mylar and
the La lines of the analyte were measured in the
XRF spectrometer. The same procedure was car-
ried out with solutions containing Eu and Gd.

2.8. Preparation of the thin film

Different amounts (5, 10, 15, 20, 25, 30 mg) of
the loaded resin containing the preconcentrated
elements were used to prepared the films and they
were then measured by XRF, in order to deter-
mine the critical thickness of the film.

2.9. Determination of Sm, Eu and Gd in synthetic
and reference samples

2.9.1. Sample treatment
The procedure for dissolving the reference sam-

ple G-2 from the United States Geochemical
Standards (USGS) was the following: 1 g of sam-
ple was weighed and put into a teflon vessel. The
sample was moistened with drops of water and 2
ml of HNO3 (c). Then, 2 ml of HClO4 (c) and 20
ml of HF (c) in portions of 3 ml each were added,
looking the result of the dispersion in each step.
The sample was heated in a sand bath up to
dryness. In a case that some of the residue was
resistant to the attack, the addition of HClO4 and
HF was repeated. At last, the residue was taken
with HCl (c), in such a way that the final concen-
tration was 2 mol l−1. The solution was diluted
up to 50 ml.

The separation of the matrix elements was car-
ried out by ion exchange and the procedure used
was that of Crock et al. [13]: the ion exchange
apparatus consisted of a 30×1 cm glass column,
packed with a 20 cm long bed of 200–400 mesh
Dowex 2×8 cation exchange resin. This resin was
washed with HNO3 8 mol l−1 in order to elimi-
nate iron, up to the washed liquid analyzed by
ICP revealed no signal of Fe.

The resin was first activated with 50 ml of 1
mol l−1 HCl and then 25 ml of 2 mol l−1 HCl.
Sample solution (50 ml) dissolved in 1 mol l−1

hydrochloric acid was loaded. The elution was
realized with 50 ml of 2 mol l−1 HCl, followed by
50 ml 2 mol l−1 HNO3 with a flow rate of 1 ml
min−1, discarding both eluates. Then the resin
was eluted with 75 ml of 7.5 mol l−1 HNO3. The
eluates were collected and combined, evaporated
to dryness and carried to a final volume of 10 ml
for subsequent REE determination.

The synthetic sample was prepared with the
same composition of the reference samples GS-N
of USGS.

A series of appropriate standards solutions of
Sm, Eu and Gd were preconcentrated on the
loaded resin by the described method and mea-
sured by XRF spectrometry. The measuring
parameters were 66.23 2u for Sm La, 67.57 2u for
Eu La and 61.10 2u for Gd La; Rh tube, 50 kV 50
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Fig. 1. Adsorption isotherms for thorin on amberlite XAD-7.

to, probably, p–p dispersion forces between the
aromatic rings of the reagent and no saturated
bonds of the resin. This sorption behavior was
confirmed through the adsorption isotherms (Fig.
1), in which it can be seen that the quantity of
reagent increases as the solution concentration
increases up to the saturation value, but decreases
with increasing temperature. The same conclusion
was obtained with the adsorption constants calcu-
lated for each temperature through the Langmuir
isotherms (in Table 1). This behavior is typical for
the adsorption process and the linearity of Lang-
muir isotherms shows that the reagent is adsorbed
in a complete monolayer, on the opposite the
isotherms were not linear.

The variation of the adsorption constants with
temperature and Vant’Hoff equation enables the
calculation of the thermodynamic parameters for
the sorption process like enthalpy changes, en-
tropy changes and standard free energy. Table 1.
The low values of enthalpy changes can also
confirm that the sorption is realized through phys-
ical forces because the chemisorption requires
more energy to be produced. The negative en-
tropy change values are in accordance with the
‘order’ produced when the molecules are adsorbed
onto the surface of the resin.

Another important data obtained by these
isotherms was the maximal loading capacity of
the reagent on the resin. The average loading
capacity calculated for this resin was 39.20×
10−5 mol g−1. This gave the idea of a possible
preconcentration factor, considering that the
quantity of reagent loaded is proportional to the
quelate formed.

Respect to the sorption mechanism on this type
of resin, Lee et al. [14] have claimed that it occurs

mA, LiF (200) crystal; 75–25 window width,
counting time for peak and background 100 s; gas
proportional-scintillation counter in tandem.

3. Results and discussion

Through the realized sorption studies it was
established that the sorption of the reagent
thorine on the surface of the poliacrylate type
resin Amberlite XAD-7 is a physic sorption due

Table 1
Thermodynamic variables of the adsorption process of thorine on Amberlite XAD-7 at different temperatures

DH0 (Kcal mol−1)T (°C) DS0 (Kcal (K mol)−1) DG0 (Kcal mol−1) KAds (L mol−1)

−4.807320.01589−0.1674419 3982.7
−0.16744 0.0156030 −4.89424 3398.4

34 −0.16744 0.01436 −4.57596 1812.5
0.01332 −4.3632442 1066.9−0.16744
0.0132553 −4.48694−0.16744 1020.0
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Fig. 2. Adsorption of thorin on Amberlite XAD-7 as function
of pH.

pH 9.5, 11 and 10, respectively, and after 120 min
of shaking with the loaded resin they were totally
retained.

Working with these optimal experimental
parameters the enrichment factor obtained was
500, considering 10 ml of initial volume of sam-
ple, a final volume in the thin film of 20 mm3 and
practically 100% of retention determined spectro-
metrically by the arsenazo method [12] in the
fitrate. This factor can be enhanced working with
an initial volume of 50 or 100 ml (it is unpractical
to work with bigger volume). The concentrations
at the lower detection limit were 13.8, 17 and 15.7
mg l−1 for Sm, Eu and Gd, respectively.

The method was applied with good results to
synthetic samples containing Sm, Eu and Gd in
the same quantities as the references samples
AGV-1 and GS-N of the USGS. In the same way,
but with a previous dissolution treatment the
certified rocks G-2 were analyzed. During the
determination it was found that in samples con-
taining different REE there were some spectral
interferences between the analytes lines and the
other REE present in the sample, so they ought to
be corrected.

3.2. Correction of spectral interferences

The spectral interferences between the mea-
sured elements (analytes) and the other REE
present in the analyzed certified samples by the
developed methodology, were corrected using a
factor obtained relating the intensity of the inter-
ference line in the 2u angle corresponding to the
analyte line and the intensity of a line of the
interference element that can be measured on the
specimen and without any type of interferences.

This relation was obtained measuring the inten-
sities in samples containing only the element of
interest by dissolution of its oxide. For each spec-
imen, the intensity of the interferent line can be
calculated from the measured intensity, free from
interferences, of the second line of the interferent
element.

The elements analyzed in this work Sm(III),
Eu(III) and Gd(III) are spectrally interfered by
the other REE which are present in granitic rocks
like that analyzed by the authors.

between electrically neutral molecules and at
higher or lower pH values the molecules are elec-
trically charged, so the sorption becomes smaller
or negligible. The results are in accordance with
this theory since the experiences showed that the
maximal pH of sorption is between pH 2 and 4, in
which the reagent molecule remain without elec-
tric charge, Fig. 2.

The studies of sorption show that sorption
equilibria is reached in 1 h, but for practical
purposes it is convenient to leave the macropo-
rous resins in contact with the reagent solution for
a longer period of time.

3.1. Preconcentration and determination of Sm,
Eu and Gd

In Fig. 3. it can be seen that the retention of
trace amounts of Sm, Eu and Gd as a function of
pH are evaluated by the batch method. These
REE were optimally retained from solutions of
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The total intensity measured in a sample at the
2u angle corresponding to an element i which is
spectrally interfered by other j is [15]:

(Ix)i,T= (Ix)i+ (Iy)j (1)

where (Ix)i,T, total intensity (T) of the line x of
element i measured at the position 2u which is
interfered by element j ; (Ix)i, intensity of line x of
element i without interference (at position 2u);
(Iy)j, intensity of the line y of interfering element j
at position 2u of the analyte line.

If it is possible to measure the intensity of a line
of element j free from interferences, then the
intensity (Iy)j of this element can be written as a
function of this line:

(Iy)j= (kz,y)ji(Iz)j

(kz,y)ji, fraction of the intensity of line y of inter-
fering element j at position 2u of the line x of
analyte i, with respect to the intensity (Iz)j of line
z of the interfering element j measured free from
interferences. This factor involves atomic proper-
ties and instrumental parameters.

Knowing (kz,y), it is factible to calculate the line
intensity of the analyte free from interferences
(Ix)i, measuring the analyte intensity interfered
(Ix)i,T, and a line of the interferent element (Iz)j,
free from interferences [15].

In this case, the interference of Ce Lg1 on Gd
La1, when Gd(III) is measured in a sample which
also contains Ce(III) is:

(ILa 1)Gd,T= (ILa 1)Gd+ (kLa 1,Lg 1)Ce,Gd(ILa 1)Ce

(ILg 1)Ce= (kLa 1,Lg 1)Ce,Gd(ILa 1)Ce (2)

the intensity of Gd(III) free from interferences
will be:

(ILa 1)Gd= (ILa 1)Gd,T− (ILg 1)Ce (3)

If Eq. (2) is replaced in Eq. (3):

(ILa 1)Gd= (ILa 1)Gd,T− (kLa 1,Lg 1)Cd.Gd(ILa 1)Ce

Using the same methodology employed in the
preparation of standards of the different elements
determined in this work, the standards of Ce (III)

Fig. 3. Retention of Sm(III), Eu(III) and Gd(III) on Thorin–XAD-7 as function of pH.
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Table 2
Determination of Sm, Eu and Gd in different samples

Quantity found (mg l−1) Error (%)Sample Correction factorsContents (mg l−1)

Gd Sm EuSm Eu Gd Sm Eu Gd GdSm Eu

0.362 0.488G-2 Certif by USGS 5 1.5 7.3 4.7 1.3 7.5 6.0 13.3 0.2642.6
––GS-N (synthetic) 7.7 1.7 –5.2 11.57.57 1.6 5.8 1.7 5.8

7.3 – –AGV-1 (synthetic) 5.9 1.7 5.5 5.8 1.53 –5.1 1.7 10

were prepared. A line of Ce spectrally pure (Ce
La1 2u 79.01) and the analyte line Gd La1 2u

61.10 were measured by XRF on these stan-
dards. In this way the correction factor (kz,y)ji,
could be obtained, which represents the relation
between the intensities of the lines z and y of
the interferent element Ce(III).

k= (ILg 1)Ce/(I
La 1)Ce

=408 76 counts s−1/1547 96 counts s−1

=0.264

In the same manner were calculated the cor-
rection factor for Sm(III) measuring the line Sm
La1 2u 66.23 which is interfered by Ce(III) and
Eu La1 2u 63.57 interfered by Pr(III). In this
last case the pure line measured was Pr Lb1 2u

68.24. All correction factors are shown in Table
2.

4. Conclusions

The method proposed in this work results
very useful for a precise determination and pre-
concentration of trace REE by XRF spectrome-
try. The preparation of the loaded resin is
simple, quick and has the advantage that the
resin can be presented to X-ray spectrometer as
a thin film, which eliminates the interelemental
effects in the sample. In addition, high enrich-
ment factors and low detection limits are ob-
tained.
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a Uni6ersidade Federal do Paraná, Departamento de Quı́mica, CP 19081, CEP 81531-990, Curitiba-PR, Brazil
b Uni6ersidade Estadual de Campinas, Instituto de Quı́mica, Campinas-SP, Brazil

Received 23 November 1998; received in revised form 24 February 1999; accepted 6 March 1999

Abstract

In this work, some observations that confirm non-specific interactions between zirconium and hafnium are
presented. This phenomenon, which induces significant differences between the spectrophotometric and extractive
behaviour of the isolated elements related to their mixtures, indicates the existence of an important synergistic effect
on the depolymerisation reactions involved in the aqueous chemistry of the elements. All experimental evidences
suggest that the presence of zirconium can minimise the polymerisation of hafnium, favouring its reaction with the
studied complexing agent. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Zirconium; Hafnium; Polymerisation

1. Introduction

The determination of zirconium–hafnium mix-
tures is one of the most classical problems in
analytical chemistry, mainly due to the excep-
tional similarity between the chemical properties
of these elements. Usually, the analytical prob-
lems associated with the inter-element interfer-
ences can be overcome only by the application of
modern instrumental analytical techniques [1–3].

An interesting revision on this subject has been
presented by Serbinovich et al. [3].

Generally, the application of spectrophotomet-
ric methods based on the formation of coloured
chelates of the metallic ions is not possible due to
the low selectivity of the chromogenic agents.
With the aim of finding analytical alternatives,
many scientists have developed differential colori-
metric methodologies based on the specific be-
haviour of zirconium or hafnium under different
acidic conditions or in the presence of specific
masking agents. Among these, it is worth men-
tioning the methodologies based on the masking
effect of hydrogen peroxide on the reaction of
zirconium with xylenol orange (proposed by

* Corresponding author.
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Cheng [4–6]), the significant reduction of the ab-
sorption signal of the hafnium–arzenazo III com-
plex in acidic media (proposed by Elinson and
Mirzoyan [7]), the absorption differences between
zirconium and hafnium complexes with xylenol
orange with different acidities (proposed by Chal-
lis [8]) and the absorption differences between
zirconium and hafnium sulphate complexes in the
205–220 nm region (proposed by Yagodin et al.
[9]). At least in theory, all of above mentioned
methodologies work adequately; unfortunately,
the behaviour of the isolated elements is very
different to that observed for their mixtures, due
to several unspecified interactions between zirco-
nium and hafnium.

In this work, evidences are provided to confirm
the significant interaction that exists between zir-
conium and hafnium. Evidences that also could
indicate a synergistic effect on the depolymerisa-
tion reactions of these elements.

2. Experimental

2.1. Instrumental

Spectrophotometric measurements were carried
out in a Hitachi U-2000 spectrophotometer, using
1 cm quartz cells. Standard solution volumes were
taken with a Metrohm microburette, using 0.5000
ml taps.

2.2. Chemicals and solutions

The zirconium standard solution was prepared
by direct dissolution of ZrOCl2·8H2O (99.5%,
Riedel-de Haen) in 2 mol l−1 HCl.

The hafnium standard solution was prepared
from hafnium oxide (HfO2, Specpure, Johnson,
Mathey). The oxide was dissolved in a HF–
H2SO4 (1:1 v/v) mixture and heating several times
almost to dryness with successive additions of
concentrated H2SO4. To eliminate the sulphate
ions, hafnium hydroxide was precipitated with an
aqueous solution of NH3 and redissolved in HCl
(final concentration of HCl, about 2 mol l−1).

Both solutions were standardised by a gravi-
metric procedure using mandelic acid [10].

2.3. Analytical procedures

All of the analytical procedures were carried
out according to the methodologies described in
the literature, that is, colorimetric determination
by xylenol orange according to Cheng [4–6], UV-
Vis determination of the sulphate complexes ac-
cording to Yagodin et al. [9], and single-phase
extraction according to Silva and Martins [11].

3. Result and discussions

3.1. Experimental obser6ations

The methodology proposed by Yagodin’s et al.
[9] is based on the fact that the absorbance of the
hafnium sulphate complex at 205 nm is negligible
compared to the signal related to the zirconium
sulphate complex. Even though this observation is
true for the isolated ions, accurate determination
of zirconium in a mixture of hafnium and zirco-
nium is not possible, because hafnium modifies
the linear relationship between the observed ab-
sorbance and the concentration of zirconium,
therefore, interfering in the proposed additivity of
the absorbance signals. A schematic representa-
tion of this phenomenon is presented in Fig. 1. It
is evident in this representation that the presence
of one element interferes in the normal spec-
trophotometric behaviour of its congener. A very
similar anomaly in the additivity of the ab-
sorbance signals was observed when the Cheng’s
methodology was applied (Fig. 2). Both observed
effects on the absorbance signals are highly sig-
nificant when compared with the typical observed
standard deviation (S.D.) of spectrophotometric
measurements (about 0.005 absorbance units).

Certainly, the more remarkable results are rep-
resented by the observations carried out on the
study of the effect of a prior thermal treatment on
hafnium complexation with xylenol orange (Table
1). When the standard solutions were previously
evaporated to almost dryness, followed by ressus-
pension in 0.5 mol l−1 HClO4 and finally added
to the xylenol orange solution, hafnium did not
react with xylenol orange while zirconium alone
reacted in an apparently normal way. Further-
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more, when the two ions elements were subjected
to the same treatment as a mixture, the ab-
sorbance signal was significantly increased, indi-

cating that the presence of zirconium promotes
hafnium complexation, even when the experimen-
tal conditions are unfavourable.

Fig. 1. Anomalies in the observed absorbance signals units of zirconium and hafnium sulphate complexes at 205 nm (determination
according Yagodin et al. [9]). * Absorbance differences are represented in brackets.

Fig. 2. Anomalies in the observed absorbance signals units of zirconium and hafnium xylenol orange complexes at 550 nm
(determination according Cheng [4–6]). * Absorbance differences are represented in brackets.
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Table 1
Effect of the thermal treatment on the complexation of zirconium and hafnium with xylenol orangea

Absorbance Hf Absorbance mixtureConc. Zr (mg l−1) Conc. Hf (mg l−1) Absorbance Zr

– –1.0 – 0.330
0.620 –1.5 – –

–1.190 ––2.5
0.82 – wdcb ––

– wdc– 1.24 –
wdc– –2.06–

– –1.0 0.6452.06
– 0.8091.5 1.24 –

– –2.5 1.2900.82

a l, 545 nm; media, 0.5 mol l−1 HClO4; optical path length, 1.0 cm.
b wdc, without development of colour.

Table 2
Liquid–liquid single-phase extraction of zirconium and hafniuma

Extraction Zr (%)Conc. HCl (mol l−1)Element Extraction Hf (%)

– 0.0Hafnium 0.69
0.0–Hafnium 1.03

0.69 46.0Zirconium –
1.03 48.5Zirconium –

47.5 33.40.69Hafnium–zirconium
50.6 35.7Hafnium–zirconium 1.03

a Zr, 1230 mg; Hf, 545 mg; HTTA, 1.7×10−2 mol l−1 (in single-phase); system:water:ethanol:methylisobutylketone (2:7.5:5 v/v);
volume of system, 14.5 ml.

A very similar observation was obtained in
studies related to liquid–liquid single-phase extrac-
tion of zirconium–hafnium mixtures using wa-
ter:ethanol:methylisobutylketone solution
containing thenoyltrifluoracetone. In the absence
of zirconium, hafnium was not extracted from a
0.69–1.03 mol l−1 aqueous HCl solution. How-
ever, under the same conditions, hafnium was
partially extracted (33.4–35.7%) from mixtures of
the two elements. Again, the presence of zirconium
induced the complexation reaction of hafnium
(Table 2).

3.2. Proposed interpretations

Zirconium and hafnium are chemical species that
show a high tendency to polymerise in aqueous
solutions through reactions that depend on exper-

imental conditions such as pH, concentration of the
elements, nature and concentration of mineral
acids present, age of the solutions, temperature,
among others [1]. Consequently, the chemistry of
these species are closely connected to their capabil-
ity to form polymeric species such as
[Zrx(OH)y ]4x−y and [Hfx(OH)y ]4x−y, which can
modify the reactivity of the elements to the com-
plexing agent. Recently, small-angle X-ray scatter-
ing measurements demonstrated an equilibrium
condition between octameric (Zr8(OH)20-(H2-
O)24Cl12) and tetrameric ([Zr4(OH)8(H2O)16Cl6]2+),
species of zirconium at 0.05 mol l−1 in highly acidic
solutions [12]. Other studies also indicated that the
primary particles are formed at pH of 1.2 [13]. By
increasing the pH or the temperature, these primary
particles form large aggregates while retaining the
primary particle structure.
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Taking into account the experimental observa-
tions reported above, it would be very natural
to assume that hafnium presents a higher ten-
dency to polymerise in aqueous solutions, form-
ing polymeric species that hinder its
complexation with could therefore minimise the
occurrence of these polymerisation reactions, fa-
vouring the subsequent reaction with the com-
plexing agent.

At the moment, studies are in progress to fur-
ther elucidate the possible mechanism of this
‘synergistic effect’.
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Book review

Selecti7ity and Optimisation in Capillary Elec-
trophoresis, Edited by Z. El Rassi and R.W. Giese,
Elsevier, Amsterdam, 1998. ISBN 0-444-82915-6,
US$244.00

This book, reprinted from the Journal of Chro-
matography, brings together articles on the general
theme of selectivity in both free zone capillary
electrophoresis and micellar electrokinetic chro-
matography. It contains some 15 review articles and
21 original papers organised into six different
sections. It will be of most use to researchers active
in developing applications of the technique of
capillary electrophoresis dealing as it does with
fundamental theory and strategies for obtaining
selectivity.

The first section is general and includes reviews on
the effects of organic solvents and also on the
selectivity achieved by micelles, chiral selectors and
non-aqueous solvents. The subsequent collection of
original papers covers many applications ranging
from the separation of drugs such as sulphonamides
and impurities in penicillins to carbohydrates, pep-
tides and ribonucleotides. The second part is
devoted to micellar electrokinetic chromatography.
There is a very comprehensive review of the funda-
mental properties of micelles and also a review of
polymers and polymer surfactants which offer
alternatives to conventional surfactants used in
MEKC. There are original papers on amine, fatty
acid and dye separations. The most extensive
section of the text is the third part dealing with chiral
separations. This includes a very wide ranging
overview of the principles of chiral separation using
buffer additives and a comprehensive collection of
drug applications. Other reviews in this section deal

with parameters controlling separation when using
inclusion compounds, charged selectors and mixed
cyclodextrins. There are, in addition, three review
articles on enantiomeric separation using macro-
cyclic antibiotics, polysaccharides and proteins,
respectively. The original papers in this section
range from thermodynamics of selectivity to the
separation of small chiral peptides. The two subse-
quent sections deal with the use of cyclodextrins for
micellar electrokinetic chromatography and with
various other methods of obtaining selectivity in-
cluding ion pairing and achiral separations using
cyclodextrins. The book concludes with a review of
selectivity strategies for the separation of metal
species. Overall this book shows great insight on the
part of the editors. They recognise, as is stated in the
Foreword, that no separation can take place in the
absence of selectivity. They have also identified and
provided coverage of the various selectivity tech-
niques and strategies which have been used to
exploit the acknowledged high theoretical plate
number which is the hallmark of CZE and MEKC.
The text represents a good balance between review
articles dealing with more or less broad themes and
reports of original specific research. Such a collec-
tion of reviews and papers must necessarily become
dated particularly when dealing with a rapidly
advancing field such as capillary electrophoresis.
Nevertheless this appraisal of the state of the art was
timely and the only obvious current omission is the
absence of any reference to capillary electrochro-
matography. This mode of capillary electrophoresis
is perhaps one where the selectivity aspects will be
most versatile although its development currently
lags behind that of other modes.

R.B. Taylor
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Book review

Mass Spectra and GC Data of Steroids—Andro-
gens and Estrogens, Edited by H.L.J. Makin,
D.J.H. Trafford, J. Nolan, Wiley-VCH, Wein-
heim, 1998. ISBN 3-527-29644-1; £299.00

This collection of steroid mass spectral data
belongs to the SpecBook series and aims to sup-
port researchers ‘who are not satisfied with
purely electronic products’. It contains approxi-
mately 2500 mass spectra of androgens and es-
trogens and their derivatives (trimethyl ethers,
O-methyloximes and acetates).

All the steroids have had their retention index
and EI(+ ) mass spectra newly measured. The
source of each of the steroids analysed is given
in the index under Spectrum Number Index.
The steroid mass spectra are presented in order
of increasing molecular weight and each entry
includes the structure, systematic and trivial
names, the molecular formula, molecular weight,
CAS number and retention index. In addition
the publishers have allocated a spectrum number
to each entry for cross-reference. Due to the
enormous number of steroids reported, 616

pages are required to accommodate all the en-
tries.

The final section of the compilation contains a
separate index for Molecular Formula, Spectrum
Number, Retention Index, CAS Registry Number
and Dictionary of Steroids Number. With the
range of indexes presented, the process by which
the identity of an unknown steroid is made, be-
comes easier.

The very last page of the book is an advertise-
ment for an electronic form of this collection of
mass spectral data. One wonders how researchers
in this area, whose instrumentation will undoubt-
edly have dedicated microprocessors to handle the
data being produced, could ever not be satisfied
with a ‘purely electronic product’ such as being
offered. Surely this would be more effective.

Although the price of the book is formidable,
there is no doubt it would be invaluable for those
researchers in this area who do not have open
access to mass spectral libraries and instrumenta-
tion.

A.S. Low

.
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Book review

Understanding Mass Spectra: A Basic Approach,
Edited by R.M. Smith and K.L. Busch, Wiley,
Chichester, 1999. ISBN 0-471-29704-6; £38.95

This book concentrates on the interpretation of
mass spectra and is aimed at upper level under-
graduates, beginning postgraduates and practi-
tioners in the field. It his highly commendable
because of three features: many worked examples,
many problems with solutions provided, and
something rarely seen but extremely useful, strate-
gies to use for MS interpretation. The book was
written by a practising forensic chemist (RMS),
and many of the examples are mass spectra of
illicit narcotic substances and their metabolises.
The other author (KLB) provides technical exper-
tise in terms of instrumentation. The book was
originally written to counter the plethora of books
currently being published on new MS techniques,
to give a basic grounding in MS interpretation to
those with little or no previous experience. The
authors’ reason is that these new techniques have
not altered the basic fragmentations observed in
mass spectra, and that EI is still the most often
used ionisation technique.

The book is divided into nine chapters, the last
of which is solutions to the problems. Chapter one
covers the instrumentation and compares EI with
other ionisation techniques. Ionisation reactions
are mentioned followed by brief coverage of mass
analysers (magnetic sector, quadrupole, TOF, FT-
ICR) after which hyphenated techniques are dis-
cussed (MS-MS, GC-MS). All parts of the MS
systems are covered including the electron multi-
plier. A very important section covers data sys-
tems, and the power of the use of library searches.

The authors stress here the importance of visual
inspection of spectra selected by the library
search, and also give some criteria for ‘good
spectra’.

Chapter 2 goes into detail about isotopic abun-
dance and how this affects the shape of the isotope
clusters observed. There are simple explanations
and examples of how to calculate peak intensities,
using binomial expansions, or using a neat trick
involving Pascal’s triangle. The best and most
important section in the whole book follows, and
this alone makes this book worth buying, and this
is ‘A reasoned approach to MS interpretation’.
This set of rules should be at the forefront of every
practitioners mind when interpreting mass spectra.

Chapter 3 covers ionisation, fragmentation and
electron accounting. This details the basics of even
and odd electron species and the site of initial
ionisation. There is a foray into frontier orbital
theory here to explain these phenomena. The final
part of this chapter talks about energetic consider-
ations in fragmentations.

Chapters 4–6 use specific examples to explain
different types of fragmentation processes. Chap-
ter 4 covers neutral losses and ion series, and the
mass spectra of aromatic compounds. In chapter 5
alpha cleavage comes to the fore, and several
examples are given, benzylic cleavage and cleavage
next to aliphatic N or O. The last part of this
chapter talks about secondary elimination from
alpha cleavage ions. Rearrangements are the main
focus of chapter 6, with the McLafferty and retro
Diels–Alder being the most important.

Chapter 7 shows the reader how to write MS
fragmentation mechanisms and good use is made
of curly arrows. Again there is a very useful set of

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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guidelines as to how to set about drawing a
fragmentation mechanism. This chapter also gives
some very specific and useful examples. The final
chapter of text before the solutions to problems
gives examples of structure determinations of
complex compounds. Many of these are drawn
from the first author’s own field, and we see drugs
such as MDA (an ecstasy analogue) and
metabolises of cocaine, which should certainly
rouse students’ interests.

On the whole this book comes highly recom-
mended, mainly because of the large number of
worked examples and solved problems. The
unique feature which really makes it worth buying
for anyone who wants to know more about mass
spectral interpretations is the short sections on
strategy and guidelines for mass spectral interpre-
tation.

M. Jaspers

.
.
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Book review

Signal Processing Using Optics, Edited by B.G.
Boone, OUP, Oxford, 1998. ISBN 0-19-508424-
1; £57.50

This book covers the basics of optical signal
processing and is directed towards practising en-
gineers/scientists and final year students or first
year postgraduates. As an Electronics Engineer
specialising in Digital Signal Processing and
with no prior knowledge of Optical Signal Pro-
cessing I found this subject fascinating and very
much enjoyed reviewing this text. Chapter 1 pre-
sents analytically the fundamentals of two-di-
mensional linear systems. The extensive use of
diagrams throughout this chapter is of a great
benefit in the comprehension of the processes
described. Chapter 2 addresses the stochastic
processes and non-linear systems that are found
in real optical processing devices.

The most commonly used mathematical trans-
forms in optical processing (Frensel, Hilbert,
Radon, Mellin and Wavelet) are covered in de-
tail in Chapter 3. Chapter 4 describes the funda-
mental properties of light and how it interacts
with rectilinear glass structures. This chapter
concludes with summary of simple lenses and
lens combinations.

In Chapter 5 diffraction, interference and co-
herence are introduced, again supplemented by
clear diagrams of their effects. The important
properties of lens systems is covered in Chapter
6 and also the analogies between time-domain
signal processing and optics. I found this chap-
ter particularly enlightening as I could clearly
relate to the time-domain analogies. Chapter 7

details the principles of operation of light
sources and detectors including Light Emitting
Diodes, Laser diodes, diode arrays and Charged
Coupled Device detectors. The characteristics of
these devices that are required for optical signal
processing are summarised.

Chapter 8 describes Spatial Light Modulators
(SLMs) and their use as transducers and for im-
plementing amplification, arithmetic and
Boolean operations. The implementation of
spectrum analysis and correlation are described
in detail in Chapter 9. Different types of optical
signal processing architectures are categorised
with specific examples of each analysed in
depth. Image spatial filtering techniques and its
variants are described in Chapter 10. Improve-
ments in the basic matched filter are considered
which make it less susceptible to distortions of
the input image. The specific application of opti-
cal signal processing to radar signal processing
and pattern recognition are covered in Chapters
11 and 12. In particular the ambiguity function,
synthetic aperture radar processing, optical fea-
ture extraction, matrix vector multiplication and
neural networks.

Each Chapter concludes with problem exer-
cises with hints and solutions to selected exer-
cises presented in Appendix D. Appendix B
contains the bibliography which lists the most
well-known and recent textbooks on Optical Sig-
nal Processing and Fourier Optics. Very useful
comments are made on the contents of these
texts. Appendix C contains a summary of mod-
elling and simulation methodology for synthesis-
ing and analysing Optical Processing Systems.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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Book re6iew954

There are software listings (MATLAB) which
were invaluable in demonstrating the various
techniques described in the preceding Chapters. I
have enjoyed reading this book and would recom-

mend it to anyone who would like to gain an
understanding of Optical Signal Processing.

S. Elder

.
.
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Book review

Protein NMR Techniques, Edited by David G.
Reid, Humana, Totowa, 1997. ISBN 0-896-03309-
9; US$79.50

The field of protein NMR spectroscopy is mov-
ing too fast and has become too complex and
multidisciplinary for any single text to provide
comprehensive coverage of the state-of-the art.
This is particularly true of books which purport
to deal with techniques at the expense of theory.
Another disadvantage of ‘methods’ books is that
they often fall between two stools—they are too
detailed for the non-specialist but pedestrian by
the standards of those practising the art. How-
ever, this new book on NMR—‘Protein NMR
Techniques’, edited by David Reid—should still
manage to find a place on library shelves.

‘Protein NMR Techniques’ is a multiauthor
text dealing with all aspects of the eponymous
topic, from protein expression to calculation of
structures. Like other works in the series ‘Meth-
ods in Molecular Biology’ this 60th volume
benefits from a well-thought out overall structure,
a high standard of editing and a good quality of
printing and figure reproduction. A well-illus-
trated Introduction directs readers to appropriate
later chapters where they can benefit from the
efforts of acknowledged specialists who bring
their experience and expertise to bear in a clear
and instructive manner. Membrane proteins,

protein–metal interactions and protein–ligand in-
teractions are covered as well as mainstream
three-dimensional structure determination. The
study of protein dynamics, flexibility and folding
is a sad omission. The book is reasonably up-to-
date but unfortunately went to press too early to
catch the exciting developments from the groups
of Wuthrich, Bax and others which set the protein
NMR community buzzing in 1998.

As its title suggests, the text places a strong
emphasis on practical and technical aspects of
protein NMR. In this respect it occupies a fairly
narrow niche, somewhere between Cavanagh et
al.’s very rigorous treatment of the subject in their
tome, ‘Protein NMR Spectroscopy. Principles and
Practice’ (Academic Press, 1996) and Roberts’
methods-based compilation, ‘NMR of Macro-
molecules’ (Oxford University Press, 1993). This
niche is shared with Evans’ monograph,
‘Biomolecular NMR Spectroscopy’ (Oxford Uni-
versity Press, 1995). Evans’ book is stronger on
theory and enzymology and is more coherent by
virtue of its single authorship. However Reid’s
book is definitely worth a look. Its scope is broad,
and it could be a reasonable investment as a
reference book in the library—or even in the labs
of NMR spectroscopists who feel they are becom-
ing overly specialised within the field.

P. Barlow

.
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SIAmate—a compact and modular sequential injection
analysis controller
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Abstract

A number of sequential injection analysis (SIA) measurement methods have been developed during the last years.
Almost all have been used in laboratory conditions with good results, but very few have been implemented as on-line
methods, applied to non-stop measurements, producing immediate results for process control. The transfer of an SIA
system from laboratory to an industrial facility [J. Ruzicka, Anal. Chim. Acta 261 (1992) 3] requires a whole new
range of details to be taken into account. Some SIA platform related topics will be discussed. There are numerous
ways of building an SIA system that meets the needs of the industry. One alternative, SIAmate, is presented. © 1999
Published by Elsevier Science B.V. All rights reserved.

Keywords: SIAmate; Sequential injection analysis controller; Industry; On-line analysis
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1. Introduction

The objective of the Biosense project at Turku
Centre for Biotechnology has been to develop
on-line analysis methods for mammalian cell cul-
turing systems [1]. The analyses included ammo-
nia, glucose and the end product (often a
monoclonal antibody) [2]. Sequential injection
analysis (SIA) was chosen as the basic technology,
and direct ion selective sensors were abandoned
due to their long-term instability.

It soon became clear that there were no avail-
able SIA systems that would fulfill the specifica-

tions for an industrial analyzer. Therefor the
project has developed an SIA controller software
suitable for on-line process analysis [3]. The re-
sulting software, AnalySIA, has been presented at
several conferences and will not be covered in the
present paper.

Once the project had suitable SIA software, the
work with the hardware started. The first four
analyzers were built using off-the-shelf parts, and
some problems were encountered: (1) all devices
used their own, proprietary communications
scheme; (2) the controlling computer always had
to be enhanced with lots of different i/o ports;
and (3) the long analog pathways from the detec-
tors to the A/D card in the computer caused
trouble in terms of interference tolerance. To be

* Corresponing author. Tel.: +358-40-501-2535.
E-mail address: nils.kullberg@btk.utu.fi (N. Kullberg)
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able to transfer the developed methods to the
industry the project had to continue by designing
a new SIA platform.

This paper is focused on the SIA hardware
platform, the SIA controller. Other important is-
sues when transferring methods to the industry
are on-line sampling, analyzer interface to a pro-
cess control system, maintenance of the analyzer
as well as ensuring stable calibration.

A laboratory SIA analyzer brought to the in-
dustry to serve as an on-line analyzer is not the
optimal solution. Some of the topics involved are:
� the physical size and shape of the analyzer
� the communication between the analyzer and

the controlling computer
� the need for manual tuning of the detector(s)

used
� the need for on-site service of the analyzer
The Biosense group focused on the above details
as well as on other topics involved with bringing
SIA into the industry when designing SIAmate.
The end result was a traditional SIA controller
with certain new features implemented. Some of
the new features are presented below.

2. A rugged and compact design

SIA does not require the hardware to be large
and cumbersome. A typical SIA system consists
of a pump, a multiport valve, a detector and few
bottles. One additional benefit of SIA (especially
compared to FIA) is that one single manifold
often can be used to perform several different
analyses [4]. This gives the method designer a
good starting point for the conversion of a labo-
ratory tested measurement method into an indus-
trial on-line application.

The commonly used 19-inch instrumentation
rack is a natural choice for an industrially ori-
ented SIA analyzer, as the rack is both compact,
easy to enhance with a plastic cover for desktop
usage, and easy to mount in a 19-inch wall-mount
or sealed housing (Fig. 1).

The use of a 19-inch rack as the basis for an
SIA analyzer further enhances the simplicity and
reliability of the SIA system, due to almost no
loose wires in the analyzer. All electric power,

measured readings and control signals are trans-
ferred via the back-plane bus of the rack. The
detector being one of the devices in the rack gives
very short analog wire paths, which will be dis-
cussed later in this paper.

In the case of SIAmate, the 19-inch rack is
capable of housing seven devices, modules, of
which one is the combined computer interface and
power supply unit. This leaves the method devel-
oper with six slots for SIA modules like pumps,
valves, detectors, mixing chambers and so forth.

3. Interference tolerant communication

The communications protocol between the con-
trolling computer and the SIA hardware has to
cope with a lot more interference in an industrial
location than in a laboratory. This does not only
apply to the controlling of pumps and valves, but
even more to the measurement sampling and
transfer of the sampled results to the computer.

Almost all laboratory detectors supply their
measured signal as an analog output, that is con-
nected to an analog-to-digital (A/D) board inside
or outside the computer. This leads to unneces-
sary long analog paths that not only collect noise
from the environment, but often cause modula-
tions of the surrounding electromagnetic fields on
the signal. This is even more apparent in an
industrial environment where there often are high-
power electrical machines close to the analyzer.

Fig. 1. SIAmate rack with plastic cover.
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Fig. 2. BrokenRing.

Any one PC parallel port can control two Bro-
kenRings, consisting of up to 14 devices per ring.
All SIAmate devices are equipped with a small
microcontroller, a PIC16F84, which implements
both the BrokenRing interface and most of the
device application software (pump control, valve
control, sampling, etc.).

The approximate transfer rate of BrokenRing
depends on both the number of devices on the
ring and on the latency times of each device. The
transfer rate can be estimated as:

BitRate (kb s−1)=1/(cdevices�0.025 ms)

For a four device ring this gives �40 kb s−1,
which means �525 19-bit packets per second.
Each packet can contain any data, i.e. commands,
device status, sampled data, etc. The BrokenRing
speed also sets an upper limit on the sampling
frequency of any detector used. A detector pro-
ducing 16-bit data would be limited to �250
samples per second, which is acceptable for many
detectors, but too little for detectors like
spectrophotometers.

The benefit of having digital transfer of mea-
surements to the controlling computer is the
gained interference tolerance, which cannot be
achieved any other way.

A definition for a bitstream transfer mode for
BrokenRing is part of the current research. The
bitstream mode would enable detectors to use a
higher bandwidth for data transfer to the con-
trolling computer, thereby making measurements
like time lapse spectrograms possible.

4. Self-tuning detector units

An analyzer working stand-alone in an indus-
trial facility has to survive with at least two forms
of long term drift: (1) reagent decay; and (2) slow,
cyclic variations in the ambient temperature. Both
require a built-in ability to retune the detector
units at given intervals, or at given fluctuations in
the environment.

There are two ways of implementing self-tuning
detectors units: (1) built-in algorithms for retun-
ing; and (2) open-ended control capabilities that
can be used from the controlling computer. The

Traditionally RS485 has been used as the
means of communication between the various
devices, due to its low impedance and symmetric
nature. This communications protocol has two
major drawbacks, however, namely the lack of an
RS485 port on a standard PC computer and the
need for a very precise bit-rate on the bus itself.
Small, integrated microcontrollers in the devices
often use most of their computing power just to
satisfy the needs of RS485, whereas a syn-
chronous transmission would release most of the
power of these microcontrollers to the device
itself.

As a part of the Biosense/Modcon project at
the Turku Centre for Biotechnology a new com-
munications protocol has been introduced. The
new protocol is called BrokenRing™, and is espe-
cially designed to be suitable and efficient for SIA
control.

BrokenRing utilizes three wires; ground, data
and clock. No exact bit-rate is required either
from the PC or from the microcontrollers. The
clock signal propagates from one device to an-
other as soon as the device is capable of recogniz-
ing the incoming clock pulse. Hence the name
BrokenRing (Fig. 2).

The parallel port of a PC can be used directly
as a BrokenRing interface, and no extra hardware
is required. The impedance of a parallel port is
low enough to ensure error-free transmission even
in electrically noisy environments.
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SIAmate concept implements the latter one,
thereby making the detector’s self-tune algorithm
a part of the overall measurement method.

The advantages of this arrangement are that it
is possible to reduce the amount of electronics
and software needed in the detector itself, as well
as enabling the measurement method developer
(usually a chemist) to adjust, end even redesign,
the self-tuning algorithm according to needs.

4.1. LedSpecII self-tuning

The basic detector of an SIAmate analyzer is at
the moment an LED-based photometric detector,
LedSpecII. Being a device on the BrokenRing it
can be controlled directly from the computer and
retuned by the measurement method itself. The
LedSpecII is equipped with an internal A/D con-
verter, which leads to very short analog paths and
very good measurement signal quality.

In the text below ‘light liquid ’ is a liquid with
low absorbance at the wavelength being mea-
sured, and ‘dark liquid ’ is a liquid absorbing as
much as the calibration needs at the given wave-
length. The light liquid is usually plain carrier
solution and the dark liquid should produce the
signal of the highest concentration of standard
solution. The basic tuning algorithm is as follows:
1. Introduce light liquid into the detector.
2. Adjust the detector offset to a maximum

readout.
3. Introduce dark liquid into the detector.
4. Adjust the detector gain to a minimum

readout.
The algorithm involves liquid transfers, which

the pump normally handles. If the detector would
have been designed to contain a retuning proce-
dure like the one above, this would imply that the
detector ought to be able to give commands to the
pump to get the necessary liquid transfers done.
This would induce further unnecessary complexity
into the system, and a simpler solution is to let the
measurement method control the tuning of the
detector. The controlling computer, equipped
with the retuning algorithm, uses exactly the same
mechanisms for the retuning as is used for normal
analysis.

5. A higher degree of modularity

Certain parts of an analyzer have well-defined,
but limited lifespans. Both the pump syringe and
the valve inner parts have to be replaced at given
intervals, but even electronics may malfunction,
albeit at longer intervals.

Process technicians, who seldom know the ex-
act behavior or theory of an instrument, usually
maintain industrial analyzers. They have to re-
place malfunctioning parts like syringes, but they
also have to be able to replace whole modules if
needed.

To achieve this, the devices of the analyzer have
to be very modular and easy to replace. In the
case of SIAmate the modules are fitted with four
screws on the front panel. A module can be
removed and replaced by opening these four
screws only (Fig. 3).

The complete removal of the rack is very sel-
dom needed, but easily done as the rack itself is
fitted to its mountings by four screws in the front
panel.

6. Precise measurement timing

One of the first industrial analyses produced
with the SIAmate controller was Cr(IV) in
chromium conversion baths. The amount of
chromium in such baths is comparatively high,
�3 g l−1, which is too high to be measured
photometrically without diluting the sample.

The dilution is done in two 1:5 steps. The SIA
method takes about 3 min per sample, which
makes the method relatively time consuming (Fig.
4).

The time consuming dilution is more sensitive
to variations in diffusion, dispersion and changes
in the viscosities of the liquids used, than a
straightforward, simple analysis method.

Not surprising we got variations in the mea-
surement results [5]. The variations were, how-
ever, greater than 5%, which led us to recheck the
function of the syringe pump as well as the valve.
Neither of them showed any variations of this
magnitude. The main reason proved to be varia-
tions in the total execution time of the method.
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Fig. 3. SIAmate valve removed.

The variation in the execution time was caused
by the controlling PC running Microsoft Win-
dows. It is almost impossible to get the PC to run
the measurement method at a precise pace, due to

network traffic, mouse movements and other soft-
ware requiring attention.

6.1. Command buffering

To get the method running at the same pace for
each measurement, the AnalySIA BrokenRing
driver program was redesigned so that it buffers
the commands generated by the measurement
method. Once a device has executed its command,
the driver will immediately send the next com-
mand to a device. This is done at a very low level,
compared to Windows and any application pro-
grams, and therefor gives a more predictable la-
tency time.

The result is that the devices (mostly the pump
and the valve) control the execution speed of the
method, which gives a very steady pace, regardless
of the PCs workload. The only thing required of
the PC and the overlaying measurement method is
that they produce commands fast enough so that
the BrokenRing driver always has a new com-
mand ready when the last one is finished.

With this modification implemented, the overall
reproducibility of the measurement method was
reduced to less than 1%.Fig. 4. On-line two-step dilution.
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7. Methods produced

At the present time two methods have been
produced using the SIAmate controller.

7.1. Mg2+ in high Ni2+ matrix

� 0–600 ppm of Mg2+

� 15 000 ppm of Ni2+

� Eriochrome Blue Black B (EBBB) color
indicator

� 635 nm LED
� On-line sampling from two process lines

7.2. Cr(VI) in chromium con6ersion baths

� 0–3 g l−1 of Cr(VI)
� On-line dilution of sample
� Small amounts of Fe, Ti, Zn, Al and F in the

matrix
� 558 nm LED
� Harsh industrial environment

7.3. Solutions

All reagents were of analytical grade. The
bromothymol blue (BTB) solution used for test-
ing of the gain was 1×10−5 M. The BTB stock
solution was prepared by dissolving 0.0650 g
BTB (Sigma B8630) into 100 ml of 0.01 M Bo-
rax solution. A volume of 1 ml of the stock
solution was then diluted to 100 ml with 0.01 M
Borax solution and used as sample when the
effect of the gain settings was studied. The car-
rier solution was 0.01 M Borax (Sigma S9640)
solution.

For Mg2+ analysis the following solutions
were used: The carrier was 1.5 M NH3–NH4Cl
buffer solution, pH �10.5, the 7% Tri-
ethylenetetramine (Trien) solution was prepared
by diluting 70 ml Trien solution (Sigma T 7262)
to 1000 ml with the buffer solution used as car-
rier. The metal indicator reagent solution Eri-
ochrome Blue Black B (EBBB) was prepared by
dissolving 0.2085 g EBBB (Sigma E 2252) in 50
ml ethanol and diluted to 250 ml with the
NH3–NH4Cl buffer solution. The high- and
low-standards were prepared by dissolving

67.182 g NiSO4 · 6H2O (Sigma N 4882) and
6.084 g MgSO4 · 7H2O (Sigma M5921), for the
high-standard, to 1000 ml with deaerated des-
tilled water. Wash solution was prepared by di-
luting 800 ml ethanol to 1 l with 1.5 M
NH3–NH4Cl buffer solution.

For Cr(VI) analysis the following solutions
were used: the buffer was 0.04 M H2SO4 and
the 0.1% diphenylcarbazide solution was pre-
pared by dissolving 50 mg of diphenylcarbazide
(Aldrich 25,922-5) into 10 ml of acetone and by
diluting it to 50 ml with water. The 0.5 M KF
solution for masking iron was prepared by dis-
solving 1.45 g of KF (Sigma P2569) in 0.04 M
H2SO4 and diluting the solution to 50 ml with
the same acid solution. The 10 g l−1 Cr(VI)
stock solution was prepared by dissolving 2.829
g of K2Cr2O7 (Sigma P6535) into 0.04 M H2SO4

solution and diluting the solution to 100 ml
with the acid solution. The Cr(VI) standard so-
lution was prepared by diluting 30 ml of the
stock solution to 100 ml with 0.04 M H2SO4.

7.4. Mg2+ analysis

The high nickel concentration 15 g l−1 in the
sample matrix strongly disturbes the analysis of
magnesium in the range 0–600 mg l−1. The
nickel is masked with Trien at pH\10. EBBB
forms a red complex with magnesium. The
formed Ni-Trien complex has an absorbance
maximum at 560 nm. The Mg-EBBB complex
formed has an absorbance maximum at 580 nm,
which is fairly close to the Ni-Trien absorbance
maximum. Due to the close maxima the wave-
length 635 nm is chosen and the signal for the
unreacted EBBB solution is used as the analyti-
cal signal (Fig. 5). This causes the calibration
curve to become a falling one (Fig. 6).

7.5. Mg2+ manifold

A 2500 ml syringe was used. All tubings were
of PTFE with an inner diameter of 0.76 mm.
The holding coil length was 2.00 m and the re-
action coil length 1.00 m. A 635 nm LED was
chosen.
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Fig. 5. SIA peaks of a Mg2+ calibration run. Fig. 7. SIA peaks of a Cr(VI) calibration run.

7.6. Cr(VI) analysis

To test the performance of the detector in real
determinations a method of analysis for Cr(VI) in
chromate conversion baths was developed for the
SIAmate using the LedSpecII detector. Chromate
conversion baths are used in metal industry
mainly to improve corrosion resistance of the
metal and to improve the adhesion of paint or
plastic coatings to the metal surface. During the
process the Cr(VI) is consumed and concentrated
Cr(VI) solution is added to maintain the bath
composition at a proper level. The method of
analysis was developed with eventual on-line mea-
surements in mind and no manual pretreatment of
the bath sample was made. The Cr(VI) concentra-
tion in the bath is quite high, between 1.8 and 2.2
g l−1, making it necessary to dilute the sample

before the photometric determination with
diphenylcarbazide. The solubility of diphenylcar-
bazide in water is quite limited and in practice it
sets the limit for the highest measurable concen-
tration of Cr(VI) with this method.

Due to this, a method with on-line dilution of
the sample was developed based on the principle
described by van Staden et al. [5]. In this tech-
nique the dispersion of the sample with the carrier
solution is utilised by pumping most of the sample
peak into a waste line and then taking a small
part of the tail of the peak as a sample. A
two-stage dilution was found to give the best
results when diluting the sample to approximately
5% of the original concentration.

The calibration curve for the determination was
constructed using only one standard solution that
was diluted on-line to different calibration con-
centrations. The dilutions were done by first aspi-
rating standard and then buffer, keeping the sum
of the volumes constant. The on-line diluted cali-
bration concentrations were matched against
known manually prepared standards. This match-
ing has to be done only once for each manifold.

With this technique only one port position of
the multi-position valve is needed for calibration.
The peaks for the calibration runs are given in
Fig. 7. Each curve is the median value of three
identical consecutive runs. The calibration points
are determined using the delta method described
above and the calibration curve is given in Fig. 8.
As can be seen the curve is slightly bent, as is
often the case when LEDs are used as light
sources.Fig. 6. Mg2+ calibration curve.
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Fig. 8. Cr(VI) calibration curve.

dressed in the present paper, like the placement of
the reagent bottles, proper on-line sampling and
possible filtering of the samples, but the basis for
a rugged and sturdy SIA analyzer has been devel-
oped.

The communication between the various SIA
devices and the PC needs further standardization
at several levels. A totally digital communication
is mandatory, but also the higher-level command
protocols would need to be defined by approved,
SIA suitable standards. Uniform communications
protocols would ensure further enrichment of the
set of available devices, as well as maintain inter-
changeability among different brands and manu-
facturers.

LED based photometers can be competitive
both in terms of performance and pricing. A
computer controlled LED photometer meets the
requirements of industrial applications, not only
because of its stability but also because of the
very short, and well shielded analog paths, that
give an impressive signal to noise ratio.

The effects of variations in method execution
time, especially in conjunction with on-line dilu-
tion of the sample, needs further investigation.
Diffusion plays an important role, but the magni-
tude of the variations in the results is surprisingly
high.

The analyzer presented in this paper works
both reliably and accurately. It is an example of
how an industrial SIA analyzer can be built, and
clearly shows that SIA as a methodology is very
competitive in on-line analysis.
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When a third order polynomial is fitted to the
calibration points, a nearly perfect fit is obtained
(r2=0.999972). The value can be regarded as
quite satisfactory when considering that a two-
stage dilution is performed in the determination.
The curvature of the calibration curve is caused
by a mismatch of the emission and absorption
spectra. The relative standard deviation for re-
peated determinations of a bath sample was 0.9%.

7.7. Cr(VI) manifold

A 2500 ml syringe was used. All tubings were of
PTFE with an inner diameter of 0.76 mm. The
holding coil length was 2.00 m and the reaction
coil length 1.00 m. A 558 nm LED was chosen.
The manifold was the same as in the magnesium
method.

Both measurement methods are in constant use,
either producing results directly to the process
control system or used as fast verifications of the
process liquids.

8. Conclusions

An analyzer based on SIA technology can be
designed rugged enough to suit the needs of the
industry. Several topics related to the physical
appearance of the analyzer have not been ad-

.
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Abstract

We have combined affinity purification concepts with novel renewable-surface microcolumns in a sequential
injection system for the automated and rapid isolation and purification of nucleic acids directly from crude soil
extracts. Geobacter chapellii DNA was spiked at femtomolar concentrations into clean solutions or crude soil extracts
containing picomolar concentrations of competitive DNA, humic acids and other soluble soil constituents. The 16S
rDNA targets (indigenous and spiked) were purified and eluted in less than 20 min in a form suitable for direct
polymerase chain reaction (PCR) amplification and detection. The extraction efficiency of the automated system was
equivalent to a 4-h batch reaction using identical reagents. The estimated efficiency of isolation and purification was
maximally 30% under the conditions employed here, with levels comparable to those obtained with soils/sediments
processed by standard techniques, and a detection limit of 1.7 attamoles (106 copies) Geobacter target in a soil extract
containing a competitive background of 109 genomes. This manuscript represents the first report of automated nucleic
acid purification from an environmental sample using sequential injection fluidic systems and renewable microcolumn
technology, and provides an excellent platform from which to optimize and accelerate the development of an
integrated microbial/nucleic acid detector. © 1999 Published by Elsevier Science B.V. All rights reserved.

Keywords: Sequential injection; Flow injection analysis; Renewable columns; Affinity; DNA; Soil; Sample preparation
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1. Introduction

The need to rapidly detect specific microorgan-
isms or gene sequences is both varied and exten-
sive, encompassing basic biochemical, genetic and
ecological research; numerous applications in clin-
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ical diagnostics and genetic identification of dis-
ease; drug discovery; genomics and gene expres-
sion analysis; law enforcement and forensics;
pathogen detection in food, air, water, soil, agri-
cultural products or physiological fluids; and
wastewater, bioprocess and in situ bioremediation
monitoring. Advanced nucleic acid technologies
for the detection and analysis of microorganisms
combine PCR amplification and/or labeling of
DNA with detection of nucleic acid hybridization
on oligonucleotide arrays. Array technology is
currently being used to develop novel DNA se-
quencing strategies, study oligonucleotide hy-
bridization interactions, identify genetic
polymorphisms and profile microbial communities
[1–7]. However, routine deployment of microar-
ray (and other) gene detection methods in many
diagnostic or environmental applications is lim-
ited by (i) the time and labor required for manual
sample handling, nucleic acid purification and
associated volume reduction, (ii) inefficient purifi-
cation/concentration of nucleic acids at low target
concentrations, especially in environmental sam-
ples, and (iii) the co-purification of inhibitory
compounds that interfere with subsequent molec-
ular manipulations (e.g. PCR; [8]). Idealized mi-
crobial- or gene-detection systems, then, require
an integrated sample processing capability which
provides nucleic acid isolation, purification, and
concentration functions for delivery to down-
stream PCR or other gene-based detectors, with
the ability to process diverse sample matrices,
solution chemistries and target concentrations in a
spectrum of genetic and chemical backgrounds.

A multitude of nucleic acid isolation and purifi-
cation techniques now exist for processing sam-
ples recovered from any source, most of which are
based upon standard protocols originally devel-
oped for routine microbial cultures or clinical
specimens [9,10]. These methods have been fur-
ther adapted to detect and analyze nucleic acids in
numerous environmental systems [11–17]. Most
protocols are predicated upon significant target
densities, high overall biomass (]107–108 cells),
preconcentration of aqueous samples by filtration,
and dilution of nucleic acid extracts to overcome
PCR inhibition. However, standard molecular bi-
ology protocols are inefficient for recovering

target nucleic acids from low biomass (5106

cells) environmental samples [12,18,19], consider-
ations that are especially relevant for the timely
detection of human, animal and plant pathogens
in a variety of sample matrices [20–26].

In order to overcome the limitations of current
sample preparation technology and the difficulties
associated with the automation and field-deploy-
ment of benchtop nucleic acid manipulations (e.g.
centrifugations, precipitations, organic extrac-
tions), we have combined affinity purification con-
cepts with novel renewable-surface microcolumns
in a sequential injection system for the automated
and rapid isolation and purification of nucleic
acids. Renewable microcolumns provide a simple
method for automatically removing and replacing
column matrices [27–29], and sequential injection
systems provide the necessary fluidics platform for
handling microliter to milliliter sample volumes
typically required for the isolation, separation and
detection of nucleic acids in environmental sam-
ples. In this report, we demonstrate the utility of
sequential injection technology and renewable mi-
crocolumns for mixed-phase nucleic acid analyses.
We also present proof-of-concept data for nucleic
acid purification from soil, representing one of the
most difficult chemical and genetic backgrounds
from which to recover and purify nucleic acids for
subsequent detection and analysis.

2. Materials and methods

2.1. Control DNA

All extraction and purification experiments
were conducted using a specific target DNA in
clean salt solutions of spiked into crude soil ex-
tracts. Target DNA for all experiments was ob-
tained from Geobacter chapellii, an anaerobic,
iron-reducing organism not readily isolated from
surface soils and incapable of growing as a con-
taminant within the flow system (e.g. as a bi-
ofilm). Cultures of G. chapellii were grown
anaerobically in 100 ml serum bottles containing
an 80% N2, 20% CO2 gas headspace and (per
liter): 5 mg tryptone, 3 mg yeast extract, 1 mg
glucose, 420 mg KH2PO4, 220 mg K2HPO4, 200
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mg NH4Cl, 380 mg KCl, 360 mg NaCl, 40 mg
CaCl2.2H2O, 100 mg MgSO4.7H2O, 1.8 g
NaHCO3, 500 mg Na2CO3, 8.0 g fumarate, 10 ml
mineral elixer (per liter: 2.14 g nitriloacetic acid,
100 mg MnCl2.4H2O, 300 mg FeSO4.7H2O, 170
mg CoCl2.6H2O, 200 mg ZnSO4.7H2O, 30 mg
CuCl2.2H2O, 5 mg AlK(SO4)2.12H2O, 5 mg
H3BO3, 90 mg Na2MoO4, 110 mg NiSO4.6H2O,
20 mg Na2WO4.2H2O), 25 ml 2 M lactate, 1 ml 1
mM Na2SeO3. After sterilization, 150 ml vitamin
mix (per liter: 2 mg biotin, 2 mg folic acid, 10 mg
pyridoxine-HCl, 5 mg riboflavin, 5 mg thiamine, 5
mg nicotinic acid, 5 mg pantothenic acid, 0.1 mg
cyanocobalamin, 5 mg p-aminobenzoic acid, 5 mg
thioctic acid) was added anaerobically to each
serum bottle. Bottles were inoculated with 1 ml
log-phase culture and grown in the dark at ambi-
ent temperature for 2 weeks prior to DNA
isolation.

Geobacter cells were collected by centrifugation
and genomic DNA isolated by a standard CTAB
(hexadecyltrimethylammonium bromide) proce-
dure [9]. Genomic DNA was sheared to 4–10
Kbp in size by ballistic disintegration for 1 min at
5000 oscillations s−1 in an eight-place bead beater
(BioSpec Products, Bartlesville, OK). DNA size
fractions of 0.4–1.5 Kbp and 0.3–0.6 Kbp were
obtained by sonication with a Heat Systems Ul-
trasonics model W-375 sonicator. After shearing,
DNA concentrations were determined by
fluorometry [30] and sizes determined by gel elec-
trophoresis on 1.2% agarose (SeaKem GTG,
FMC, Rockland, ME) gels in 1× TAE running
buffer, both containing ethidium bromide. All
DNA targets were added at 1 or 100 ng to 200 ml
soil extract in 0.3 M NaCl, representing 1×106 or
1×108 genomic targets (genome size of 1 fg
cell−1) or 3×109–3×1011 PCR targets, in a
competitive DNA background of 6×108 genomes
(see below).

2.2. DNA extraction from soil

Nucleic acid extracts were prepared from a
garden soil by aliquoting 12×0.5 g soil into
2.0-ml screw-cap microfuge tubes containing 1.5 g
0.1-mm glass beads and 1 ml extraction buffer
(0.2 M NaPO4, 0.1 M EDTA, 2% SDS, pH 8.0).

Slurries were frozen at −80°C for 1 h, thawed at
65°C for 30 min and cells lysed by ballistic disinte-
gration at 5000 oscillations s−1 for 2 min. Glass
beads, sediment and cell debris were removed by
centrifugation at 14 600×g for 10 min at 18°C,
and the supernatants pooled. Crude extracts were
dialyzed against several changes of sterile water,
passed through a 0.2-mm syringe-filter and the salt
concentration adjusted to 0.3 M NaCl. While
unnecessary for affinity capture in the flow system
or in batch solution (not shown), the Na+ con-
centration of the soil extract was adjusted to 0.3
M to provide solution conditions comparable to
those normally encountered in solution hybridiza-
tion studies, standard membrane hybridizations
and sequence-specific purification systems based
on oligo-dT or biotinylated oligonucleotides and
streptavidin-coated paramagnetic particles.

Due to spectroscopic interference by humic
acids and other soil constituents, total DNA in
the soil extract was quantified by ethidium bro-
mide staining after gel electrophoresis. Assuming
that 100% of the in situ biomass represents
prokaryotic microorganisms, 5 fg DNA cell−1,
and equivalent EtBr incorporation between the
crude extract relative to a sheared E. coli control
DNA standard, the estimated nucleic acid concen-
tration in 200 ml soil extract used for all auto-
mated captures was �3 mg, or 6×108 cell
equivalents of genomic DNA. To illustrate the
utility of and rationale for an affinity purification
approach for soil extracts, pure DNA or soil
DNA spiked with G. chapellii was also purified
with Qiagen genomic DNA resin (Chatsworth,
CA) that relies upon non-specific binding of nu-
cleic acids to silica in a chaotropic salt, or a
biotinylated primer/streptavidin-coated magnetic
bead strategy (Promega, Madison, WI) that relies
upon specific oligonucleotide-target DNA interac-
tions to purify target sequences.

2.3. Sequential injection system

The nucleic acid purification system is based
upon sequential injection technology [31], includ-
ing a precision stepper motor syringe pump, hold-
ing coil and simple microvalves operated under
computer control. Adapting the sequential injec-
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Fig. 1. Schematic representation of automated nucleic acid extraction and purification system including the renewable column
concept (inset).

tion system for mixed-phase affinity capture of
nucleic acids relies on the manipulation of sus-
pended microparticles and the temporary immobi-
lization of those solids in a suitable flow cell,
otherwise known as flow injection of renewable
surfaces (FIRS). FIRS was developed by Ruzicka
and co-workers [27,29], and has since been used
for applications ranging from the investigation of
antigen-antibody interactions [27,29] to the solid-
phase extraction of radionuclides [28]. For nucleic
acid separations, we miniaturized and modified a
renewable column [28] that incorporates frit re-
striction for trapping beads and microvalves for
controlling the delivery and removal of beads
from the column. This renewable microcolumn
(Fig. 1) is a very simple and rugged device with no
moving parts within the microcolumn itself.

A variety of bead materials, bead sizes and
solution conditions were initially tested to evalu-
ate the hydraulic properties of the system and
various beads prior to on-line nucleic acid cap-
tures. Spherical beads composed of glass,
polystyrene, acrylamide and sepharose, ranging in
size from 10 to 150 mm in diameter were manipu-
lated in water, 2× and 0.5× SSC (20× SSC=
3.0 M NaCl, 0.3 M NaCitrate, pH 7.0), 0.3 M

NaCl or phosphate extraction buffer (see above)
and evaluated for their ability to form repro-
ducible microcolumns that are easily delivered,
perfused and flushed from the fluidic system and
renewable column.

Automated nucleic acid extractions were per-
formed with an Alitea sequential injection system,
FiaLab software (Seattle, WA) and a laptop com-
puter. For a typical analysis, samples and reagents
are aspirated through a ten-port selection valve
(Valco, Cheminert) into a holding coil. The valve
position is then switched and the sample, wash
solutions and elution reagents delivered in se-
quence to the column. After sample clean-up and
nucleic acid elution, the microbeads are flushed
from the system, tubing is automatically cleaned
with bleach and detergent to prevent DNA carry-
over, and a new microbead column is emplaced in
the flow cell in preparation for the next sample.
Experiments were conducted in which the nucleic
acid extract passed once and ten times through
the microcolumn. A syringe pump (Cavro) was
used for single pass experiments, and an Eldex
reciprocating pump was added for recirculating
the sample through the column. An overall sche-
matic of the fluidic system is shown in Fig. 1, with
a typical analytical protocol outlined in Table 1.
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Table 1
Summary of the automated DNA sample processing procedure used for extraction of G. chapellii DNA spiked into clean solutions
and crude soil extractsa

Procedural step Flowrate (ml/s)Solution volumeSolution composition
(ml)

To produce 7-ml 3Add column 15 mg/ml Tepnel 1392r beads in 0.3 M NaCl
packed bed vol-
ume

0.9200Inject sample 1 ng or 100 ng G. chapellii DNA in 0.3 M NaCl (or soil extract)
(DNA concentration is 8.3×10−13 M or 8.3×10−15 M)

80 3Rinse column 0.3 M NaCl
31700Wash column 0.5× SSC (0.075 M NaCl, 0.0075 M NaCitrate)

Water 100 0.3Elute DNA

a Tepnel microbeads derivatized with universal 16S rRNA oligonucleotide 1392r were used for the purification. The flowrates for
sample injection and DNA elution are average flowrates produced by alternating flow at 3 ml/s and stopped flow.

2.4. Nucleic acid isolation and purification with
renewable affinity microcolumns

The affinity matrix used throughout this study
for on-line affinity purification of DNA was ob-
tained from Tepnel Life Sciences (Cheshire, Eng-
land) and included universal 16S rDNA
oligonucleotide 1392r with a dT8 linker (lower
case) covalently attached to 60-mm microbeads
(bead- 5% ttttttttACGGGCGGTGTGTRC). The
binding capacity was estimated to be 2 pmol
mg−1 (or cm2) beads (1.27×1012 capture probes
mg−1) based upon a competitive hot/cold assay
using complementary oligonucleotides (Tepnel).
Underivatized beads were also obtained to test for
non-specific binding of nucleic acids. Before ex-
perimenting with Tepnel reagents in the
mesofluidic system, we performed batch capture
experiments which varied in hybridization time
(30 min or 4 h), wash stringency (0.5× or 0.05×
SSC) and elution temperature (room temperature
or 100°C), using both underivatized and 1392r-
derivatized microbeads.

For each nucleic acid size and quantity, auto-
mated capture experiments were performed with
200 ml blank extract (no DNA), purified G.
chapellii genomic DNA in 0.3 M NaCl, and at
least two replicate captures of G. chapellii ge-
nomic DNA in 200 ml soil extract. The sample
processing times for the primary separation events
are shown in Table 2. The nucleic acid capture

program was initiated by delivering the affinity
matrix from a stirred slurry (15 mg ml−1 in 0.3 M
NaCl) to the renewable column, resulting in a 7-ml
bed volume (1.6 mm I.D.×3.5 mm column
height) containing approximately 3.7 mg bead
material, 3.5 cm2 surface area and 4.4×1012 cap-
ture probes.

Nucleic acid extracts (200 ml) were heat dena-
tured at 100°C for 10 min, quick-chilled on ice
and perfused over the microcolumn at 0.9 ml s−1

for a total contact time of approximately 3 min.
The unbound flow-through was collected for sub-
sequent analysis. Beads were washed by perfusing
80 ml 0.3 M NaCl to remove nucleic acid extract,
bound nucleic acids were washed in 1.7 ml 0.5×
SSC (3 ml s−1), and hybridized target was eluted
with 100 ml water at room temperature with a
5.5-min contact time. The total sample processing
time from injection to elution was 18 min. The
experimental conditions were identical for the ten
pass sample recirculation experiments, except the
extract and hybridization solutions were recircu-
lated ten times over the column at a flow rate of
3 ml s−1, resulting in a sample contact time of
approximately 11 min instead of 3 min, and a
total hybridization time of 19 min (Table 2).
Eluted nucleic acids were lyophilized to dryness
and resuspended in 20 ml water prior to PCR
detection. Between captures, the flow system was
washed extensively with a sequence of 0.16% Roc-
cal microbial disinfectant, 10% bleach, and water.
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Table 2
DNA extraction summary and comparison of processing times from DNA sample introduction to DNA elutiona

One pass automated Ten pass automated Batch manual

11 min 7 s (3) 240 min3 min 6 s (0.9)Sample contact time (flowrate, ml/s)
19 240Total hybridization time, minb 3.5

9 (3) 9 (3)Rinse, min (flowrate, ml/s) 10 c

5.5 10c5.5Elution, min
18 33.5 260Total processing time, min

a Processing times are summarized for one pass of DNA through the renewable column, ten passes (recirculation) of the DNA
sample, and a manual batch reaction. In all cases the sample volume was 200 ml, and the elution volume was 100 ml. Processing times
in the automated system were not optimized for speed, and therefore do not necessarily reflect a lower limit on processing speed
within the system and for other sample matrices.

b Total hybridization time is the sample contact time plus the time elapsed during column washing with the hybridization solution
(0.3 M NaCl).

c Approximately 20 min are required to manually wash/collect microbeads and elute DNA in batch, using a standard 3×0.5-ml
bead rinse protocol.

2.5. PCR amplification and capture efficiency

Geobacter 16S rDNA and total eubacterial 16S
rDNA were detected and enumerated with a dilu-
tion-to-extinction PCR-based approach [32] to es-
timate capture efficiency and, for captures in soil
extracts, to provide a functional assay for DNA
purity that cannot be obtained by scintillation
counting of radiolabeled DNA. Estimates of cap-
ture efficiency were calculated by (PCR detection
limit)× (dilution factor)× (conversion factor to
account for entire eluant). For example, with a 64
copy detection limit, 53 dilution to the last posi-
tive PCR signal, and a 2-ml DNA input into the
fivefold dilution series (10% of the total recovered
DNA), 8×104 copies of DNA were recovered. At
1-ng input DNA (1×106 copies of target, assum-
ing one 16S rDNA copy per genome), the capture
efficiency is therefore (8×104/1×106)×100, or
8%. Capture efficiencies calculated in this manner
are conservative estimates and underestimate the
actual capture efficiency. That is, the true extinc-
tion point of the PCR lies between the last posi-
tive signal and the next dilution in the fivefold
series. Further, the positive control used to cali-
brate the enumeration was non-fragmented,
highly purified DNA rather than sheared DNA
isolated from a soil extract (which may amplify
with lower efficiency than the standard). These
variables bias the calculation of capture efficiency
downward, such that the actual capture efficiency

calculated in the example above is ]8% but
540%.

Purified DNA was serial diluted in a fivefold
series immediately prior to PCR. PCR primers
were synthesized by Keystone Labs (Camarillo,
CA): Gbc.1300f (5% CGGTCTCAGTTCGGAT-
TG) and Gbc.1400r (5% GGACCAATCGACTC-
CCGT) (this study); S-d401F-20 (5% caucau-
caucauAASCCTGACGCAGCRACGCC) and S-
d683aR-20 (5% cuacuacuacuacuaTCTACGGAT-
TTCACTCCTACAC) (modified from [33]); uni-
versal eubacterial primers fD1 (5% ccgaattcgtcga-
caacAGAGTTTGATCCTGGCTCAG) and rP2
(5% ccgggatccaagcttACGGCTACCTTGTTACG-
ACTT) [34]. Lower case letters designate cloning
tails. For both sets of Geobacter-specific primers,
PCR reactions were carried out in 25 ml total
volume, utilizing a Perkin-Elmer (Foster City,
CA) 9600 thermal cycler and 0.2-ml thin-walled
reaction tubes. Final reaction conditions were
2 ml purified DNA (or dilutions thereof), 10 mM
Tris pH 8.3, 50 mM KCl, 2.5 mM MgCl2,
200 mM each dNTP, 0.2 mM each primer, and
0.625 U Taq polymerase (Perkin Elmer) which
had been pretreated with TaqStart™ antibody
at 0.5× the recommended concentration
(Sigma, St. Louis, MO). Assembled reactions
were heated to 80°C for 5 min (hot start) and
amplifications were conducted by performing five
cycles at 94°C for 40 s, 60°C for 10 s, 72°C for 75
s followed by 40 cycles at 94°C for 12
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s, 65°C for 10 s, 72°C for 80 s with a 2-s extension
per cycle. A final 20 min, 72°C extension was
performed before chilling reactions to 4°C. Con-
trol reactions included no template, solution
blank and system washes (pre- and post-capture),
affinity-purified nucleic acids (i.e. system eluant)
spiked with 250 fg G. chapellii genomic DNA, and
a dilution series of G. chapellii genomic DNA.
PCR conditions for universal eubacterial primers
fD1/rP2 were essentially identical, except we uti-
lized 1.5 mM MgCl2 and a thermal profile consist-
ing of five cycles at 94°C for 40 s, 55°C for 10 s,
72°C for 75 s, 30 cycles at 94°C for 12 s, 65°C for
10s, 72°C for 80 s with a 2-s extension per cycle,
and a 20 min, 72°C final extension.

Positive controls (with known concentrations of
target) were used to determine the PCR detection
limit for each experiment and calibrate the PCR
enumeration. Spiked controls (eluant amended
with 250 fg target DNA) were used to visualize
and estimate the extent of PCR inhibition due to
co-purified soil constituents. The entire contents
of each PCR were analyzed on 1% NuSieve, 1%
Seakem GTG agarose (FMC Bioproducts, Rock-
land, ME) gels in 1× TAE running buffer, both
containing ethidium bromide, and gel images cap-
tured with a BioRad (Hercules, CA) Gel-Doc
station and Molecular Analyst software.

3. Results

The rationale for using sequence-specific
affinity purification reagents for automated purifi-
cation of nucleic acids from crude environmental
samples is illustrated by the PCR results in Fig. 2.
While DNA purification resins that rely upon
electrostatic or ion exchange principles (e.g. Qia-
gen resin) can capture very dilute DNA in pure
solution (50 fg ml−1 shown here), they also bind
humic acids, metals, inorganics and other soil
constituents which are co-eluted from the matrix
and destroy the PCR. Consequently, even 100 ng
of specific target (108 copies) in the crude soil
background could not be detected after Qiagen
purification (lanes 29–31) whereas 10 pg (104

copies) were easily detected using pre-purified
DNA template (lanes 26–28). We have observed

similar purification difficulties with non-specific
resins sold by other vendors, so the results pre-
sented here are not unique to the Qiagen product.
On the other hand, sequence-specific affinity
purification generated DNA free of enzymatic
inhibitors (lanes 16–17) with an absolute detec-
tion sensitivity equaling that of the non-specific
resin in pure solution (e.g. 104 copies, lanes 11–
12). These simple results illustrate the practical
limitations of non-specific resins in an environ-
mental context and underscore the need for using
(and developing) affinity reagents for automated
DNA extraction and purification from soils and
other difficult sample matrices.

It was important to differentiate between spe-
cific and non-specific binding of nucleic acids to
the affinity support matrix, and ensure that the
experimental conditions used within the fluidic
system were suitable for DNA extraction and
elution. Batch capture experiments indicated that
target DNA binding to the Tepnel reagent in-
cluded both specific and non-specific interactions.
The difference between non-specific interaction
with the solid support and sequence-specific selec-
tion by the tethered oligonucleotide was apparent
after washing the microbeads with solutions of
varying ionic strength. There was a 25–125×
decrease in target DNA recovery from underiva-
tized beads when they were washed at high strin-
gency (0.05× SSC) compared to washes at low
stringency (0.5× SSC), whereas the 1392r beads
retained an equivalent amount of target DNA
under both wash conditions (not shown). A 100°C
elution temperature did not appreciably increase
the amount of target DNA recovered from either
matrix (underivatized or 1392r) relative to the
recovery of DNA eluted at room temperature.
These results suggest that non-specific interactions
between the underlying support matrix and nu-
cleic acids contribute to the initial binding event,
but that target molecules are specifically bound by
the tethered oligonucleotide on the 1392r
microbeads.

The addition of bovine serum albumin to the
hybridization solution blocked the non-specific
binding of DNA to the underivatized matrix but
also decreased binding to the 1392r reagent, sug-
gesting that non-specific interactions between the
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Fig. 2. Comparison of affinity purification approach to non-specific binding resin in a soil extract. G. chapellii 4–10 Kb sheared
genomic DNA was reconstituted in a 200-ml 0.3 M NaCl at the indicated quantities and processed according to the manufacturer’s
instructions (Promega, Qiagen). Purified eluant from the paramagnetic beads was lyophilised to dryness and reconstituted in 20 ml
water prior to PCR. Purified eluant (�1 ml) from the Qiagen resin was ethanol precipitated before reconstituting in 20 ml for
dilution-to-extinction PCR detection. Lane assignments are: M, ¥X174×HaeIII molecular weight marker, with fragment sizes
indicated in the margin; 1–5, 100 ng genomic DNA capture and elution, with lane 1 is 1:51 dilution of template prior to PCR; 2,
1:52 dilution prior to PCR; 3, 1:53; 4, 1:54; 5, 1:55; 6–10 are the same as 1–5, except a dilution series from 1 ng genomic DNA
capture and dilution; 11–15 are the same as 1–5, except from 10 pg DNA capture and dilution; 16, undiluted eluant from 100 ng
G. chapellii genomic DNA capture in the presence of 200 ml competitive soil background; 17, same as 16, excepted diluted 1:5 prior
to PCR; 18 and 19 are the same as 16 and 17, except spiked with an additional 200 fg control DNA prior to PCR; 20–22 are the
same as 1–3 except purified with Qiagen resin; 23–25 are the same as 6–8; 26–28 are the same as 11–13; 29–31 are the same as
16–17, except with an additional fivefold dilution (lane 31); 32 and 33 are the same as 29 and 30, except spiked with an additional
200 fg control DNA prior to PCR. G. chapellii control DNA and standard curve are indicated in both panels.

microbead and organic compounds within the
sample matrix may decrease DNA capture effi-
ciency. Based upon these results from batch reac-
tions, automated capture experiments with 1392r
microbeads utilized 0.3 M NaCl hybridization
buffer, no BSA blocking, 0.5× SSC washes and
elution at room temperature.

Relative to batch capture protocols, the auto-
mated capture was faster (18 versus 260 min total
processing time; Table 2) and resulted in an ex-
traction efficiency that was equivalent to or better
than that obtained in solution. The best batch
capture efficiency was only 2% using 100 ng of

4–10 Kb DNA and a hybridization time of 240
min, and 50.4% for a 30-min hybridization. Au-
tomated capture of the same DNA size fraction
and concentration resulted in an extraction effi-
ciency of 6.25%, with a single pass through the
column and a hybridization time of 3.5 min (i.e.
time elapsed during sample delivery and column
wash with hybridization solution).

DNA capture with one pass over the renewable
affinity column varied appreciably as a function
of target size and absolute target concentration
(Table 3). At 1 ng of input genomic DNA (�1.7
attamoles target), capture efficiency declined with
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Table 3
Capture efficiency of G. chapellii 16S rDNA with the Tepnel 1392r reagent and one pass through the renewable affinity columna

Genomic DNA No spike

1 Kbp sheared 0.5 Kbp sheared 300-bp PCR product4–10 Kbp sheared

1 ng
1.6 0.3 0.00001Clean, % 08

(Background, %)
0.00001 0Soil, % 0.3 0.3 0.3

(0.04)(Background, %)

100 ng
0.0004 0Clean, % 6 31 6

(Background, %)
0.0000030.002 00.3Soil, % 0.3

(0.1) (1) (0.2)(Background, %) (0.3)(0.1)

a Each value is the average of at least two capture experiments. 1 ng of G. chapellii genomic DNA=106 cell equivalents (1 fg
cell−1) or 106 copies of target assuming 1 copy cell−1. 1 ng of the 300-bp PCR product=3×109 copies of target. The estimated
DNA content of the soil extract background was �3 mg per capture, or �3×109 competitive DNA targets assuming 5 fg cell−1

and one 16S rDNA target fg−1 (or Mb−1). Values in parentheses indicate capture efficiency of total 16S rDNA target based on PCR
enumerations with universal 16S rDNA primers fd1/rP2.

the smaller DNA fragment sizes; for 100 ng ge-
nomic DNA inputs, capture efficiencies were rela-
tively constant and represented the highest
observed capture efficiencies (6–30%). PCR anal-
ysis of the sample flow-through, column eluent
and spent microbeads (Fig. 3) showed that the
majority of DNA applied to the column could be
detected in the flow-through fraction, indicating
that significant amounts of DNA were not ad-
sorbed by the fluidics system (tubing, valves) and
detectable target DNA was not retained on the
microbeads after elution. Automated capture of 1
Kb sheared DNA after ten passes (�19 min
hybridization time) over the microcolumn showed
no improvement relative to single-pass experi-
ments, suggesting that the capture efficiency was
not limited by column contact time alone. Fur-
ther, the maximal amount of target DNA recov-
ered from 1 ng genomic DNA captures was �80
pg (�8×104 copies), whereas the amount of
target DNA recovered from the 100 ng genomic
captures was 6–30 ng (6×106–3×107 copies).
Therefore, the limited capture of 1 ng target at all
size ranges was not due to surface saturation of
available binding sites, suggesting that kinetic
and/or thermodynamic effects limited nucleic acid
capture at the lower target concentrations.

The capture efficiency for competitive eubacte-
rial 16S rDNA from unspiked soil extract was
0.3%, similar to the capture efficiency of Geobac-
ter genomic DNA targets that were also spiked
into the soil background (Table 3). At both 1 ng
and 100 ng 4–10 Kb and 1 Kb DNA inputs into
the soil background, the capture of G. chapellii
16S rDNA specific capture and total eubacterial
16S rDNA capture was constant and of similar
magnitude (0.3% capture efficiency), even though
100 ng of G. chapellii target constituted �3% of
the total 16S rDNA and 1 ng represented only
0.03% of total 16S rDNA target. These results
indicate that the spiked DNA (up to 108 addi-
tional targets) did not appreciably change the
availability or binding efficiency of Geobacter
targets relative to total, eubacterial, competitive
16S rDNA targets, and that humic acids did not
bias the affinity binding for or against the added
Geobacter DNA relative to indigenous 16S
rDNA. In addition, these results indicate that the
competitive DNA background did not bias the
affinity capture system for or against low-copy
genomic DNA targets (Geobacter 16S rDNA) in
solution. However, the binding of competitive 16S
rDNA sequences to the 1392r microbeads or non-
specific binding of humic acids precluded more
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Fig. 3. Partitioning of target DNA within the automated purification system. The single-pass capture protocol was implemented on
1 ng 4–10 Kb sheared genomic DNA. The flow-through fraction was ethanol precipitated and reconstituted in 20 ml water prior to
dilution-to-extinction PCR. After elution of bound target in water, spent microbeads were heated in boiling water for 5 min and the
supernatant concentrated by ethanol precipitation. Fivefold serial dilutions of eluted and concentrated target were analysed by PCR
with primers S-d401F-20 and S-d683aR-20. Lane assignments are: M, ¥X174×HaeIII molecular weight marker, with fragment
sizes indicated in the margin; 1–7 are serial fivefold dilutions of purified eluant, where lane 1 is 1:51 dilution of 1392r-captured and
eluted template prior to PCR; 2, 1:52 dilution prior to PCR; 3, 1:53; 4, 1:54; 5, 1:55; 6, 1:56; 7, 1:57; lanes 8–14 are the same as 1–7,
except from spent microbeads; lanes 15–21 are the same as 1–7, except from the unbound flow-through fraction. G. chapellii control
DNA and standard curve is indicated in the figure.

efficient binding of Geobacter target DNA, since
purified Geobacter DNA was captured with up to
30% efficiency (at 100 ng) whereas Geobacter
targets spiked into a soil background (at 100 ng)
were only captured with 0.3% efficiency.

Importantly, nucleic acid eluant purified from
the crude soil extracts was not inhibitory to the
PCR (Fig. 4), in contrast to results obtained with
non-specific resins (Fig. 2), validating the mixed-
phase affinity purification approach for purifying
nucleic acids from soil (and similar environmen-
tal) extracts. Some level of PCR inhibition was
occasionally observed in concentrated (20 ml) elu-
ants from soil extracts (not shown). However,
eluted nucleic acids were always concentrated five-
fold prior to PCR (e.g. 100 ml eluant lyophilized
and reconstituted in 20 ml water), and PCR inhibi-
tion was always relieved by the first fivefold dilu-
tion, indicating that the original eluant (100 ml
volume) was suitable for direct PCR analysis.

4. Discussion

As reflected in the literature [11–17], current
methods of nucleic acid extraction from environ-
mental samples fail to meet many of the practical
criteria for technology deployment outside of the
research laboratory and are ill-suited for automa-
tion. Non-specific purification resins employed for
routine molecular biology applications also fail to
remove many environmental contaminants that
interfere with subsequent analyses (Fig. 2). The
affinity purification principle, however, provides
the most straightforward, simple and robust
purification method currently available for envi-
ronmental samples. In this paper, we have shown
that the affinity purification principle can be auto-
mated, miniaturized and applied with reasonable
purification and recovery efficiency (6–30%) to
one of the most challenging sample preparation
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Fig. 4. Automated isolation and purification of G. chapellii from a competitive soil extract. A total of 100 ng 4–10 Kb sheared
genomic DNA was added to 200 ml soil extract containing �3 mg competitive genomic DNA background and processed with the
automated purification system. Total eubacterial 16S rDNA captured by the Tepnel-1392r renewable microcolumn was estimated by
dilution-to-extinction PCR with universal eubacterial primers fD1 and rP2. G. chapellii-specific isolation and purification was
detected/quantified with primers Gbc.1300f/1400r. Lane assignments are: M, ¥X174×HaeIII molecular weight marker, with
fragment sizes indicated in the margin; 1–7 are serial fivefold dilutions of eluant from purified DNA captured and eluted in clean
buffer solutions, where lane 1 is 1:51 dilution of 1392r-captured and eluted template prior to PCR; 2, 1:52 dilution prior to PCR;
3, 1:53; 4, 1:54; 5, 1:55; 6, 1:56; 7, 1:57; lanes 8–14 are the same as 1–7, except from G. chapellii genomic DNA added to a crude
soil extract prior to automated purification; lanes 15–21 are the same as 8–14, except from a replicate soil purification; lanes 22–28
are the same as 1–7 except detecting G. chapellii-specific rDNA; lanes 29–35 are the same as 8–14, and lanes 36–42 are the same
as 15–21. G. chapellii control DNA and standard curve is indicated in the figure.

matrices (soil) for subsequent gene-based
detection/analysis.

For real-time, on-line environmental applica-
tions, a nucleic acid purification and detection
system must meet a number of (competing) crite-
ria that are not limiting in a laboratory environ-
ment. For example, devices should be field
portable (or miniaturized), reliable, and have a
rapid response time (i.e. 1–2 h). The system
should require little (if any) hands-on time for
maintenance, repair and sample manipulation, use
minimal solution volumes and few (if any) con-
sumables, and avoid the use of noxious or haz-
ardous chemicals. The system and reagents should
be capable of handling nucleic acid extracts from
soils, sediments, sludge, industrial process
streams, undefined aqueous media, swabs and

other notoriously ‘filthy’ sample matrices. Typical
environmental samples also represent grams of
solid or tens of milliliters of liquid that must be
concentrated to microliter volumes for subsequent
nucleic acid or gene-based detection (i.e. PCR,
MALDI-MS, oligonucleotide arrays). Advanced,
microfabricated ‘lab-on-a-chip’ devices are re-
stricted to pl-nl manipulations and run the risk of
clogging by even the smallest colloid or suspended
particle, and are therefore inappropriate sample
acquisition/preparation platforms for many envi-
ronmental applications.

These requirements were the primary concep-
tual drivers for the fluidics system and renewable
column as illustrated in Fig. 1. Sequential injec-
tion systems and renewable surface techniques
provide the up-front capacity, volume reduction,
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and sample purification capabilities necessary to
utilize microfabricated detection devices for
biomolecular analysis in an environmental con-
text. The affinity purification approach described
here utilizes harmless salts and buffer solutions
for complete sample preparation, avoiding the
hazards associated with standard purification pro-
tocols and greatly simplifying engineering require-
ments and system architecture. The simplicity of
sequential injection systems also allows us to
physically separate ‘dirty’ reagents or processes
from downstream, ‘clean’ reagents and processes,
a design feature that has resulted in more than 1
year of experimentation without a single instance
of DNA cross-contamination between samples.
Most important, however, is the concept of an
automated, renewable affinity microcolumn,
which eliminates the need for routine operator
intervention, disposables and consumables, and is
therefore a significant departure from other in-
struments or techniques that utilize microparticles
(affinity or non-specific binding) for nucleic acid
separations. This fundamental departure from
standard practices and traditional commercial ap-
plications provides the opportunity to develop
free-standing, field-deployable, continuous moni-
toring capabilities in a range of environmental
applications, including the detection of patho-
genic microorganisms in food, air, water, soil,
agricultural products or physiological fluids, and
microbial community profiling in wastewater
treatment processes, reactor bioprocessing, and in
situ bioremediation monitoring.

The affinity microbead format for nucleic acid
isolation is a significantly different biophysics
problem than solution-based hybridizations, with
a number of added complexities and variables
affecting hybridization kinetics and overall effi-
ciency. In addition to buffer composition, pH,
ionic strength, temperature, nucleic acid concen-
tration (relative and absolute), and target size,
mixed-phase hybridizations are affected by sur-
face derivatization and charge density, probe
spacing, loading density, probe length, and com-
peting solution-phase reannealing reactions, to
name a few. These variables have been investi-
gated primarily within the context of oligonucle-
otide arrays [3–5,35–38], in which a short

oligonucleotide probe is tethered to a planar solid
support and used to ‘capture’ oligonucleotides or
short PCR products from solution. We are pri-
marily interested in the purification of large nu-
cleic acid fragments (i.e. \1.5 Kb, usually 4–10
Kb) from environmental samples, a specific hy-
bridization objective that has not been explicitly
addressed or optimized for affinity microbead
purification resins. We therefore initiated our
studies with a reagent of defined surface coverage
under low-stringency solution hybridization and
wash conditions that do not require more elabo-
rate engineering requirements for a fieldable
device. Under these conditions, the primary hy-
potheses were that target size and concentration
would affect nucleic acid capture efficiency, with
small or numerous targets captured with greater
efficiency than large or rare targets [35,39].

Automated capture results with pre-purified ge-
nomic DNA showed that low-copy (106) targets
were isolated with a lower frequency than abun-
dant (108) targets, but that the recovery efficiency
was dependent upon target size (Table 3). At 1 ng
of spiked genomic DNA, the increase in capture
efficiency with increasing target size was counter
to our hypothesis but in agreement with predic-
tions and experimental data for (non-specific)
protein and polymer adsorption on surfaces at a
low surface coverage [40], suggesting some level of
binding ‘cooperativity’ or networking on the mi-
crobead surface. At 100 ng of genomic DNA
target, capture efficiencies were uniform and inde-
pendent of target size, or at least within the
fivefold uncertainty imposed by the dilution-to-ex-
tinction PCR detection method. Significant
amounts of target DNA were not retained within
the fluidics system during the capture protocol
(Fig. 3), and elution temperature [41] did not
increase the recovery of bound DNA from the
microbeads. These results are in contrast to theo-
retical [35] and experimental [38] data generated
in the context of oligonucleotide arrays. What,
then, are the experimental and physical parame-
ters limiting purification efficiency of our auto-
mated system?

The 8% maximum capture efficiency (8×104

copies) at 1 ng of genomic target DNA was not
due to surface saturation or inaccessibility of
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probe binding sites; in absolute terms, the binding
capacity of the microcolumn was at least 107

targets as indicated by the 30% capture efficiency
at 100 ng of DNA (Table 2). The probe density of
a 7-ml microcolumn is approximately 4.4×1012

molecules, or 104–106 excess over the spiked
DNA targets and 103 excess over competitive 16S
rDNA targets in solution. The diffusion constant
for 2.6 Kbp DNA is 3.8×10−8 cm2 s−1 [35],
resulting in 130 ms for a DNA diffusion distance
of 1 mm. Even for the largest DNA fragments (10
Kb), the diffusion constant (1.69×10−8 cm2 s−1

[35]) results in a 300-ms diffusion time over the
same interval. We therefore do not expect mass
transport of DNA from solution to the microbead
surface to be limiting as nucleic acids traverse the
tortuous path of the microcolumn. This hypothe-
sis is also supported by the ten-pass (19 min) and
batch (240 min) hybridization experiments, which
did not improve the DNA capture efficiency rela-
tive to the one-pass experiment (3.5 min) regard-
less of DNA concentration (106 or 108 copies of
target).

Reannealing of target DNA in solution could
be a limiting factor for effective nucleic acid cap-
ture at a surface. However, our target DNA was
present in low concentration (femtomolar) and
cooled on ice prior to delivery to the column, and
capture efficiency in solution increased with in-
creasing time, so we expect that solution-phase
reannealing was not significant during the time
course of our experiments (min). DNA hybridiza-
tion requires a nucleation event followed by
strand zippering to form a double helix. It is
known that the rate limiting step for solution-
phase hybridization is the primary nucleation
event [42]. For mixed-phase hybridizations, how-
ever, the initial binding event may be driven by
non-specific interactions between the target DNA
and microbead surface and/or random base pair-
ing with the tethered oligonucleotide. Once the
target nucleic acid is on the microbead surface, it
can rapidly interact and hybridize with the teth-
ered probe via two-dimensional diffusion and hy-
bridization [35]. Our data with 1 ng target DNA
is consistent with simple Langmuir adsorption
followed by two-dimensional diffusion:

Cs=KeC (1)

where Cs is the surface concentration of DNA,
C is the solution concentration of DNA and Ke is
the apparent equilibrium constant. With 1 ng of
0.5 Kb sheared DNA, we measured an extraction
efficiency of 0.3%, which corresponds to a binding
constant (Ke) of 8.5×10−4 cm, within the range
measured for the adsorption of oligonucleotides
onto glass substrates (3.3×10−6 cm [43] to
1.71×10−3 cm [36]). If the extraction efficiency is
governed by simple Langmuir adsorption at low
target concentrations, then the most straightfor-
ward method for increasing the capture efficiency
in our system is to increase the column size (or
surface area).

Clearly, the renewable microcolumn is a very
complex biophysical system, but the operation of
the sequential injection extraction system is simple
and straightforward. Using a simple (and possibly
sub-optimal) extraction protocol, indigenous soil
16S rDNA (�3×109 competitive targets) was
captured with �0.1–1% efficiency (Fig. 4, Table
3), in general agreement with all experiments in
which pre-purified G. chapellii targets were spiked
into the soil background, and in agreement with
the recovery/purification efficiency of indigenous
nucleic acids from soil matrices by standard
benchtop methods [13,44,45]. These results also
demonstrate an ability to isolate and purify target
DNA in a single step, without carry-over of PCR
inhibitors. The stoichiometry of G. chapellii cap-
ture relative to total 16S rDNA capture was
maintained at both target concentrations (0.3%
capture efficiency), indicating that a complex ge-
netic background (�103 different species [46,47])
and solution-phase reannealing does not bias the
mixed-phase affinity capture principle for or
against low-copy targets in solution. Therefore,
the automated, mixed-phase affinity purification
method is well-suited for quantitative nucleic acid
purification from, and analyses of, environmental
samples.

To the best of our knowledge, this report repre-
sents the first proof-of-principle demonstration
for automated nucleic acid purification from an
environmental sample, with a 1-attamole (106

copy) capture, elution, and detection limit in a
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competitive background of �109 genomes. It
also represents the first use of sequential injec-
tion technology and renewable-surface micro-
columns to study nucleic acid interactions at a
surface. The estimated efficiency of isolation and
purification of femtomolar target concentrations
was maximally 30% for purified Geobacter 16S
rDNA, and 1% for spiked targets in a soil back-
ground containing 109 competitive targets. Our
data for low target concentrations in soil back-
grounds highlights the complexity of the mixed-
phase affinity purification method and some of
the limitations of non-specific DNA binding
reagents for automated nucleic acid purification
from environmental and/or low-biomass sam-
ples. It is clear that significant, fundament re-
search is still required to determine the optimal
bead size, bead surface chemistry, probe spac-
ing, target size, solution conditions, packed bed
volumes and hydraulic parameters for each class
of sample processing applications. Advanced
technologies and/or reagents will also be re-
quired to overcome diffusion-controlled, mixed-
phase hybridization kinetics and increase the
isolation/purification efficiency of nucleic acids
from low-biomass environments. Nevertheless,
the system and approach presented herein pro-
vides an excellent platform from which to exam-
ine each of these variables, and should
accelerate integrated microbial/nucleic acid de-
tector development specifically for environmental
samples and on-line applications.
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Abstract

With the intention of combining partition chromatography and membrane techniques, we succeeded in developing
the chromatomembrane cell which has proved to be reliable as an extraction and preconcentration manifold in flow
injection analysis. With this technique, two immiscible phases can be induced to flow independently through a block
of biporous (macro and micro) PTFE in order to promote analyte exchange. Consequently, the application of
chromatomembrane cells in environmental analysis resolves all problems of sample pretreatment simply and
effectively whenever a preconcentration step by gas/liquid or liquid/liquid solvent extraction is included. The link-up
with analyzers (AAS, UV–Vis photometry, GC, IC, HPLC, voltammetry, ion selective electrodes, etc.) makes
possible computer aided automization for environmental monitoring. © 1999 Elsevier Science B.V. All rights
reserved.

Keywords: Chromatomembrane cell; Environmental analysis; Flow-injection analysis
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1. Introduction

It is a vast subject to report on modern instru-
mentation used today for accurate analytical in-
formation. Despite the great variety of methods
being applied in our laboratories, careful sample
preparation affects all of them. It is only now that
we have at our disposal modern flow-techniques
which allow pretreatment procedures to integrate
into automated process analysis. In particular, the
separation of the analyte by means of liquid/liq-

uid or gas/liquid extraction is a basic technique,
but its implementation in flow systems hardly
meets the requirements of computer controlled
processes. The text book of Fang [1] reports com-
prehensively on some results for special applica-
tions in this field but, as remarkable as these
results may be, none work so universally as to be
compared with the activities of the former analyst
using his shaking funnel. But as time passes, tools
improve.

Mention must be made of the novel extraction
technique in flow injection analysis using for in-
stance replaceable organic wetting films on Teflon
tubing developed by Luo et al. [2]. In the past few
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years the ‘jet ring cell’ introduced by Ruzicka’s
group [3] gained importance. This method uses
microbeads as renewable surfaces for analyte ad-
sorption with the aim of monitoring by optical
measurements. Moskvin and coworkers [4,5] pre-
sented a new concept for the implementation of
extraction procedures in flow systems combining
partition chromatography with membrane tech-
niques. The chromatomembrane cell can be ap-
plied without the special preconditions mentioned
above whenever analyte transfer by liquid/liquid
or gas/liquid extraction is required for automated
sample pretreatment.

Authorities responsible for environment protec-
tion have established many regulations by which
environmental samples have to be analyzed. In
order to replace historical batch operations for
extraction we demonstrate the possibilities for
on-line applications of chromatomembrane cells
in automated pretreatment procedures with sev-
eral examples. Moreover, the mode of processing
allows trace analytes to preconcentrate within the
chromatomembrane cell so that the accuracy of
monitoring increases remarkably.

We provide here an overview of the findings of
published work on the chromatomembrane cell,
with a brief description of its principles, construc-
tion and operation, and a summary of the benefits
of the cell observed in the studies.

2. The chromatomembrane cell

The chromatomembrane cell consists of a
rectangular block of hydrophobic PTFE with two
types of pores, namely micropores and macropo-
res. Polar liquids fill the macropores whereas the
micropores remain available only for gases or
non-polar liquids. The capillary pressure of polar
liquids prevents their penetration into micropores.
Some precautions make possible an independent
flux of two immiscible phases. Two opposite sides
of the block are covered with microporous mem-
branes. Only the non-polar liquid is allowed to
flow in this direction. Two sides are open for the
flux of the polar liquid whereas any flux in the
third possible direction is excluded by sealing the
pores completely on the matching sides (Fig. 1).

Fig. 1. The chromatomembrane cell. Macropores filled with
polar liquid, micropores filled with non-polar liquid or gas.

The margin of pressures—which can be used
for the supply of polar and non-polar phases—is
set by the capillary pressure of the polar liquid
within the micropores.

The enclosure of the chromatomembrane body
is constructed from non-corroding metals, press-
ing the microporous membrane onto biporous
PTFE. An undisturbed flow of the non-polar
phase is ensured whereas the membrane works
perfectly as a water barrier. (Fig. 2). Moreover all
the materials made from PTFE are easily ex-
changeable which makes the device renewable
whenever necessary. The stopped flow mode is
one of the principles of applying the chro-

Fig. 2. The chromatomembrane cell enclosed in the case.
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matomembrane cell to extraction procedures: the
polar liquid flows with rate Uw while the flux of
the non-polar phase is stopped. Normal partition
chromatography takes place with a rate of com-
ponent-zone shift:

Ui=
Uw

1+K(Vex/Vw)

where K is the partition coefficient and Vex, Vw

are the volumes of the contacting phases. Just
before breakthrough takes place the polar liquid
is stopped. By starting the flux of the non-polar
phase the analyte becomes rewashed from the cell.
Preconcentration followed by complete extraction
has resulted. Computer-controlled processing is
made possible when using multifunctional valves.

A complete extraction will be realized by a
continuous flow mode as well (both phases are
flowing) under the condition that:

Ui

l
B

Uex

h

Neglecting this condition completely (i.e. Uw

�Uex) leads to the situation that both phases
contain the analyte. In the limiting case its con-
centrations meet the partition law cex/cw=K, i.e.
the inlet concentration of the aqueous phase
equals that of the outlet and a maximum value of
cex will be obtained. Such practice is applicable in
the case of major partition constants, and an
alternative to the head space analysis is obtained
for instance.

So we can conclude that the benefits from the
application of chromatomembrane cells for ex-
traction procedures in FIA are based on the
� small volumes of the contacting phases (100–

200 ml);
� fast adjustment of the distribution equilibrium

because the distance to the phase boundary is
always short;

� no problems with phase separation;
� continuous extraction or preconcentration pro-

cedure according to your choice;
� completely automated sample pretreatment on

request.
We investigated several applications of the

chromatomembrane cell in the field of environ-
mental analysis:

1. liquid/liquid extraction on-line to UV/Vis
spectrometry:
� Methylene-Blue Index (MBAS)-anionic sur-

factants [6]
� Phenol-Index by using 4-aminoantipyrin (4-

AAP)
2. Liquid/liquid extraction on-line to HPLC:
� determination of organic pollutants

3. gas/liquid extraction on-line to IC:
� determination of acid compounds in atmo-

spheric air [7]
4. gas/liquid extraction on-line to ion-selective

electrodes:
� determination of ammonia in atmospheric

air [8]
5. liquid/gas extraction on-line to GC:
� determination of volatile organic com-

pounds (VOCs) in waste waters (headspace
analysis) [9].

3. Automation and accuracy

Commercial equipment (i.e. pumps, multifunc-
tional valves, etc.) combined with chromatomem-
brane cells result in productively working units
which are programmable and suitable in every
respect for on-line coupling with modern analyti-
cal instrumentation. As the chromatomembrane
cell has characteristics of chromatographic
columns, all preconcentration procedures allow
the phase transition of the analyte to be complete
if required. The extracted volume Vex has to be
transported with the flux of the extracting solvent
to the detector. The recovery of the analyte de-
pends on the size of the sample loop, i.e. whether
the volume of the sample loop exceeds Vex or not.
The accuracy is found to be better than manual
procedures.

The economic application of analytical instru-
mentation requires sophisticated concepts of au-
tomation. Sampling and sample pretreatment are
more time-consuming than the detection step.
Therefore one can position such independent
units to operate somewhere in the field for sam-
pling. Later in the laboratory this unit will supply
the sample pretreated to the detector.
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So we can conclude that the application of
chromatomembrane cells improves the quality of
environmental analysis whenever sample prepara-
tion requires preconcentration and extraction
procedures.

The reason is that
1. the sample size decreases whereas the repro-

ducibility remains constant or improves;
2. the waste production decreases;
3. automization enhances reproducibility in com-

bination with computer aided on-line
processing.

As a result we observe an increased sample
throughput performance and manual processing
faults do not occur. And last but not least, the
workload of expensive analytical equipment
improves.

Analytical procedures including the application
of chromatomembrane cells are compatible with
Analytical Assurance Programs so that the re-
quired accuracy is available. The manufacturer of
analytical instrumentation, however, can provide
a modular concept for customer’s specific prob-
lem solving.

Our experience with this new method gained in
the wide field of environmental monitoring is with
the optimization of the technical standard of the
chromatomembrane cell, so that the improve-

ments made in the past few years (Fig. 2) now
warrant its application in routine analysis.
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Abstract

Two compact double and serial flow cells were designed for simultaneous determination of trace copper and iron
ions. 2-(5-Bromo-2-pyridylazo)-5-(N-propyl-N-sulfopropylamino)aniline(5-Br-PSAA) was used as a chromogenic
reagent. 5-Br-PSAA reacted with Cu(II) and Fe(II) to form red chelate compounds and did not react with Cu(I) and
Fe(III). Based on these characteristics, a three-lines flow system using two channel flow cells was assembled for the
simultaneous determination of trace amounts of copper and iron and applied to the assay of ground water. © 1999
Elsevier Science B.V. All rights reserved.

Keywords: 5-Br-PSSA; Double and serial flow cells; Copper and iron
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1. Introduction

Pyridylazo compounds such as 2-[2-(3,5-dibro-
mopyridyl)-azo]-5-dimethylaminobenzoic acid [1],
2-[2-(3,5-dibromopyridylazo]-5-diethyl-aminoben-
zoic acid [2] and 2-(2-thiazolylazo)-5-diethy-
laminobenzoic acid derivatives [3], have been syn-
thesized as new and highly sensitive chromogenic
reagents for the determination of several metal
ions. These reagents reacted with iron, copper,

nickel and cobalt and the chelate compounds
formed had a molar absorptivity of 105 l mol−1

cm−1. These are suitable for the analysis of trace
heavy metals. However, the reagents were designed
for the use of solvent extraction.

In order to eliminate the solvent extraction
process, water-soluble reagents such as 2-nitroso-5-
(N-ethyl-N-sulfopropylamino)phenol [4], 2-(2-thi-
azolylazo)-4-methyl-5-(sulfopropylamino)benzoic
acid [5] and 2-(5-bromo-2-pyridylazo)-5-(N-
propyl -N - sulfopropylamino)aniline(5 -Br -PSAA)
[6] have been synthesized without losing charac-
teristics of high sensitivity and wide optimal pH
range. These water-soluble reagents were applied
to the determination of trace amounts of metals
by a flow injection (FI) system [5,7–9]. These

� Presented at 8th International Conference on Flow Injec-
tion Analysis (ICFIA ’98), held in Seattle, WA, USA, 23–27
August, 1998.
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Fig. 1. Schematic flow diagram for simultaneous determina-
tion of copper and iron. CS, carrier solution (0.01 mol l−1

HCl containing 1×10−4 mol l−1 NaIO4); RS, reagent solu-
tion (1×10−4 mol l−1 5-Br-PSAA buffered at pH 4.5); AS,
2×10−2 mol l−1 sodium ascorbate; PA, double-plunger
pump (0.45 ml min−1); PB, (0.2 ml min−1); S, sample injec-
tion valve (200 ml); R1, reaction coil (0.5 mm i.d.×0.2 m); R2,
reaction coil (0.5 mm i.d.×9 m); TB, reaction system, 60 mm;
FC, flow cells; D, double beam spectrophotometer; BPC, back
pressure coil (0.25 i.d.×2 m).

Fig. 3. Effect of reaction coil length (R2). Sample, 10 ppb
Fe(II); RS, 1×10−4 mol l−1 5-Br-PSAA buffered at pH 4.5;
AS, 2×10−2 mol l−1 sodium ascorbate; AU, 0.05 AU.

methods have a disadvantage which it is difficult
to determine several elements simultaneously with
a single detection system. For simultaneous detec-
tion, Faizullah and Townshend proposed the FI
method to analyse Fe(II) and total iron using a

Jones reductor mini-column [10]. Kuroda et al.
also reported the analysis of Fe(III) and total iron
utilizing the formation of the complex between
Tiron and Fe(III) by irradiation with ultraviolet

Fig. 2. Influence on base line caused by absorbance unit (AU) in the detector and 5-Br-PSAA concentration.
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radiation [11]. The system consists of a single
detector with two flow cells or of that with single
flow cell circulating the sample without and with
UV irradiation twice. On the other hand, the
sample injection at two inlet points was proposed
for the determination of Fe(III) and Ti(IV) [12]
and doublet peaks in a single-line system were
used for the Ni(II) and Fe(II) [13]. In addition,
two flow cells in a double beam
spectrophotometer and a twin-compartment
flow-through cell were proposed for the analysis
of two elements [14,15]. However, the detailed
configurations were not shown in the text.

This paper describes the function of a double
and serial flow cell designed newly and the
simultaneous determination system of trace
amounts of Cu(II) and Fe(II) in ground water
using 5-Br-PSAA.

2. Experimental

2.1. Apparatus

A Hitachi U-2000 spectrophotometer with 10-
mm quartz cells was used for measuring absorp-
tion spectra. A Hitachi-Horiba F-7II pH meter

with a combined glass electrode was used to mea-
sure pH.

2.2. Reagents

All reagents used were of analytical-reagent
grade and distilled water was used throughout.

2.2.1. 5-Br-PSAA (1×10−4 mol l−1) solution
A total of 0.048 g of 2-(5-bromo-2-pyridylazo)-

5-(N-propyl-N-sulfopropylamino)aniline sodium
(Dojindo, Kumamoto) was dissolved in 100 ml of
distilled water to prepare 1×10−3 mol l−1. The
stock solution was diluted with buffer solution
(pH 4.5) 10-fold for use.

2.2.2. Standard Cu(II) and Fe(II) solutions, 1000
ppm

A total of 0.100 g of copper metal (99.99%) was
dissolved in dilute nitric acid (1+1) and diluted
with distilled water to 100 ml.

A Fe(II) solution was prepared by dissolving
0.4317 g of ammonium Fe(II) sulphate in 100 ml
of 0.1 mol l−1 sulphuric acid.

Working solutions were prepared by appropri-
ate dilution with 0.1 mol l−1 HCl as required.

2.2.3. Buffer solutions
Acetate buffer solution was prepared by dis-

solving 34 g of sodium acetate trihydrate in 500
ml of water and adjusting the pH to 4.5 by
dropwise addition of 5 mol l−1 acetic acid.

2.2.4. Sodium ascorbate solution, 2×10−2 mol l−1

A total of 0.99 g of sodium ascorbate was
dissolved in 250 ml of buffer solution.

2.2.5. Sodium metaperiodate solution
A 1×10−4 mol l−1 sodium metaperiodate so-

lution was prepared by dissolving 0.023 g of
sodium metaperiodate in 0.0l mol l−1 HCl.

Super purified HCl (Tama pure-AA-100, Tama
Chemicals, Tokyo) and super pure water were
used for dilution and carrier stream for the trace
metal detection.

Fig. 4. Separation profiles caused by various R2 lengths in a
serial flow cell. Cu(II), 100 ppb; Fe(II), 100 ppb.
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Fig. 5. Configuration of serial (A) and double (B) flow cells. (A) 55×84×90 mm; path length, 5 mm; cell volume, 4 ml. (B) Path
length, 20 mm; cell volume, 30 ml.

2.3. FI procedure with 5-Br-PSAA

The manifold of the FI system is shown in Fig.
1. Two double plunger micro-pumpd (Sanuki Ko-
gyo DM2U-1026, Tokyo) were used to pump the
solutions. The 0.01 mol l−1 HCl containing 1×

10−4 mol l−1 sodium metaperiodate and 1×
10−4 mol l−1 5-Br-PSAA buffered at pH 4.5 are
delivered at the flow rate of 0.45 ml min−1. The
samples (200 ml), containing up to 100 ppb of
Cu(II) and Fe(II), are injected into the carrier
stream by means of a six-way injection valve to
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Fig. 6. Peak signals for the determination of copper and iron using serial flow cell. Sample, 30, 50, 70, and 100 ppb; sample volume,
200 ml; AU, 0.1 AU.

Fig. 7. Flow signals for the determination of copper and iron using double flow cell with 20 mm path length. Sample, 10, 30, and
50 ppb; sample volume, 200 ml; AU, 0.1 AU.
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Fig. 8. Calibration graphs of trace amounts of Cu(II) and
Fe(II) with 20 mm path length double flow cell and 0.05 AU.
Sample, 3, 5, 7, and 10 ppb.

tures kept at 60°C. The absorbance of the
coloured product is monitored in the second flow
cell (FC2) at the same wavelength mentioned
above. The peak signal is recorded using a Toa
Electronics FBR 251A recorder. The PTFE tub-
ing is 0.5 mm i.d. except for the back-pressure coil
which is 0.25 mm i.d. (2 m long).

3. Results and discussion

3.1. Absorption spectra and effect of pH

5-Br-PSAA reacted with Cu(II) and Fe(II) to
form coloured complexes, but did not react with
Cu(I) and Fe(III). The absorption maximum of
the Cu(II) complex was at 578 nm and that of the
Fe(II) complex, at 558 and 714 nm.

The effects of pH on the Cu(II) and Fe(II)
chelate formation were investigated. Maximum
and constant absorbances were obtained in the
pH ranges 4.0–5.8 for the Cu(II)-5-Br-PSAA
complex, 4.3–7.0 for that of Fe(II). To determine
both Cu(II) and Fe(II), pH 4.5 was chosen.

3.2. Measuring wa6elength in the FI system

For the simultaneous determination of Cu(II)
and Fe(II), the measuring wavelengths were inves-
tigated. The molar absorptivity of the 5-Br-
PSAA-Cu(II) complex at 578 nm was large and
that of the Fe(II) complex at 558 nm was larger
than that at 578 nm. However, as there is a large
and wide shoulder which has sufficient sensitivity
between 550 and 560 nm in the absorption spectra
of the Cu(II) complex, 558 nm was chosen in the
manifold.

3.3. Effect of reagent concentration

The effect of 5-Br-PSAA concentration on the
colour development was investigated in the range
8×10−5–1.5×10−4 mol l−1 for 10 ppb of
Cu(II) and Fe(II). The peak heights were maxi-
mum and constant over 1×10−4 mol l−1 5-Br-
PSAA. However, since the reagent blank is
coloured, the higher concentration of the reagent
was not preferable in the flow injection analysis
(FIA). To enhance the sensitivity, the relationship

Table 1
Recoveries of Cu(II) and Fe(II) in synthetic mixtures

Added (ppm) Found (ppm)a

Rec.b (%)FeFe Rec. b (%)Cu Cu

104 0.101 1010.05 0.10 0.052
0.05 1020.20 0.210 1050.051

101 0.103 1030.10 0.10 0.101
0.10 1000.2001000.1000.20

0.100100 1000.1500.100.15
103 0.198 990.15 0.20 0.154

0.10 0.200.20 100 0.101 101
0.200.20 990.20 0.198100

a Average of three determinations.
b Rec, recovery (%).

which a volume control loop is attached. A dou-
ble beam spectrophotometric detector (Soma Op-
tics, S-3250, Tokyo), fitted with the flow cell
designed newly is used. The Cu(II) chelates are
rapidly formed in the 20-cm reaction coil (R1) and
its absorbance is measured at the first flow cell
(FC1) at 558 nm. The stream passed through the
cell is mixed with 2×10−2 mol l−1 sodium ascor-
bate delivered at 0.4 ml min−1. The chelate for-
mation with Fe(II) reduced is accelerated in the
reaction system (reaction coil 0.5 mm i.d.×9 m
(R2), Soma Optics, S-3850) which has tempera-
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between the gain (absorbance unit, AU) in the
detector and the concentration of 5-Br-PSAA was
investigated. Fig. 2 shows the influence on noise
level caused by different AU and various 5-Br-
PSAA concentrations. When the concentration of
5-Br-PSSA was less than 5×10−5 mol l−1, even
with AU 0.02, the base line was very smooth.
When the 5-Br-PSSA concentration was 1×10−4

mol l−1, the slight irregularity in the base line was
found at AU 0.05. However, it did not give a
large influence on the reproducible and sharp
peak heights. When AU 0.02 in the detector was
used, the large disorder of the base line was
observed at both 1 and 2×10−4 mol l−1 5-Br-
PSAA. Therefore, the AU 0.05 and 1×10−4 mol
l−1 5-Br-PSAA were used to determine Cu(II)
and Fe(II) less than 10 ppb, while Cu(II) and
Fe(II) in the concentration range 10–50 ppb were
detectable even using AU 0.1.

3.4. Effect of reducing agent concentration

When 5-Br-PSAA is used as a chromogenic
reagent, both Cu(I) and Fe(III) do not form a
coloured chelate. To detect only Fe(II), the reduc-
ing agent has to be added before the solution
passes through the second flow cell. The effect of
sodium ascorbate concentration was studied for
reducing Fe(III). The concentration was varied
from 5×10−3 to 2.5×10−2 mol l−1. Maximum
and reproducible peak height was obtained over
2×10−2 mol l−1 for 10 ppb. In this work, 2×
10−2 mol l−1 sodium ascorbate was used.

3.5. Effect of reaction coils, R1 and R2

The effects of the reaction coils R1 and R2 (Fig.
1) were examined. The R1 length was varied from
10 to 100 cm. The maximum peak was obtained
at a length of 20 cm. The effect of the R2 length
was also investigated in the range 1–9 m (Fig. 3).
The longer the coil length, the higher the peak
height. However, when the length was short (B7
m), the separation of the first peak for Cu(II) and
of the second peak for Fe(II) was not satisfactory
and the formation of the Fe chelate was not
complete. And also, the separation profiles with
various R2 lengths in the serial flow cell are shown
in Fig. 4. Over 7 m length, the good separation on
the Cu(II) and Fe(II) signals was observed. A 9 m
coil length was used in consideration of separa-
tion and sensitivity. To accelerate the formation
of Fe(II)-5-Br-PSAA, the temperature in the reac-
tion system was kept at 60°C.

3.6. Design of two channel flow cells

Fig. 5 shows the configuration of serial (A) and
double (B) flow cells designed newly. The path
length of the serial flow cell is 5 mm and the
volume of the cell is 4 ml. The size of the cell
holder is 55×84×90 mm and it is compact. The
peak signals for Cu(II) and Fe(II) with the serial
flow cell in the range 30–100 ppb are shown in
Fig. 6. The sample throughput was 12 h−1. The
double flow cells which have 10 and 20 mm path

Table 2
Simultaneous determination of copper and iron in ground waters

Sample no. Contentsa (ppb)

FIA method ICP-AES AAS

FeCuFeCuFeCu

39.490.23 3 ppbB 38.7 ND – –1
2.790.1 15.290.17 2.992 – – –

ND 48.03 ND48.090.04
4 ND10.090.05 11.0 ND

ND5 10.010.090.08 B0.01
6 1.028.028.290.17 3 ppbB

a Mean values9S.D. of three determinations.
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lengths were also designed. The volume in the 10
mm path length cell was 8 ml and that of the 20
mm length cell (B in Fig. 5), 30 ml. The flow
signals with 20 mm length cell is shown in Fig. 7.

To detect Cu(II) and Fe(II) below 10 ppb, the
flow cell with 20 mm path length is useful.

3.7. Calibration graphs

The calibration graphs for both Cu(II) and
Fe(II) were made using 5-Br-PSAA and double
flow cells with 10 and 20 mm path lengths. The
calibration graphs were linear for 10–80 ppb.
Each calibration graph is as follows; for Cu(II),
y=0.101x, Fe(II), y=0.079x with 10 mm path
length; Cu(II), y=0.201x, Fe(II), y=0.160x with
20 mm path length in the double flow cell; Cu(II),
y=0.5x, Fe(II), y=0.4x with the serial flow cell.
As a matter of course, when the cell with 20 mm
path length was used, the slope of the calibration
graph was 2-fold compared with that of 10 mm
path length. The relative standard deviation
(R.S.D.) (n=5) with 10 mm path length was 0.8%
for 30 ppb Cu(II), 0.9% for 30 ppb Fe(II). The
R.S.D. with 20 mm path length was 0.6% for 30
ppb Cu(II), 0.99% for Fe(II). When the 20 mm
path length cell and AU 0.05 in the detector were
used, Cu(II) and Fe(II) in the range 3–10 ppb
could be detected quantitatively and R.S.D. for 10
ppb Cu(II) was 0.5%, for 10 ppb Fe(II), 0.6%.
The determination limit was 1 ppb for both ions.
The detection less than 5 ppb Fe(II) using AU 0.1
was impossible. Fig. 8 shows the flow signals in
the range 3–10 ppb metal ions using 0.05 AU.
The sampling rate was 12 h−1.

3.8. Reco6eries of Cu(II) and Fe(II) in synthetic
mixtures

Known amounts of Cu(II) and Fe(II) were
determined to assess the proposed method. The
recoveries are shown in Table 1. The satisfactory
results were obtained, respectively.

3.9. Application

Copper and iron in the ground water were

determined by the proposed FI manifold using
5-Br-PSAA and the double flow cell with 20 mm
path length. The sample was heated for 2 h at
80°C after adding HCl (super pure, Tama Chemi-
cals, Tokyo) and was diluted with super purified
water to give a final concentration of 0.01 mol
l−1. The results are shown in Table 2. Although
the detection of copper was easy, the determina-
tion less than 3 ppb iron was uncertain because
the check by other methods was impossible.

4. Conclusion

A serial and double flow cells with different
path lengths were newly designed for the simulta-
neous determination of copper and iron. 5-Br-
PSAA was preferable for the chelate formation
with Cu(II) and Fe(II). A three-channel system
using double flow cell with 20 mm path length
was available for trace amounts (ppb level) of
copper and iron.
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Abstract

A simple, sensitive and rapid spectrophotometric method for the determination of neostigmine by flow injection
analysis (FIA) coupled with an ion associate extraction has been developed. The three-line manifold was assembled.
Neostigmine(200 ml) was injected into a distilled water stream and the pH was adjusted to 10 with a borate–phos-
phate buffer solution. Then, the stream was mixed with the ion-pairing tetrabromophenolphthalein ethylester
(TBPEH)-1,2-dichloroethane solution. After phase separation with a double membrane phase separator, absorbance
was measured at 610 nm. A linear calibration graph was obtained between 1×10−7 mol l−1 and 5×10−7 mol l−1

of neostigmine. Up to 48 samples h−1 could be processed with a relative standard deviation (R.S.D.) of 0.5% (n=5)
for 4×10−7 mol l−1 neostigmine. The proposed system was applied to the simple, reproducible and rapid
determination of neostigmine in commercial pharmaceuticals. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Neostigmine determination; Blue ion associate with tetrabromophenolphthalein ethylester; Flow injection extraction
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1. Introduction

Bromophenol Blue (BPB) [1–3], Bromocresol
Green (BCG) [4] and Orange(II) [5] have been
used as ion-association reagents for the extrac-
tion-spectrophotometric determination of quater-
nary ammonium salts and Sakai has reported [6]

that BPB reacted with a quaternary ammonium
ion to form a yellow 1:1 or a blue 1:2 associate in
the acidic or alkaline media. However, the molar
absorptivities of associates mentioned above were
small and the sensitivity was poor for trace analy-
sis. Tetrabromophenolphthalein ethylester potas-
sium (TBPEK), which has a molar absorptivity of
105 l mol−1 cm−1, was proposed for the sensitive
spectrophotometric determination of trace
amounts (10−6 mol l−1 level) of berberine [7].
Moreover, it was found that TBPEH obtained
below pH 3 dissolved in 1,2-dichloroethane
(DCE) and TBPEH–DCE solution was preferable

* Corresponding author. Fax: +81-565-48-0076.
E-mail address: tadsakai@ac.aitech.ac.jp (T. Sakai)
1 On leave: Nanjing University of Chemical Technology,

Chemical Engineering Research Center, No.5 New Model
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to the flow injection (FI) spectrophotometric de-
termination of berberine and benzethonium [8]
coupled with solvent extraction. For efficient seg-
ments, extraction and phase separation, lots of
papers were published [9–17] and also the review
related to extraction flow injection analysis (FIA)
was reported by Kuban [18]. In a previous paper
[8], a phase separator with a sloped groove and a
porous PTFE membrane(0.8 mm) proposed by
Motomizu et al. [14] was used. However, the
durability of a single membrane was not sufficient
for long runs.

This paper describes a durable extraction FI
system using a double membrane phase separator
for sensitive and rapid determination of neostig-
mine in pharmaceuticals. There are few spec-
trophotometries for the neostigmine
determination [18,19]. Neostigmine shows a phar-
macological action for anticolinesterase. Its
methylsulfate and bromide are combined in the
injection ampoule and eye-drops. Although
titrimetry is proposed as an official method [20],
the procedure is tedious and the sensitivity is poor
(mg ml−1 level).

2. Experimental

2.1. Apparatus

A Hitachi Model U-3000 double-beam spec-
trophotometer was used with 10 mm light-path
cells for absorbance measurements. A Horiba M-
GL pH meter with a glass electrode was used.
Extraction was carried out with an Iwaki Model
KM shaker.

2.2. Reagents

All reagents were of analytical-reagent grade
and were used without further purification.

2.2.1. Stock standard neostigmine solution
Prepared by dissolving 0.0606 g of neostigmine

bromide (Wako, Osaka) in 100 ml of distilled
water to make a 2×10−3 mol l−1. Working
solutions were prepared by appropriate dilution.

2.2.2. Tetrabromophenolphthalein ethylester
(TBPEH) solution

A 5×10−4 mol l−1 TBPEH–DCE solution
was prepared according to Ref. [8]. TBPEH is not
available commercially.

2.2.3. Buffer solution, pH 7–10.5
Prepared by mixing equal volumes of 0.3 mol

l−1 potassium dihydrogen phosphate and 0.1 mol
l−1 sodium borate. The pH was adjusted with 1
mol l−1 sulfuric acid or sodium hydroxide.

2.2.4. Procedure for the FI method
A schematic diagram of the extraction-FI sys-

tem used is shown in Fig. 1. The absorbance was
measured at 610 nm using a Soma Optics (Tokyo)
Model S-3250 double-beam spectrophotometer
with a 10 mm light-path flow cell (8 ml). Signals
were recorded with a Shimadzu (Kyoto) R-11
recorder. Double-plunger micro-pumps (Sanuki
Kogyo, Tokyo, DMZU-1026) was used to deliver
the carrier, buffer and reagent solutions. The car-
rier and buffer solution (pH 10) were delivered at
the flow rate of 0.85 ml min−1 and the flow rate
of 5×10−5 mol l−1 TBPEH–DCE solution was
0.55 ml min−1. The samples (200 ml) were injected
into the carrier stream by a 6-way injection valve.

Fig. 1. Schematic diagram of the extraction-flow injection (FI)
system for neostigmine determination. BS, buffer (pH 10); RS,
5×10−5 mol l−1 tetrabromophenolphthalein ethylester
(TBPEH)–1,2-dichloroethane (DCE) solution; P1, P2, pumps
(BS, H2O 0.85 ml min−1, RS 0.55 ml min−1); S, sample
injection (200 ml); Seg, segmentor; EC, extraction coil (0.5 mm
i.d., ×3 m); PS, phase separator; D, spectrophotometer (610
nm); BPC, back pressure coil (0.25 mm i.d., BPC1 1 m, BPC2
6 m, BPC3 1.5 m).
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The phase separator with double membranes
made of porous poly(tetrafluoroethylene) (PTFE,
pore size 0.8 mm), reported in the previous papers
[21,22], was used for separation of organic phase.
Flow lines were of PTFE tubing (0.5 mm i.d.) and
the back pressure coil were of 0.25 mm i.d. PTFE
tubing.

3. Results and discussion

3.1. Batchwise study

3.1.1. Absorption spectra
In a previous paper [7], TBPEK solution was

used as an extracting reagent for the sensitive
determination of berberine, however, TBPEH–
DCE solution was used as an extracting reagent
and solvent.

The yellow TBPEH in 1,2-DCE is back-ex-
tracted into the alkaline solution (pH\7) and the
blue TBPE anion is liberated in the aqueous
phase. And then, TBPE anion reacts with neostig-
mine (Neo+) to form a blue ion associate as
follows;

TBPEHo
yellow in 1,2−DCE

? TBPEw
− +Hw

+

blue(in alkaline media)

TBPEw
− +Neow

+ ?
�

TBPE−·Neo+

blue in 1,2−DCE

�
o

where the subscripts o and w refer organic and
aqueous phases. The TBPE−·Neo+ associate was
successfully extracted into 1,2-DCE with about
100% extraction percentage. The absorption maxi-
mum was at 610 nm and absorbance of the
reagent blank was about 0.030. The molar ab-
sorptivity for the neostigmine associate was 75 000
l mol−1 cm−1.

3.1.2. Effect of pH on extraction
The effect of pH on the extraction of neostig-

mine associates was examined in the pH range
7.3–10.8 with 5×10−4 mol l−1 TBPEH–DCE
solution. The results are shown in Fig. 2. The
optimum pH range was 9.8–10.8. At pH\11, the
absorbance of the associates slightly decreased
because TBPE anion was gradually hydrolyzed in
the higher alkaline media.

Fig. 2. Effect of pH on the extraction of TBPE−·Neo+

associates by the batchwise method. Neostigmine, (1) 2×
10−6 mol l−1; (2) 4×10−6 mol l−1; tetrabromophenolph-
thalein ethylester (TBPEH), 5×10−4 mol l−1; wavelength,
610 nm.

3.2. FI study

3.2.1. Flow system
On the basis of the experimental conditions

obtained by the batchwise method, the three-
channels FI system was assembled (Fig. 1) and
examined for rapid and sensitive determination of
neostigmine. The pH was varied from 7 to 10.8.
Over pH 10.8, the base line became noisy. The
reproducible peaks were obtained at pH 10. The
TBPEH concentration was varied from 5×10−5

to 5×10−4 mol l−1 for 4×10−7 mol l−1

neostigmine. The higher the concentration of
TBPEH, the higher was the signal peak for the
neostigmine associate. However, when 5×10−5

mol l−1 TBPEH was delivered, a stable base line
and reproducible signal were obtained.

3.2.2. Effect of back-pressure coil length
The function of phase separator is important

for liquid–liquid extraction in FIA. Several phase
separating systems were proposed using a PTFE
porous membrane which is permeable to an or-
ganic phase, but impermeable to an aqueous
phase [10–17]. Although the separation efficiency
by the separators mentioned above was sufficient,
the durability of the membrane was not satisfac-
tory. The life-time of two 1.0 mm pore size PTFE
membranes with polyethylene backing was about
2 h [11]. A double-membrane phase separator was
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designed [21] to prevent that moisture passes
through the membrane and reaches to the flow
cell. In the previous paper [22], the phase separa-
tor mentioned above was improved to facilitate
the tube connection and the efficiency for the
(MIBK+ toluene=1+1) extraction system was
investigated. The recovery of the organic phase
depended on the back-pressure coil lengths
(BPC1, BPC2, BPC3 in Fig. 1). In this study, the
function for a heavy gravity solvent was also
studied. The volumes of aqueous and organic
phases which are conducted to W1 (waste 1), W2
and W3 were compared by varying the back-pres-
sure coil length. When the volume of organic
phase conducted to W3 was maximum, the condi-
tion was best. Consequently, BPC1 1 m, BPC2 6
m and BPC3 1.5 m were chosen in the system.
The recovery of organic phase in W3 was 87%.
The durability of the separation system was im-
proved compared with a single membrane system
[23] and the continuous about 5 h run was possi-
ble without replacement of membranes. To exam-
ine the efficiency of extraction, the length of the
extraction coil was varied from 1 to 4 m. A 3 m
length gave the maximum peak height.

3.2.3. Effect of flow rate of aqueous phase to
organic phase

The flow rate of organic solvent was main-
tained at 0.55 ml min−1 and the flow rates of the
carrier and buffer stream were varied from 0.53 to
0.97 ml min−1. As two streams were delivered by
the same micro-plunger pump, the flow rate was
identical. The results obtained are shown in Fig.
3. The peak height increased with an increase in
the ratio of the aqueous phase to the organic
phase (Vaq/Vorg). The increase shows the concen-
tration effect by solvent extraction. In order to
achieve a high and constant extraction, the flow
rate of aqueous phase should be 0.85 ml min−1

and the rate of organic phase, 0.55 ml min−1.

3.2.4. Effect of sample 6olume
In general, it is well-known that the peak height

increases with increasing sample injection volume.
The volume of sample injected was varied by
changing the length of the sample loop in the
injection valve. The peak height remarkably in-

Fig. 3. Effect of ratio of Vaq and Vorg by the flow injection (FI)
method. Neostigmine, 4×10−7 mol l−1; extraction coil, 3m;
sample volume, 200 ml; Vorg, 0.55 ml min−1; pH 10.

creased in the range of 50–200 ml and it slightly
increased over 200 ml. However, when 400 ml of
sample was injected, a double peak shape was
obtained. It is assumed that parts of ion associates
were adsorbed on the surface of the membrane
and double extraction occurred. A total of 200 ml
was injected in this work.

3.2.5. Calibration graph
By using the flow system shown in Fig. 1, the

calibration graph was constructed and the profile

Fig. 4. Flow signals for neostigmine determination. (A) 1×
10−7 mol l−1, (B) 2×10−7 mol l−1; (C) 3×10−7 mol l−1;
(D) 4×10−7 mol l−1; (E) 5×10−7 mol l−1.
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Table 1
Determination of neostigmine in pharmaceuticals

Founda RecoverySample Nominal

0.00506 101.2%Eye-drops 0.005%
90.000007%

98.4%0.5 mg ml−1Injection 0.492
ampoule 90.0023 mg ml−1

4.9490.051 mg g−1 98.6%5 mg g−1Diluted
powder

a S.D. for three determination.

three-channels FI system with liquid–liquid ex-
traction and the double membrane phase separa-
tor was developed for the sensitive, reproducible
and rapid determination of neostigmine in phar-
maceutical formulations.
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of flow signals is shown in Fig. 4. The calibration
graph was linear over the range 1×10−7 mol l−1

(0.03 mg ml−1)– ×10−7 mol l−1 (0.152 mg ml−1)
of neostigmine when 200 ml of the standard solu-
tion was injected. The relative standard deviation
(R.S.D.) (n=5) was 0.5% for 4×10−7 mol l−1

neostigmine and the detection limit (S/N=3) was
1.8×10−8 mol l−1. Sampling frequency was 48
h−1.

3.2.6. Determination of neostigmine in commercial
pharmaceuticals

Aliquot amounts of commercial eye-drops, in-
jection ampoule or debited powder were dissolved
in 100 ml of distilled water. After filtration or
dilution, sample solutions were determined by the
recommended FI method. The results are shown
in Table 1. The recoveries against the nominal
values were within 98.4–101.2%.

4. Conclusion

Neostigmine reacts with TBPE anion which is
back-extracted from TBPEH–1,2-DCE solution
to form the blue ion associate. The ion associate
system was introduced into the FI method. The

.
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Abstract

A rapid potentiometric flow injection technique for the simultaneous determination of oxychlorine species such as
ClO3

− –ClO2
− and ClO3

− –HClO has been developed, using both a redox electrode detector and a Fe(III)–Fe(II)
potential buffer solution containing chloride. The analytical method is based on the detection of a large transient
potential change of the redox electrode due to chlorine generated via the reaction of the oxychlorine species with
chloride in the potential buffer solution. The sensitivities to HClO and ClO2

− obtained by the transient potential
change were enhanced 700–800-fold over that using an equilibrium potential. The detection limit of the present
method for HClO and ClO2

− is as low as 5×10−8 M with use of a 5×10−4 M Fe(III)–1×10−3 M Fe(II) buffer
containing 0.3 M KCl and 0.5 M H2SO4. On the other hand, sensitivity to ClO3

− was low when a potential buffer
solution containing 0.5 M H2SO4 was used, but could be increased largely by increasing the acidity of the potential
buffer. The detection limit for ClO3

− was 2×10−6 M with the use of a 5×10−4 M Fe(III)–1×10−3 M Fe(II)
buffer containing 0.3 M KCl and 9 M H2SO4. By utilizing the difference in reactivity of oxychlorine species with
chloride in the potential buffer, a simultaneous determination method for a mixed solution of ClO3

− –ClO2
− or

ClO3
− –HClO was designed to detect, in a timely manner, a transient potential change with the use of two streams

of potential buffers which contain different concentrations of sulfuric acid. Analytical concentration ranges of
oxychlorine species were 2×10−5–2×10−4 M for ClO3

−, and 1×10−6–1×10−5 M for HClO and ClO2
−. The

reproducibility of the present method was in the range 1.5–2.3%. The reaction mechanism for the transient potential
change used in the present method is also discussed, based on the results of batchwise experiments. The simultaneous
determination method was applied to the determination of oxychlorine species in a tap water sample, and was found
to provide an analytical result for HClO, which was in good agreement with that obtained by the o-tolidine method
and to provide a good recovery for ClO3

− added to the sample. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

Although chlorine has been widely used for
the disinfection of drinking water, the toxicity of
trihalomethanes which are derived from reac-
tions of organic compounds in raw water with
chlorine, has been noted and as a result, consid-
erable interest in the use of alternative disinfec-
tants has recently developed. Chlorine dioxide is
extensively used for as an alternative to chlo-
rine, in the disinfection of water, because of its
advantages over chlorine with respect to negligi-
ble reaction with ammonia to form chloramines
and with organic compounds to form chlori-
nated organic compounds [1]. However, ClO3

− is
known to be generated by the reaction of chlo-
rine dioxide with organic compounds during wa-
ter treatment, and the reaction of chlorine
dioxide with the resulting ClO3

− is known to
induce a disproportionation to form oxychlori-
nes such as HClO and ClO2

− [2]. Since the oxy-
chlorines are considered to be hazardous to
general health, a level of residual oxychlorines
in the drinking water is important for health
safety, and it requires routine monitoring. The
EPA requires that the maximum contaminant
limit of oxychlorine species be less than 1.0 mg
l−1 for drinking water because of possible ad-
verse health effects by oxychlorine species [3].
Iodometry has been adopted as one of the stan-
dard methods to determine oxychlorine species
[4]. This method is capable of determining the
total oxychlorine species in drinking water. One
drawback to the method is that other oxidizing
species which coexist in the sample can interfere
with the determination.

A sensitive and accurate analytical method for
oxychlorinated species such as HClO, ClO2

−,
ClO3

− and ClO2 in water is required in water
treatment process. Furthermore, since HClO and
ClO2

− are unstable and are easily decomposed
by air oxidation, a rapid analytical method
which can be operated in a substantially closed
system, is desirable. Flow injection analysis
(FIA) [5] has been recognized to be a versatile
and valuable tool which is capable of rapid, au-
tomatic sample analysis and is suitable for ana-
lyzing unstable substances such as HClO and

ClO2
−. Gordon et al. [6–9] reported an analyti-

cal method for oxychlorine species, ClO2
−,

ClO3
− and ClO2 by using the FIA technique.

Their method is based on the spectrophotomet-
ric detection of iodine generated by the reaction
of oxychlorine species with iodide in acidic me-
dia. This method is designed to enhance the se-
lectivity among oxychlorines by utilizing
different reaction kinetics depending on the acid
concentration in the reaction media and by
combining a gas-diffusion unit in the flow sys-
tem. Numerous reports have appeared concern-
ing the determination of residual chlorine, total
oxychlorine HClO, ClO− and Cl2 [10–13] using
this method. However, only a few reports on
the simultaneous potentiometric determination
of a mixture of oxychlorine species, i.e., HClO,
ClO2

− and ClO3
− have been published.

In earlier papers, a novel application of the
potentiometric FIA method has been porposed
for the rapid and accurate determination for re-
dox compounds such as bromate, glucose and
hydrazine [15,16] with use of potential buffer so-
lutions such as Fe(III)–Fe(II), Fe(CN)6

3− –
Fe(CN)6

4− and Ce(IV)–Ce(III) and the use of a
redox electrode detector. The method is based
on the detection of the potential change of the
redox electrode which is caused by the composi-
tion change in the potential buffer as the result
of a reaction of the redox sample with the po-
tential buffer. It has recently been found that
the addition of chloride or bromide to the
Fe(III)–Fe(II) potential buffer enhances the sen-
sitivity to some oxidative species such as resid-
ual chlorine [14] and hydrogen peroxide [17].
For example, highly sensitive determination of
residual chlorine in tap water has been achieved
by the detection of a large transient potential
change which is temporarily increased as the re-
sult of the generation of intermediate chlorine
during the reaction of the sample with chloride
added to the potential buffer.

In this paper, the application of this method
[14] is described to the simultaneous determina-
tion of trace amounts of oxychlorines such as
HClO, ClO2

− and ClO3
−, as a method for moni-

toring water. The factors which effect the reac-
tivity of the oxychlorines with the potential
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buffer were examined in a batchwise system.
Based on the batchwise examination of the
simultaneous determination of mixed oxychlori-
nes, an FIA system was designed which consists
of two detectors, two streams of an Fe(III)–
Fe(II) potential buffer containing different con-
centrations of sulfuric acid and two reaction
coils which serve to control the reaction time.

2. Experimental

2.1. Reagents and preparation of solutions

A stock solution of HClO was prepared by
filtering a commercially available sodium
hypochlorite solution (10% available chlorine;
Taisei Yakuhin, Japan) through a membrane
filter (0.45 mm pore size) and diluting the filtrate
with deionized water appropriately, as described
previously [14]. A stock solution of 0.1 M
NaClO2 was prepared by dissolving 9.044 g
NaClO2

. 3H2O into 1 dm3 of deionized water, af-
ter purifying commercially available sodium
chlorite (Katayama, Japan) by recrystallization
from water [18]. A stock solution of NaClO3

was prepared by dissolving analytical grade
sodium chlorate (Katayama, Japan) with deion-
ized water. Both stock solutions of 0.1 M
Fe(III) and 0.1 M Fe(II) in 0.1 M H2SO4 were
prepared from ammonium iron(III) sulfate and
ammonium iron(II) sulfate (Katayama, Japan),
respectively, according to procedures described
previously [14]. An Fe(III)–Fe(II) potential
buffer solution was prepared by mixing the
Fe(III) and Fe(II) stock solutions appropriately
and by adding sulfuric acid. This potential
buffer solution is hereafter referred to as buffer-
A. Another Fe(III)–Fe(II) potential buffer solu-
tion, abbreviated as buffer-B, was prepared by
the same procedure as used for buffer-A except
for the further addition of potassium chloride.

A cation-exchange resin column in the Fe(II)
form was prepared by packing cation-exchange
resin (Amberlite IR-118, 20–50 mesh) into a
polyacrylic resin tube (6 cm-long, 7 mm i.d.)
and then eluting it with a 1×10−4 M Fe(II)
solution.

2.2. Procedure for the determination of single
component of oxychlorine species in flow system

A schematic diagram of a two-channel flow
system is shown in Fig. 1(A). The apparatus
consisted of a peristaltic pump (P), a sample
injection valve (S), a flow-through redox electrode
detector (D) which has a gold-plated electrode and
a silver/silver chloride reference electrode, a
potentiometer and a recorder, as described
previously [15]. PTFE tubing of 0.5 mm i.d. was
used for the manifold. The potential buffer solution
and water were pumped at a flow rate of 0.7 ml
min−1 as the reagent stream (RS) and as a carrier
stream (CS), respectively. A sample solution (140

Fig. 1. Schematic diagram of a two-channel flow injection
analysis (FIA) system for oxychlorine species (A) and calibra-
tion peaks for oxychlorine species (B). RS, reagent stream
(5×10−3 M Fe(III)–1×10−2 M Fe(II), 0.3 M KCl and 0.5
M H2SO4); CS, carrier stream (H2O); RC, reaction coil (70
cm×0.5 mm i.d.); BC, back-pressure coil (5 m×0.5 mm i.d.);
S, sample injector (140 ml); D, flow-through type redox elec-
trode detector; C, confluence point; temperature of the RS and
CS was controlled at 2590.5°C. Oxychlorine species: (a)
HClO; (b) ClO2

−; (c) ClO3
−.
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Fig. 2. (A) Schematic diagram of a three-channel flow injection analysis (FIA) system for the simultaneous determination of
ClO3

− –HClO or ClO3
− –ClO2

− (for the case of [ClO3
−]\ [ClO2

−] and [ClO3
−] \ [HClO]). RS1, reagent stream 1 (5×10−3 M

Fe(III)–1×10−2 M Fe(II), 0.3 M KCl and 9 M H2SO4); RS2, reagent stream 2 (5×10−3 M Fe(III)–1×10−2 M Fe(II), 0.3 M
KCl and 0.3 M H2SO4); RC1, reaction coil 1 (200 cm×0.5 mm i.d.); RC2, reaction coil 2 (60 cm×0.5 mm i.d.); D1 and D2, the
same detectors as in Fig. 1. The other experimental conditions are the same as that in Fig. 1(A). (B) Calibration peaks ((a), (b)) for
ClO3

− and ClO2
− obtained with detectors D1 and D2, respectively. Concentrations of ClO3

− and ClO2
− in the mixed sample are

indicated in the figure. Calibration peaks ((c), (d)) for ClO3
− and HClO obtained with detectors D1 and D2, respectively.

Concentrations of ClO3
− and HClO in the mixed sample are indicated in the figure.

ml) containing a single component of oxychlorine
(HClO, ClO2

− or ClO3
−) was injected into the

carrier stream, and merged with the reagent
stream at the confluence point (C). The mixed
stream was led to the redox electrode detector,
after passing through the reaction coil (RC). A
back-pressure coil (BC) was connected to an out-
let of the detector to suppress the generation of
bubble in the RC and the detector. The potential
change of the detector was measured with the
potentiometer and the signal therefrom was
recorded on the recorder.

2.3. Procedure for the simultaneous determination
of ClO3

− –ClO2
− and ClO3

− –HClO in flow
system

In the case of the mixed sample solution con-
taining ClO3

− –ClO2
− or ClO3

− –HClO under the
concentration condition [ClO3

−]\ [ClO2
−] or

[ClO3
−]\ [HClO], a three-channel flow system

shown in Fig. 2(A) was used. The mixed sample
solution was injected into the CS. The carrier
stream was divided into two streams at the point
(C) and the divided streams were merged with two
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different potential buffer streams. The potential
buffer (RS1) contains potassium chloride and sul-
furic acid at very high concentration. The poten-
tial buffer (RS2) contains potassium chloride and
sulfuric acid at low concentration. A half portion
of the sample zone was led to the detector (D1)
after mixing with RS1 and passing the reaction
coil (RC1). The other half was directed to the
detector (D2) after mixing with RS2 and passing
the reaction coil (RC2). ClO2

− or HClO in the
mixed sample was selectively detected with detec-
tor D2 even in the presence of ClO3

− in the
sample. Only ClO3

− was detected with detector D1

by setting length of RC1 longer than that of RC2,

even when ClO2
− or HClO was present in the

sample solution under the concentration condi-
tions mentioned above.

In the case of a mixed sample solution contain-
ing ClO3

− –ClO2
− or ClO3

− –HClO under the con-
centration condition [ClO3

−]$ [ClO2
−] or

[ClO3
−]$ [HClO], a four-channel flow system

shown in Fig. 3(A) was used. A sample solution
was injected into the CS. The carrier stream was
divided into two streams at point (C). A half
portion of sample zone was merged with a stream
of RS3, 1×10−4 M Fe(II) solution containing
0.01 M H2SO4, and was passed through an Fe(II)
form cation-exchange resin column (EC). ClO2

−

and HClO in the sample containing ClO3
− were

reduced to chloride by reaction with Fe(II) in the
RS3 stream and with Fe(II) on the ion-exchange
resin. ClO3

− in the mixed sample did not react
with Fe(II) in the RS3 stream or the Fe(II) on the
ion-exchange resin. Thus, the unreacted ClO3

− in
the sample zone was reacted with the potential
buffer (RS1) containing chloride and sulfuric acid
at very high concentration and was led to the
detector D1. Therefore, the signals from the detec-
tor D1 are attributed only to ClO3

− even in the
presence of ClO2

− or HClO in the sample solu-
tion. Another half portion of the sample zone was
merged with the stream of RS2. The RS2 stream is
a solution of buffer-A, the Fe(III)–Fe(II) poten-
tial buffer containing sulfuric acid. ClO2

− or
HClO in the mixed sample solution reacted with
Fe(II) in the reagent solution of RS2, while chlo-
rate did not react with Fe(II) in the reagent
solution of RS2 containing sulfuric acid at low

concentration during the short period required for
passage through RC2. Thus, ClO2

− or HClO
could be detected with detector D2 even in the
presence of ClO3

−. About 3 and 0.25 min were
required from the time of sample injection to the
appearance of the maximum peak with the detec-
tors D1 and D2, respectively. The stream of RS3

was used as the reagent solution to regenerate the
exchange column in the Fe(II) form.

Fig. 3. (A) Schematic diagram of a four-channel flow injection
analysis (FIA) system for the simultaneous determination of
ClO3

− and HClO (for the case of [ClO3
−]$ [HClO]). RS1,

reagent stream 1 (5×10−3 M Fe(III)–1×10−2 M Fe(II), 0.3
M KCl and 9 M H2SO4); RS2, reagent stream 2 (1×10−3 M
Fe(III)–2×10−3 M Fe(II), 0.3 M H2SO4); RS3, reagent
stream 3 (1×10−4 M Fe(II), 1×10−2 M H2SO4); RC1,
reaction coil 1 (200 cm×0.5 mm i.d.); RC2, reaction coil 2
(250 cm×0.5 mm i.d.); EC, cation-exchange resin column in
Fe(II) form. The other experimental conditions are the same as
that in Fig. 2(A). (B) Calibration peaks ((a), (b)) for ClO3

−

and HClO obtained with detectors D1 and D2, respectively.
Concentrations of ClO3

− and HClO in the mixed sample are
indicated in the figure.
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2.4. Procedure of measurement of potential change
using a batch system

The relationship between the potential change
of the redox electrode caused by the reaction of
oxychlorine species with the potential buffer and
the reaction time was examined by using the same
batch-beaker system as described previously [14].
A sample solution of oxychlorine (100 ml) was
added quickly to the potential buffer solution (10
ml) in which the redox electrode and the reference
electrode were immersed. The potential change of
the redox electrode was measured with a poten-
tiometer as a function of time and recorded on
recorder.

3. Results and discussion

3.1. Response potential of redox electrode caused
by the reaction of oxychlorine with Fe(III)–Fe(II)
potential buffer

The overall reactions of oxychlorines such as
HClO, HClO2 and ClO3

−, with Fe(II) in the po-
tential buffer containing sulfuric acid can be ex-
pressed by Eqs. (1)–(3) [19].

HClO+2Fe(II)+H+�Cl− +2Fe(III)+H2O
(1)

HClO2+4Fe(II)+3H+

�Cl− +4Fe(III)+2H2O (2)

ClO3
− +6Fe(II)+6H+�Cl− +6Fe(III)+3H2O

(3)

Eqs. (1)–(3) can be generally rewritten by Eq.
(4) when oxychlorines and their reduced species,
Cl−, are abbreviated by Ox and Red, respectively.

Ox+nFe(II)+bH+�Red+nFe(III)+dH2O
(4)

where, n, b and d are stoichiometric coefficients.
The potential of the redox electrode, E1, in the

Fe(III)–Fe(II) potential buffer containing Fe(III)
and Fe(II) at the concentration of [Fe(III)]o and
[Fe(II)]o, respectively, can be expressed by

E1=

E0+0.059 log([Fe(III)]o/[Fe(II)]o) (V at 25°C)
(5)

where E0 is the formal redox potential.
Oxychlorine at the concentration of [Ox]o is

added to the Fe(III)–Fe(II) potential buffer and if
the reaction is then completed, according to Eq.
(4), the change of potential of the redox electrode,
DE, i.e. the potential difference between before
and after an addition of oxychlorines can be
obtained using Eq. (5) and expressed by

DE=0.059 log{(1+n [Ox]o/[Fe(III)]o)

/(1−n [Ox]o/[Fe(II)]o)} (V) (6)

The relationship between DE and [Ox]o depends
on both the ratio of [Fe(III)]o/[Fe(II)]o and the
value of n, as expected from Eq. (6). Indeed by
numerical calculation of Eq. (6), a linear relation-
ship exists between DE and [Ox]o where DE is
within ca. 35 mV, when the ratio of [Fe(III)]o/
[Fe(II)]o is 0.5. The sensitivities, defined as the
slope of the linear portion are calculated to be
15.0, 30.0 and 45.0 mV mM−1 for n=2, 4 and 6,
respectively from Eq. (6). These values for the
sensitivities correspond to the theoretical sensitiv-
ity to HClO, ClO2

− and ClO3
−, respectively. These

values are also given in column (B) of Table 1.
Based on the batchwise procedure described in

the experimental section, the potential changes of
the redox electrode were examined by adding
oxychlorine solutions to buffer-A and the buffer-
B. Curves (A)-(a), -(b) and -(c) in Fig. 4 show the
time-courses of the potential change when 100 ml
of 1×10−2 M HClO, ClO2

− and ClO3
−, respec-

tively, were added to 10 ml of the buffer-A, which
consists of 5×10−3 M Fe(III)–1×10−2 M
Fe(II) and 0.5 M H2SO4. As can be seen from
curves (A)-(a) and -(b), the potential increases
quickly within 10 s and then decreases with time
after passing through a maximum, and finally
reaching constant values after 20 s or longer when
HClO and ClO2

− were added to buffer-A. The
potential difference between the initial potential
and the equilibrium potential after 20 s were 1.8
and 3.3 mV for curve (A)-(a) and -(b), respec-
tively. The values of these potential differences are
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Table 1
Sensitivities to oxychlorine species

Oxychlorine species Sensitivity (mV/mM)a Enhancement factor

(A)/(B)(B) Calculatedc(A) Observed in FIA systemb

1.2×104 15 (n=2) 800HClO
2.1×104 30 (n=4)ClO2

− 700
45 (n=6) 0.083.4ClO3

−

9.845 (n=6)ClO3
− 4.3×102d

a Sensitivities defined as slope of the potential change versus sample concentration curves.
b Slope of calibration curves observed at flow injection analysis (FIA) system shown in Fig. 1.
c Sensitivity calculated from Eq. (6); n indicates the number of moles of Fe2+ reacted with 1 mole of Ox (Eq. (4)).
d Slope of calibration curve observed in the FIA system with buffer-B containing 9.0 M H2SO4 and a reaction coil (RC) of 200

cm in length.

in agreement with that of the potential change
calculated from Eq. (6). This indicates that the
assumption of completion of the reactions (1) and
(2) is valid and Eq. (6) holds for HClO and
HClO2. On the other hand, no significant poten-
tial change of the redox electrode for ClO3

− was
observed, as can be seen from curve (A)-(c) in Fig.
4, although the highest sensitivity to ClO3

− is
expected among oxychlorines, judging from the
calculated value based on Eqs. (3) and (6). This
indicates that the rate of the reaction of ClO3

−

with Fe(II) is much slower than that of HClO and
HClO2 under the present conditions.

If the reaction of oxychlorine with Fe(II) pro-
ceeds in accordance with Eq. (4), a monotonous
potential increase from the initial potential E1 of
Eq. (5) to the equilibrium potential E1+DE is
expected, though the time required to reach the
equilibrium potential may depend on the reaction
rate of Eq. (4). However, mountain-shaped poten-
tial changes (curves (A)-(a) and -(b)) were in fact
obtained when HClO and ClO2

− were added to
the buffer-A, as shown in Fig. 4. This suggests
that the reaction of HClO or HClO2 with Fe(II) is
not a simple reaction such as is expressed by Eqs.
(1) and (2), but may include several elementary
reactions, generating an intermediate substance
with higher redox potential. For an explanation
of the mountain-shaped curves (A)-(a) and -(b),
the following reactions can be considered as feasi-
ble elementary reactions.

HClO+Fe(II)+H+�1/2Cl2+Fe(III)+H2O

(HClO?ClO− +H+ K=3.2×10−8) [20]
(7)

HClO2+3Fe(II)+3H+

�1/2Cl2+3Fe(III)+2H2O

(HClO2?ClO2
− +H+ K=1.1×10−2) [20]

(8)

Fig. 4. Potential changes of the redox electrode caused by
reaction of oxychlorine samples with buffer-A or -B in a batch
system. (A) Broken lines represent potential changes obtained
by the addition of 100 ml of 1.0×10−2 M oxychlorine to 10
ml of the buffer-A (5×10−3 M Fe(III)–1×10−2 M Fe(II)
and 0.5 M H2SO4). (A)-(a) HClO; (A)-(b) ClO2

−; (A)-(c)
ClO3

−. (B) Solid lines represent potential changes obtained by
the addition of 100 ml of 1.0×10−4 M oxychlorine to 10 ml
of buffer-B (5×10−3 M Fe(III)–1×10−2 M Fe(II), 0.3 M.
KCl and 0.5 M H2SO4). (B)-(a) HClO; (B)-(b) ClO2

−.
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ClO3
− +5Fe(II)+6H+

�1/2Cl2+5Fe(III)+3H2O [24] (9)

1/2Cl2+Fe(II)�Cl− +Fe(III) [21] (10)

That is, the potential raising observed just after
the addition of HClO and ClO2

− may be due to
reactions (7) and (8) to generate the intermediate
chlorine, Cl2, which has a higher redox potential
of Cl2/Cl− couple than the redox potential of
Fe(III)/Fe(II) couple [20]. As a result, the poten-
tial descending may be due to a decrease in chlo-
rine concentration as the result of the reaction of
chlorine with Fe(II), according to Eq. (10). As is
also shown in the curves (A)-(a) and -(b) in Fig. 4,
the magnitude of the observed potential changes
for ClO2

− was slightly larger than that for HClO.
This is probably due to the larger reactivity of
HClO2 with Fe(II) than HClO. The sum of the
elementary reactions (7) and (10) or (8) and (10)
are identical to overall reactions (1) or (2), respec-
tively. A lack of response to ClO3

− suggests that
the rate of reaction (9) may be very slow in dilute
acidic media such as 0.5 M H2SO4. As is subse-
quently described, an increase in sulfuric acid in
the potential buffer results in a mountain-shaped
potential change for ClO3

−, the same as for ClO2
−

and HClO. It is probable that reactions (9) and
(10) would occur as the elementary reaction of
reaction (3).

3.2. Effect of the addition of potassium chloride
to the potential buffer on potential change

Curves (B)-(a) and -(b) in Fig. 4 show the
potential changes of the redox electrode obtained
by the addition of 100 ml of 1×10−4 M HClO
and ClO2

−, respectively, to 10 ml of the buffer-B
which consists of 5×10−3M Fe(III)–1×10−2 M
Fe(II), 0.5 M H2SO4 and 0.3 M KCl. As can be
seen from the curves (B)-(a) and -(b), mountain-
shaped potential changes similar to those with the
buffer-A were obtained, even though the concen-
trations of HClO and ClO2

− added to the buffer-
B are lower by two order of magnitude than those
added to buffer-A. It is noteworthy that the mag-
nitude of the transient potential change was much
larger than that obtained with the buffer-A. The

potential changes at the maximum normalized by
the concentration of oxychlorine added to the
buffer were 2.2×104 mV mM−1 for HClO and
3.8×104 mV mM−1 for ClO2

− when buffer-B
was used, while they were 2.4×102 mV mM−1

for HClO and 2.8×102 mV mM−1 for ClO2
−

when the buffer-A was used. The peak maxima
appeared at around 2–5 s which was shorter than
those observed for buffer-A, and the potential
after 20 s was nearly identical to the initial value.

Since the difference in composition between the
buffer-A and -B is the absence or presence of
chloride in the buffer, the larger transient poten-
tial change for ClO2

− and HClO obtained with
buffer-B may be related to the presence of chlo-
ride. The following reactions are known [19], and
are thought to provide a possible explanation of
the large transient potential change.

HClO+Cl− +H+�Cl2+H2O (11)

HClO2+3Cl− +3H+�2Cl2+2H2O (12)

When the concentration of potassium chloride
in buffer-B was varied from 0.1 to 1.0 M, the
transient potential change increased with increas-
ing concentration of potassium chloride up to 0.3
M and became nearly constant at concentrations
of 0.5 M and higher. Since chloride exists in a
much higher concentration than Fe(II) in buffer-
B, HClO and ClO2

− must react with chloride
preferentially. Therefore, the raising transient po-
tential changes are due to chlorine generated by
reactions (11) and (12) rather than by reactions
(7) and (8). The rate of the generation of chlorine
by reaction (12) is estimated to be faster than that
by reaction (11) based on the fact that the poten-
tial change of the curve (B)-(b) is larger than that
of the curve (B)-(a), providing the descending of
the potential after a maximum occurs via the
same path as reaction (10). The potential changes
for ClO2

− and HClO became larger when the
potential buffer consisting of a lower concentra-
tion of the Fe(III)–Fe(II) couple containing 0.5
M H2SO4 and 0.3 M KCl was used. For example,
the potential changes for HClO and ClO2

− were
about 6-fold higher when a 5×10−5 M Fe(III)–
1×10−4 M Fe(II) buffer solution was used, com-
pared with the potential change obtained with the
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5×10−3 M Fe(III)–1×10−2 M Fe(II) buffer
solution. This suggests that reaction (10) occurs
simultaneously with the reactions (11) or (12) and
that the rate of reduction of chlorine by Fe(II)
(reaction (10)) determines the magnitude of the
potential changes. In the case where buffer-B was
used, the sum of the elementary reactions (11) and
(10) or (12) and (10) are identical to the overall
reaction (1) or (2), respectively. That is, the pres-
ence of chloride in buffer-B may act as a homoge-
neous catalyst for the successive reactions
involving chlorine as the intermediate. Since the
transient potential changes for HClO and ClO2

−

are much larger when buffer-B was used, a more
sensitive analysis for HClO and ClO2

− could be
expected by using buffer-B, provided the maxi-
mum potential change which appears transiently
can be detected in a timely manner.

On the other hand, by the addition of 100 ml of
1×10−3 M ClO3

− to 10 ml of buffer-B consisting
of 5×10−3 M Fe(III)–1×10−2 M Fe(II), 0.3 M
KCl and 0.5 M H2SO4, no potential change simi-
lar to that of curve (A)-(c) was observed. How-
ever, a mountain-shaped potential change was
observed when a concentration of ClO3

− higher
than 10−3 M was added to buffer-B. This poten-
tial change may be due to the simultaneous ele-
mentary reactions (13) and (10), i.e. cases similar
to that of HClO and ClO2

−.

ClO3
− +5Cl− +6H+�3Cl2+3H2O (13)

The rate of reaction (13) is thought to be
relatively slower than that of reactions (11) and
(12), based on the fact that the concentration of
ClO3

− used to observe the mountain-shaped po-
tential change was higher than that of HClO and
ClO2

−. As describe below, reaction (13) was accel-
erated by increasing the concentration of sulfuric
acid in buffer-B.

3.3. Effect of concentration of sulfuric acid in the
potential buffer on the potential change for
chlorate

The concentrations of sulfuric acid as well as
chloride in the potential buffer would be expected
to affect the magnitude of the potential change,
judging from the fact that a proton is included in

Fig. 5. Potential changes of the redox electrode caused by the
reaction of oxychlorine samples with the buffer-A or -B con-
taining 4.5M H2SO4 in the batch system. (A) The potential
change obtained by the addition of 100 ml of 2×10−3 M
ClO3

− to 10 ml of the buffer-A (5×10−3 M Fe(III)–1×10−2

M Fe(II) and 4.5 M H2SO4). (B) The potential change ob-
tained by the addition of 100 ml of 2×10−3 M ClO3

− to 10 ml
of buffer-B (5×10−3 M Fe(III)–1×10−2 M Fe(II), 0.3 M
KCl and 4.5 M H2SO4). (C) The potential changes obtained
by the addition of 100 ml of 1×10−4 M ClO2

− or HClO to 10
ml of buffer-B (5×10−3 M Fe(III)–1×10−2 M Fe(II), 0.3
M KCl and 4.5 M H2SO4).

left hand side of reactions (11), (12) and (13).
Chlorine is known to be generated according to
reaction (13) when ClO3

− is added to a chloride
solution containing sulfuric acid at a high concen-
tration [22,23]. Therefore, the effect of sulfuric
acid concentration in buffer-A and -B on the
potential change for chlorate was examined. In-
deed, when 100 ml of 2×10−3 M ClO3

− was
added to 10 ml of the buffer-B containing 4.5 M
H2SO4, a mountain-shaped potential change of 26
mV with a maximum at around 10 s was ob-
served, as shown in Fig. 5(B), and a constant
potential after passing through the maximum was
60 s or longer. This indicates that reaction (13)
was accelerated by the presence of high concentra-
tions of sulfuric acid. Curve (A) in Fig. 5 shows
the time-course of the potential change when 100
ml of 2×10−3 M ClO3

− was added to 10 ml of
the buffer-A, which consists of 5×10−3 M
Fe(III)–1×10−2 M Fe(II) and 4.5 M H2SO4. A
mountain-shaped potential response was also ob-
tained, but the potential change at the maximum
was about one-fifth that of the curve (B) in Fig. 5.
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The maximum appeared at around 18 s for
buffer-A, which was longer than the time for the
maximum observed for the curve (B) in Fig. 5.
These results indicate that the presence of chloride
and high concentrations of sulfuric acid in the
potential buffer enhanced the transient potential
change for ClO3

−. The potential change normal-
ized by the concentration of ClO3

− was ca. 200
times larger, when concentration of sulfuric acid
in the buffer-B was 4.5 M, as compared with the
potential change observed for the buffer-B which
contained 0.5 M H2SO4.

The potential changes of the redox electrode for
HClO and ClO2

− were also examined by using the
above buffer-B containing 4.5 M H2SO4. The
potential change is shown in the curve (C) in Fig.
5, when 100 ml of 2×10−4 M HClO or ClO2

−

was added to 10 ml of the buffer-B. The potential
changes for both oxychlorines were very large and
so fast that the peak maxima were not observed
by the present batch system. Only the potential
descending was observed and the response poten-
tial returned to the initial potential within 10 s,
which is prior to the peak appearance for ClO3

−.
These results indicate that the increase in the
concentration of sulfuric acid in buffer-B acceler-
ates, not only the generation rate of chlorine by
reaction (11) and (12), but also the reduction rate
of chlorine by reaction (10).

From the above results based on batchwise
experiments, the simultaneous determination of
ClO3

− –HClO and ClO3
− –ClO2

− in a mixture is
attainable, provided the transient potential
changes are detected in a timely manner by con-
trolling the concentrations of sulfuric acid in the
potential buffer solution. For example, HClO and
ClO2

− at a concentration of 10−6 M could be
detectable even in the presence of ClO3

− at con-
centrations below 10−4 M in the mixed sample if
buffer-B containing 0.5 M sulfuric acid is used
and if the reaction time is controlled to be in the
vicinity of 5 s. On the other hand, ClO3

− at the
concentration level of 10−5 M may be detectable
even in the presence of HClO and ClO2

− concen-
trations below 10−5 M in the mixed sample if
buffer-B containing 4.5 M H2SO4 is used and if
the reaction time is controlled to be in the vicinity
of 20 s, since the reaction of HClO or ClO2

− with

the buffer-B would already have been completed
within 20 s, as expected from Fig. 5. Therefore, no
interference from HClO and ClO2

− may occur for
the detection of ClO3

−.

3.4. Determination of single species of
oxychlorine by the two-channel FIA system

Since a flow injection technique has the advan-
tage of controlling the timing of detection, this
technique would be expected to be suitable for
detecting the transient potential change described
in previous sections. The flow system shown in
Fig. 1(A) was designed to detect the transient
potential change that appeared at about 5–10 s
after mixing of the sample with the potential
buffer in the batch system. The residence time of
the sample zone in the RC was set at about 6 s by
controlling the length of the RC and the flow
rates of the water and the buffer streams as
indicated in Fig. 1(A). The detection peak signals
for HClO, ClO2

− and ClO3
−, respectively, are

shown in Fig. 1(B)-(a), -(b) and -(c) where a
5×10−3 M Fe(III)–1×10−2 M Fe(II) buffer
solution containing 0.3 M KCl and 0.5 M H2SO4

was used. Good reproducible signals for three
repeated injection of the same sample were ob-
tained. The peak heights for three oxychlorine
species were nearly linear with concentrations in
the indicated ranges. The sensitivities, i.e. the
slopes of the calibration peaks versus concentra-
tion (mV mM−1) obtained from Fig. 1(B) are
given in column (A) of Table 1. The theoretical
sensitivities which were calculated from Eq. (6),
assuming completion of reactions (1), (2) and (3)
are also given in column (B) of Table 1. The
sensitivity enhancement factors, defined as the
ratio of the observed sensitivity to the theoretical,
were 700–800 for HClO and ClO2

−. The mini-
mum concentrations of HClO and ClO2

− which
could be detected, were as low as 5×10−8 M
using buffer-B which consisted of 5×10−4 M
Fe(III)–1×10−3 M Fe(II) and contained 0.3 M
KCl and 0.5 M H2SO4. With respect to ClO3

−, the
sensitivity obtained from the slope of the calibra-
tion peaks versus concentration in Fig. 1(B)-(c)
was 3.4 mV mM−1 less than 1/10 of the theoreti-
cal. However, ClO3

− at a concentration level of
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10−5 M was detected with use of buffer-B con-
taining 9 M H2SO4, and a RC which was 200 cm
in length in order to provide a reaction time of
around 20 s. In this case, the sensitivity to chlo-
rate was 4.3×102 mV mM−1, approximately 100-
fold enhancement over the sensitivity obtained for
buffer-B containing 0.5 M H2SO4, as shown in
bottom line of Table 1. The relative standard
deviation (R.S.D.) was 1.1% (n=5) for measure-
ment of a 5×10−5 M ClO3

− sample. The fluctua-
tion and the drift of the baseline potential with
use of buffer-B containing 9 M H2SO4 were 0.8
mV and ca. 2.5 mV h−1, respectively. The detec-
tion limit (signal/noise, S/N=3) of ClO3

− was
2×10−6 M, when buffer-B consisted of 5×10−5

M Fe(III)–1×10−4 M Fe(II) containing 0.3 M
KCl and 9M H2SO4 was used.

3.5. Simultaneous determination of ClO3
− –HClO

or ClO3
− –ClO2

− in mixture

As described in the previous sections, the mag-
nitude and time when the peak maximum was
appeared for the transient potential changes of
the redox electrode were different for the various
oxychlorine species. This is due to difference in
the reactivity of oxychlorines with the potential
buffer depending on the composition of the
buffer. The reactivity of ClO3

− with buffer-B con-
taining sulfuric acid at low concentration was low,
but was enhanced by increasing the sulfuric acid
concentration. On the other hand, the reactivities
of ClO2

− and HClO with buffer-B were high even
when the buffer contained sulfuric acid at a low
concentration. Therefore, the simultaneous deter-
mination of a mixture of ClO3

− –HClO or ClO3
− –

ClO2
− can be expected if two buffer-Bs containing

sulfuric acid at different concentrations are used
for the reagent solutions in the flow system.

For the case of a mixed sample solution con-
taining ClO3

− –ClO2
− and ClO3

− –HClO under the
condition of [ClO3

−]\ [ClO2
−] or [ClO3

−]\
[HClO], the simultaneous determination of the
mixed solution was examined by the flow system
shown in Fig. 2(A). As described in Section 2,
ClO3

− would be expected to be detected by the
detector D1 even in the presence of HClO or
ClO2

− in the mixed sample solution and HClO

and ClO2
− would be expected to be detected by

the detector D2 if kinetic discrimination can be
successfully performed. Fig. 2(B)-(a) and -(b)
show the calibration peaks for ClO3

− obtained
using detector D1 and for ClO2

− obtained using
detector D2, respectively, where the mixed sample
solutions contained ClO3

− and ClO2
− at different

concentration but the same molar ratio [ClO3
−]/

[ClO2
−]=25 were injected three times for one

sample solution. Peak heights for ClO3
− and

ClO2
− were nearly proportional to the concentra-

tion for the concentration ranges indicated in Fig.
2(B)-(a) and -(b), respectively. The R.S.D. for
peak heights obtained by six repeated injections
were 1.5% for 2.0×10−4 M ClO3

− and 2.3% for
8×10−6 M ClO2

−. When 8×10−6 M ClO2
−

without ClO3
− was injected, no peak was ob-

served with detector D1 and a peak with the same
height as the sample which contained 2.0×10−4

M ClO3
− and 8×10−6 M ClO2

− was observed
with detector D2. In addition when 2.0×10−4 M
ClO3

− solution without ClO2
− was injected, no

peak was observed with the detector D2 and a
peak with the same height as the sample contain-
ing 8×10−6 M ClO2

− and 2×10−4 M ClO3
−

was observed with detector D1. These results indi-
cate that interference from ClO2

− to detector D1

and that from ClO3
− to detector D2 are negligibly

small. Fig. 2(B)-(c) and -(d) show the calibration
peaks for ClO3

− obtained with detector D1 and
for HClO obtained with detector D2, respectively,
when a mixed sample containing ClO3

− and HClO
was injected three times for one sample. In this
case, the concentrations of ClO3

− and HClO in
the mixed sample solution were different but the
molar ratio [ClO3

−]/[HClO] was 16.7. The R.S.D.
for peak heights obtained by six repeated injec-
tions were 1.8% for 2.0×10−4 M ClO3

− and
2.1% for 12×10−6 M HClO. When a 12×10−6

M HClO solution without ClO3
− was injected, no

response peak for HClO was observed with detec-
tor D1, and a peak with the same height as the
sample which contained 2×10−4 M ClO3

− and
12×10−6 M HClO was observed with detector
D2. In the flow system shown in Fig. 2(A), inter-
ference from HClO was negligibly small for the
determination of ClO3

− with detector D1 if HClO
or ClO2

− exists in the mixed solution at a concen-
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tration less than 1/20 that of the ClO3
− concentra-

tion. However, when the concentration of ClO2
−

or HClO in the mixed solution was the same as
that of ClO3

− (2×10−4 M), ca. 70% of positive
relative error was observed.

For the simultaneous determination of the
mixed sample solution containing ClO3

− or HClO
at the same concentration as ClO2

−, the flow
system which combined the cation-exchange resin
column in the Fe(II) form shown in Fig. 3(A) was
designed in order to eliminate interference by
ClO2

− or HClO. HClO or ClO2
− in the mixed

sample is reduced to chloride by the column,
whereas ClO3

− in the mixed sample passes
through the column without reduction and reacts
with the components of the potential buffer RS1

in the reaction coil RC1. As a result, ClO3
− is

detected by detector D1 and HClO or ClO2
− is

detected by detector D2. Fig. 3(B)-(a) and -(b)
show the calibration peaks for ClO3

− obtained
with detector D1 and for HClO obtained with
detector D2, respectively, where the mixed sample
contains ClO3

− and HClO at the same concentra-
tion. Buffer-A in which no chloride was con-
tained, was used as RS2, in order to determine
HClO at moderately high concentration as ClO3

−.
As can be seen from Fig. 3(B), a good linear
relationship exists between the peak height and
concentration for both ClO3

− and HClO. The
baseline potential was good for both detectors D1

and D2, and the reproducibility of the response
peak was good. Calibration peaks for the mixed
solution of ClO3

− and ClO2
− were also obtained

with nearly the same sensitivity and reproducibil-
ity as that obtained for the mixed solution of
ClO3

− and HClO. When the 3×10−4 M HClO
solution without ClO3

− was injected, no peak was
observed with detector D1 and a peak with the
same height as the sample containing ClO3

− and
HClO at 3×10−4 M was observed with detector
D2. This indicates that interference from HClO
was completely eliminated by the cation-exchange
resin column, as expected. However, in the case of
the mixed sample containing oxychlorine under
conditions of [HClO]\ [ClO3

−] or [ClO2
−]\

[ClO3
−], an accurate determination of ClO3

− was
not possible with detector D1 in the present flow
system. A positive error was observed for detector

D1 due to the interference from ClO2
− and HClO.

This is probably due to the fact that the reduction
of ClO2

− and HClO on the cation-exchange
column in the Fe(II) form was incomplete.

3.6. Application to oxychlorine species in city
water

Simultaneous determination method using the
three-channel flow system shown in Fig. 2 was
applied to determine the oxychlorine species in
tap water, which was collected at four taps in the
university. At first, the existence of oxychlorine
species in the tap water was examined by an
iodemetry method in batchwise test, according to
the procedure reported by Gordon et al. [8]. De-
tectable amount of ClO2

− and ClO3
− was not

present in the all samples, though the presence of
HClO in the sample water was confirmed. The
applicability of the present method to the real
sample was then evaluated by using the tap water
samples, to which 1×10−4 M ClO3

−was added.
As described in Section 3.5, HClO and ClO3

−

detected with detectors D2 and D1, respectively.
The analytical results of HClO in the tap water
samples were calculated by using the peak heights
obtained with detector D2 and the calibration,
which was shown in Fig. 2(B)-(d), and listed in
Table 2. As can be seen from Table 2, all analyti-
cal values obtained the present method were in
good agreement with those obtained by a conven-
tional spectrophotometric method with use of o-
tolidine[4]. On the other hand, recovery of peak
heights for 1×10−4 M ClO3

− added to the tap
water sample, which were simultaneously ob-
served with detector D1, were within 95–105%
compared with the standard calibration peak,
which was shown in Fig. 2(B)-(c).

Table 2
Analytical results of HClO in tap water

Sample Concentration of HClO (M)

Present method o-Tolidine method

4.2×10−65.0×10−6A
B 7.8×10−6 8.3×10−6

9.0×10−68.2×10−6C
6.0×10−6 6.9×10−6D
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As described in a previous paper [14], the case of
the two-channel flow system shown in Fig. 1, the
existence of ionic species (Ca2+, Mg2+, etc.), which
are usually present in tap water up to 103-fold of
HClO, was tolerable for the determination of
5×10−6 M HClO (0.35 mg l−1 as residual chlo-
rine), when the variation in peak height within 3%
was regarded as tolerated. The presence of
monochloramine interfered with the determination
of HClO since the sensitivity of the present method
to the monochloramine was one-fifth of that to
HClO. Various heavy metal ions (Cr3+, Ni2+,
Zn2+, Cd2+, Cu2+, Co2+) did not interfere when
their concentration were less than 20 times the
HClO concentration.

4. Conclusion

A simultaneous determination method for
ClO3

− –ClO2
− and ClO3

− –HClO is demonstrated
by use of the Fe(III)–Fe(II) potential buffer solu-
tion containing chloride and the redox electrode
detector. Based on the difference in reactivity of
oxychlorine with the potential buffer, the simulta-
neous determination of ClO3

− –HClO, or ClO3
− –

ClO2
− was achieved by designing the flow system

combined the cation-exchange column in the Fe(II)
form. The present method is suitable for analyses
of samples containing ClO2

− or HClO at the same
concentration as ClO3

−. The limitation of the
present method is subject to interference from
ClO2

− and HClO in the determination of ClO3
−,

where a mixed sample contains ClO2
− or HClO at

a higher concentration than ClO3
−. A more effec-

tive reduction column than the cation-exchange
column in the Fe(II) form could possibly expand
the applicability of the present method.
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Abstract

An on-line automated system for the simultaneous flow injection determination of calcium and fluoride in natural
and borehole water with conventional calcium-selective and fluoride-selective membrane electrodes as sensors in series
is described. Samples (30 ml) are injected into a TISAB II (pH=5.50) carrier solution as an ionic strength adjustment
buffer. The sample-buffer zone formed is first channeled to a fluoride-selective membrane electrode and then via the
calcium-selective membrane electrode to the reference electrodes. The system is suitable for the simultaneous on-site
monitoring of calcium (linear range 10−5–10−2 mol l−1 detection limit 1.94×10−6 mol l−1 recovery 99.22%,
RSDB0.5%) and fluoride (linear range 10−5–10−2 mol l−1 detection limit 4.83×10−6 mol l−1 recovery 98.63%,
RSD=0.3%) at a sampling rate of 60 samples h−1. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Simultaneous detection; Calcium-selective membrane electrode; Fluoride-selective membrane electrode; Flow injection
analysis
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1. Introduction

Since its conception in 1974–1975 flow injec-
tion analysis (FIA) has developed into a well
established analytical technique [1–3]. According
to the numerous publications to date, spectropho-
tometric determination still seems to be the most

popular choice in FIA systems, but there has been
an increase in the use of electrochemical detection
in flowing streams. Various types of automatic or
semi-automatic electrochemical sensors have been
employed in continuous-flow measurements
[1,2,4]. However, in most of the methods re-
ported, the emphasis was placed on the determi-
nation of a single species in a sample. A survey of
literature indicated a lack of procedures describ-
ing the simultaneous determination of more than
one species in the same sample [5,6]. Although
ICP or chromatographic methods offer the possi-
bility for simultaneous determinations, the expen-
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sive instrumentation (ICP) or laborious and time
consuming (chromatography) procedures make
these systems not very suitable for small routine
laboratories and on-site field analysers. The use of
ion-selective electrodes (ISE) in FIA on the other
hand seems very attractive because of a number
of advances [6], such as simple low cost instru-
mentation, little or no pretreatment of the sample
[7], no interference from sample colour and tur-
bidity [8,9], reliability, compatibility, capability,
etc. [10]. Růz' ic' ka et al. [11] used a cascade elec-
trode arrangement to determine sodium and
potassium simultaneously in blood serum and
Mascini and Palleschi [12] glucose and urea in
serum samples. Virtanen [13] developed a method
for the simultaneous determination of potassium,
sodium, calcium and chloride in serum by placing
four cascade ion-selective electrodes sequentially
in an FIA system with the reference electrode
downstream. The same idea of electrodes in series
was implemented by Hansen et al. [14] for the
simultaneous determination of pH and calcium in
serum. Van Staden [15] exploited the concept of
flow-through tubular arrangements for the simul-
taneous determination of chloride and pH in a
single sample. It has been recognised that one of
the fundamental requirements for the successful
performance of ion-selective electrode arrays in
flow injection analysis is high selectivity coeffi-
cients with respect to the primary ions [16–18].
One of the advances associated with ion-selective
electrode arrays in FIA is an enhanced selectivity
[17,18] for the primary ion over interferents due to
the hydrodynamic conditions of the sample plug
at the detector, where the response is under ki-
netic rather than equilibrium control. These
simultaneous detection systems are necessary in
clinical analysis (e.g. for the determination of
Na+, K+ and Ca2+ in blood) [17,18] as well as
in environmental analysis [19]. The miniaturiza-
tion of these sensor arrays also made possible the
simultaneous in vivo assay of inorganic cations
and pH [20,21].

In South Africa, water is a very scarce com-
modity, and in some rural areas, where the people
depend on borehole water, water quality should
be controlled very carefully. There is therefore a
need for a robust low-cost field analyser for the

on-site simultaneous monitoring of calcium and
fluoride in natural and borehole water. Our labo-
ratory was approach by the water authorities to
adapt and combine the two single conventional
automated segmented systems currently in use for
the determination of calcium and fluoride with
conventional electrodes into one robust low-cost
ISE-FIA on-site field analyser capable of simulta-
neous determination of both components on a
single sample. This present paper therefore de-
scribes a simultaneous detection system for cal-
cium and fluoride ions in natural and borehole
water, using a conventional calcium-selective
membrane electrode in series with a conventional
fluoride-selective membrane electrode in a flow
injection system.

2. Experimental

2.1. Reagents and solutions

All reagents were prepared from analytical
reagent grade chemicals unless specified otherwise.
Deionised water from a Modulab system (Conti-
nental Water Systems, San Antonio, TX) was
used for dilution. The solutions were prepared as
follows:

TISAB II was used as carrier stream; 57 ml
glacial acetic acid and 74 g reagent grade potas-
sium chloride were carefully dissolved in 500 ml
distilled water in a 1-l beaker. The pH was ad-
justed to 5.50 by adding 5 mol l−1 KOH solution.
The solution was quantitatively diluted to mark in
a 1-l volumetric flask with distilled water.

Standard working calibration solutions contain-
ing both calcium and fluoride ions were prepared
by serial dilutions from standard 0.10 mol l−1

CaCl2 and NaF stock solutions.

2.2. Apparatus

Two ion-selective membrane electrodes: cal-
cium-selective membrane electrode (Orion Re-
search) Model 93-20 and fluoride-selective
membrane electrode (Orion Research) Model 94-
09 were used for all measurements in combination
with two double junction reference electrodes
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(Orion Research) Model 90-02. The potentials
were measured at room temperature using two
Orion Research (Model 901) microprocessor
Ionalyzers.

2.3. Flow injection system

The electrodes were incorporated into the con-
duits of a flow injection system with basic design
similar to that previously described [15,22]. A
Carle microvolume two-position sampling valve
(Carle No. 2014) containing two identical sample
loops was used. Each loop has a volume of 30 ml.
A Cenco peristaltic pump operating at 10 rev.
min−1 supplied the carrier streams to the mani-
fold system. Tygon tubing (0.51 mm i.d.) was
used to construct the manifold; coils were wound
round suitable lengths of glass tubing (15 mm
o.d.). The carrier solution containing the sample
is first channeled to a fluoride-selective membrane
electrode and then via the calcium-selective mem-
brane electrode to the reference electrodes. A 60-s
cycle sampling time was used, giving the system a
capacity of about 60 samples h−1.

Data acquisition and device control were
achieved using a PC30-B interface board (Eagle
Electric, Cape Town, South Africa). The
FlowTEK [23] software package (obtainable from
MINTEK) for computer-aided flow analysis was
used throughout for device control and data
acquisition.

3. Results and discussion

The main purpose of this investigation was to
combine the two single automated segmented sys-
tems using two conventional calcium and fluoride
electrodes currently in use by the water authorities
into a single robust low-cost FIA-ISE on-site field
analyser for the simultaneous determination of
both components on a single sample as requested.
As a result the incorporation and performance of
the electrodes in array in an FIA system was
investigated.

The response characteristics and selectivity co-
efficients of both the fluoride- and calcium-selec-
tive electrodes incorporated in series into the

conduits of the flow injection system were evalu-
ated under optimum running conditions. Prelimi-
nary experiments indicated that the position of
the fluoride- and calcium-selective electrodes in
the series of arrays in the flow injection system is
important and this was investigated. It was found
that the best results were obtained when the
fluoride-selective membrane electrode was place
before the calcium-selective membrane electrode
in the series. The analytical applicability of the
proposed system was further evaluated on natural
and borehole water.

3.1. Electrodes response

The electrode characteristics of both electrodes
incorporated into the FIA system are summarised
in Table 1. The equations for the calibration
graphs are:

H=Ho−0.06 pCa

and

H=Ho−0.25 pF

where H are the relative peak heights; pCa= −
log[cCa2+] and pF= − log[cF−]; with correlation
coefficients of 0.9670 and 0.9787, respectively. It is
clear from the results in Table 1 that with the
linear response ranges between 10−5 and 10−2

Table 1
Response characteristics of the ion-selective membrane elec-
trodes incorporated into the conduits of the flow injection
analysis systema

ResponseParameter

Ca2+-selective mem- F−-selective mem-
brane electrode brane electrode

Slope of cali- 0.06090.002 0.25090.002
bration
graph

Intercept, H° 0.93290.020 1.32390.070
Linear range 10−5–10−2 mol l−110−5–10−2 mol l−1

(approximately 0.4– (approximately 0.19–
400 mg l−1) 190 mg l−1)

Detection limit 1.94×10−6 mol l−1 4.83×10−6 mol l−1

(about 0.078 mg l−1) (about 0.092 mg l−1)

a All measurements are the average of 10 determinations.
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Table 2
Selectivity coefficients of the calcium- and fluoride-selective membrane electrodes incorporated into the FIA systema

Interfering speciesElectrode

CO3
2−Cl− Br−F−Na+ Mg2+ Ca2+

–––Ca2+−selective BB10−41.2×10−3 6.0×10−3 –
– 1.4×10−5 4.0×10−5F−-selective – 1.0×10−5– BB10−5

a All measurements are the average of seven determinations.

mol l−1 (approximately 0.4–400 mg l−1 Ca2+)
and 10−5–10−2 mol l−1 (approximately 0.19–
190 mg l−1 F−), the very low detection limits of
1.94×10−6 mol l−1 (about 0.078 mg l−1 Ca2+)
and 4.83×10−6 mol l−1 (about 0.092 mg l−1

F−), the very high precision obtained and stabil-
ity of the ISE-FIA system with time for both
electrodes, the proposed on-line ISE-FIA system
seems to be ideally suitable as a reliable and
effective low-cost robust field analyser.

3.2. Selecti6ity of the electrodes

One of the main requirements for electrodes in
series is that for ideal conditions no mutual inter-
ferences should occur and that the electrodes
should have high selectivity coefficients with re-
spect to the primary ions [16–18]. The effect of
some possible mutual interferences on the re-
sponse of both electrodes as well as possible inter-
ferences from other anions and cations were
studied with the proposed ISE-FIA system. The
selectivity coefficients presented in Table 2 shows
that sodium, magnesium and fluoride do not in-
terfere in the response of the calcium-selective
membrane electrode even when the ratio between
the calcium and interfering ions (mol l−1) was
1:100 (1:102 for fluoride) and that the response of
the fluoride-selective membrane electrode was not
affected by the presence of Br−, Cl− and CO3

2−

ions even when the ratio between the concentra-
tion of fluoride and interfering ions (mol l−1) was
1:1000 (1:103 for calcium). This fact demonstrates
the specificity of the two electrodes for the pri-
mary ions and that the electrodes could be used in
series.

3.3. Analytical applications

The response characteristics as well as the selec-
tivity of both ion-selective membrane electrodes
incorporated in series into the conduits of the FIA
system ensure a reliable simultaneous detection of
calcium and fluoride ions in natural and borehole
water without any sample preparation. The accu-
racy of the proposed ISE-FIA system was tested
by comparing the results of a number of natural
and borehole water samples with those obtained
by a standard automated segmented method. Re-
sults compare favourably as can be seen from
Table 3. The RSD (%) for water samples having
different concentrations of calcium and fluoride
was less than 0.5 and 0.3% for calcium and
fluoride respectively on 10 tests of each sample.
Analyses were also performed in a random order
to test carry-over effects. Carry-over from one
sample to another is negligible at a sample
throughput of 60 samples h−1. The average re-
coveries of calcium and fluoride in natural and
borehole water samples are 99.22 and 98.63%,
respectively.

4. Conclusion

The proposed ISE-FIA system using a conven-
tional calcium-selective membrane electrode and a
conventional fluoride-selective membrane elec-
trode as detectors in series is suitable for the
simultaneous on-line monitoring of calcium and
fluoride at a rate of approximately 60 actual water
samples h−1. The very high selectivity coefficients
obtained for both ion-selective electrodes with
respect to their primary ions coupled with their
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Table 3
Performance and reproducibility of the proposed ISE-FIA system for the simultaneous determination of calcium and fluoride ions in natural and borehole watera

Automated segmented method Proposed ISE-FIA systemSample RSD (%)RSD (%) Automated segmented Proposed ISE-FIA system
method [F−] (mg)[Ca2+] (mg) [F−] (mg)[Ca2+] (mg)

8.4 8.01 0.2 0.123 0.112 0.3
2 60.1 59.6 0.1 0.133 0.130 0.2

61.9 55.2 0.13 0.338 0.315 0.2
51.5 49.2 0.3 0.3114 0.294 0.1

5.0 6.1 0.5 0.1365 0.136 0.1

a Mean result of 10 tests in each case, with relative standard deviation for the proposed ISE-FIA system.
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response characteristics contributed to the suc-
cessful performance of both sensors in series in
the FIA system. As a low-cost, low maintenance
(especially with the low cost calcium- and
fluoride-selective electrodes as detectors) reliable
analyser, the system satisfies the requirements
given to us by the water authorities and can be
particularly attractive for on-site water laborato-
ries where natural and borehole water streams
could be monitored continuously.
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Abstract

Two simple flow injection (FI) procedures for the determination of ascorbic acid content in a vitamin C tablet are
proposed: spectrophotometric involving injection into a stream of acidic potassium permanganate solution and
monitoring its color change due to the redox reaction; FI conductometry based on the neutralization of ascorbic acid
injected into a flowing ammonia solution yielding a change in conductivity. The procedures have been applied to the
analysis of locally commercial vitamin C tablet samples. A through-put of at least 90 injections h−1 can be achieved.
The relative standard deviation was found to be 2.5% (for a 50 mg vitamin C tablet; n=7) for both. Results obtained
by either procedure agree with a standard titrimetric method. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

Ascorbic acid is considered to be an essential
vitamin with a recommended daily intake, al-
though from various sources, including vitamin C
tablets. There have been a number of methods
proposed for the determination of ascorbic acid in
various matrices and at different levels [1–4].
Various flow injection (FI) procedures have also

been reported, such as redox titration with ceriu-
m(IV) [5], amperometry (iodometry) [6], enzyme-
try [7] and chemiluminescence [8]. Some FI
procedures make use of the reducing property of
ascorbic acid to produce a color change which can
be spectrophotometrically monitored, for exam-
ple, photochemical reduction of methylene blue
[9], reduction of Fe(III) to Fe(II) for complex
formation with 1,10-phenanthroline [10]; reduc-
tion of a Co(III) complex [11] or vanado-
tungstophosphoric acid [12]. This paper describes
two FI procedures with spectrophotometric and
conductometric detection using permanganate or
ammonia reagents, respectively which are simple,
versatile, economic and rapid.

� Presented at the Ninth International Conference on Flow
Injection Analysis, Seattle, WA, August 23–27, 1998.
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Fig. 1. Manifold for FI determination of ascorbic acid. R,
reagent; P, pump; S, standard/sample; I, injection valve; MC,
mixing coil; D, flow-through cell and detector; REC, recorder
(see text).

Table 1
Conditions for the determination of ascorbic acid in a vitamin
C tablet by spectrophotometric FI

2×10-4 MConcentration of permanganate
(R)

0.1 MConcentration of sulfuric acid (R)
4 ml min−1Flow rate

80 mlSample injection volume
100 cm, 1 mm i.d.Mixing coil length (MC)

Wavelength 525 nm
10 mV f.s.d.Recorder sensitivity

0.5 cm min−1Chart speed

2. Experimental

2.1. Reagents

Deionized water was used for the preparation
of all reagents.

A stock standard aqueous ascorbic acid solu-
tion (10 g l−1) was prepared from L(+ ) ascorbic
acid (Merck). Other standard ascorbic acid solu-
tions were obtained by appropriate dilutions of
the stock solution. Potassium permanganate stock
solution (2×10−4 M) was prepared by dissolving
KMnO4 (BDH) 0.030 g in sulfuric acid (Carlo
Erba) (0.1 M) and making up a volume of 1 l. The
stock was further diluted for other concentrations.

Ammonia solutions were prepared from conc.
ammonia (BDH) (0.91 g ml−1).

2.2. Manifold for FI spectrophotometry

A single line manifold (Fig. 1) was assembled
using a peristaltic pump (FIA Lab, Alitea, or
Eyela, Japan), an injection valve (Alitea) or a
home-made two-loop injection valve with a suc-
tion system using an aquarium pump as described
previously [13], a mixing coil and a detector. The
detector was a Spectronic 21 (Bausch & Lomb) or
laboratory-made digital read-out LED colorime-
ter, with a flow-through cell (Hellma, 1 cm
Suprasil 1 window or home-made, modified from
that previously reported [14]). Signals were
recorded by either a chart recorder (OmniScribe,
Houston Instruments) or direct digital reading for
light transmission of the laboratory made col-
orimeter (with maximum value holding). All the
tubing was of PTFE (1 mm i.d.), apart from

pump tube which was silicone rubber. Connec-
tions were made with flexible sleeves.

Standard/sample solutions of ascorbic acid
were injected into a stream of aqueous perman-
ganate in sulfuric acid solution (R in Fig. 1). A
bolus of fading permanganate color resulting
from the redox reaction in the mixing coil (MC)
flowing into the detector to be continuously mon-
itored (at 525 nm) for a decrease in absorbance or
increase in transmittance. Optimum conditions
are listed in Table 1.

Optimization was achieved by injections of 40–
200 ppm ascorbic acid standards with certain
parameters of the manifold adjusted over the
following ranges: permanganate (0.9×10−4–
6.3×10−4 M); flow rate (2–7 ml min−1); mixing
coil length (10–200 cm) and wavelength (310, 506,
525 and 545 nm).

2.3. Manifold for FI conductometry

The manifold used was similar to that for FI
spectrophotometry, except using a digital read-out
conductivity detector, a modified one from the
earlier design [15]), with a flow-cell (using stainless
steel to replace the copper contact described in
Ref. [15]). Signals were recorded by a chart
recorder or by direct reading from the digital
meter of the detector.

Under the conditions in Table 2, into a flowing
stream of ammonia solution (R in Fig. 1), a
standard/sample (ascorbic acid) was injected.
Neutralization of the acid with the base took
place along the mixing coil. An increase in con-
ductivity due to the reaction product was ob-
served (D in Fig. 1).
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Table 2
Conditions for the determination of ascorbic acid in a vitamin
C tablet by FI conductometry

Concentration of ammonia (R) 5×10-3 M
Sample injection volume 80 ml

50 cm, 1 mm i.d.Mixing coil length (MC)
5 ml min−1Flow rate
1 V f.s.d.Recorder sensitivity
0.5 cm min−1Chart speed

3. Results and discussion

3.1. Analytical characteristics

Calibration graphs were found to be linear at
least up to 200 ppm (y=0.006x+7.00; r=0.99)
and 8000 ppm (y=0.002x−4.29; r=0.99) for the
FI spectrophotometric and conductometric proce-
dures, respectively with relative standard devia-
tion for analysis of a 50 mg vitamin C tablet being
2.5% (n=7) for both.

At least 90 injections h−1 can be performed by
both methods. No significant change in the re-
sponse was obtained from other ingredients in
nominal amounts (reducing sugars (sucrose (30
mg) and lactose (30 mg)), and stearate salts (10
mg as calcium- or magnesium-salt) in a tablet).

3.2. Analysis of samples

Analysis of locally commercially available vita-
min C tablets are summarized in Table 3. Al-
though the results obtained from both procedures
agree with the titrimetric analysis, a tendency was
observed for the spectrophotometric values to be
lower than the conductometric ones, for a sample
resulting in an intensely colored solution, which
would cause a negative bias.

Optimization was investigated by injection of a
series of ascorbic acid standards (0.02–0.10% w/v)
under a set of parameters: ammonia (2×10−3–
7×10−3 M); flow rate (1–5 ml min−1).

2.4. Analysis of samples

Various vitamin C tablet samples, commercially
available locally, were analyzed for ascorbic acid
content by both procedures. Twenty tablets were
weighed and an average weight of a tablet was
calculated before being ground into fine powder.
A portion of the powder, equivalent to the aver-
age weight of a tablet was dissolved in water and
filtered before making a volume of 100 or 250 ml.
Appropriate dilution may be required. Replicate
injections were made. The samples were also ana-
lyzed in duplicate by a standard titrimetric
method [1] for referee purposes.

Table 3
Analysis of ascorbic acid content in vitamin C tablets by FI and by standard titrimetry [1]

Sample Labeled amount (mg/tablet) Found

FI spectrophotometricb FI conductometricbTitrimetrya

% label mg/tablet % label mg/tablet % labelmg/tablet

1. Sweetcec 10150.590.810150.590.610050.090.050
8140.690.09547.590.0 45.990.450 922. The United

Drugc

3. Chinta 72.990.0100 73 76.690.0 77 89.991.9 90
Tradingc

100 97.891.2 984. Takeda-100 99.892.2 100 94.292.1 94
99492.590.05005. Hicee-500 93462.692.4103516.190.0

500 986. Nopparat-500 488.392.3498.194.2 99494.290.0100
7. Silom-500 524.990.0 105500 533.595.5 107 535.892.1 107

a Duplicate titrations.
b Triplicate injections.
c Intensely colored solution obtained.
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Comparative linear regression of all titrimetric
(x) versus FI (y) values from Table 3 shows the
spectrophotometric procedure to exhibit a regres-
sion line slope closer to unity, a lower intercept and
a higher correlation coefficient (spectrophotomet-
ric: y=1.02x−1.69, r2=0.999; conductometric:
y=0.97x+4.44, r2=0.996).

4. Conclusion

The very simple and rapid FI procedures de-
scribed in this paper can be an alternative to the
more complex and expensive methods for assay of
ascorbic acid content in vitamin C tablets. For the
proposed FI spectrophotometric procedure, potas-
sium permanganate solution which is economic but
unstable for a batch procedures, can be used; thus
giving an additional advantage to the other advan-
tages, usually obtained by FI, similar to that of
unstable murexide reagent for calcium determina-
tion [16].

The FI conductometric method is very versatile
and useful especially for an intensely colored
sample.
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Abstract

A rapid, robust, sensitive and selective time-based flow injection (FI) on-line solvent extraction system interfaced
with electrothermal atomic absorption spectrometry (ETAAS) is described for analyzing ultra-trace amounts of
Cr(VI). The sample is initially mixed on-line with isobutyl methyl ketone (IBMK). The Cr(VI) is complexed by
reaction with ammonium pyrrolidine dithiocarbamate (APDC), and the non-charged Cr(VI)–PDC chelate formed is
extracted into IBMK in a knotted reactor made from PTFE tubing. The organic extractant is separated from the
aqueous phase by a gravity phase separator with a small conical cavity and delivered into a collector tube, from which
55 ml organic concentrate is subsequently introduced via an air flow into the graphite tube of the ETAAS instrument.
The operations of the FI-system and the ETAAS detector are synchronously coupled. A significant advantage of the
approach is that matrix constituents, such as high salt contents, effectively are eliminated. The extraction procedure
was optimized by a simplex approach. A central composite design was subsequently employed to verify the estimated
operational optimum. An 18-fold enhancement in sensitivity of Cr(VI) was achieved after preconcentration for 99 s
at a sample flow rate of 5.5 ml min−1, as compared to direct introduction of 55 ml of sample, yielding a detection
limit (3s) of 3.3 ng l−1. The sampling frequency was 24.2 samples h−1. The proposed method was successfully
evaluated by analyzing a NIST Cr(VI)-reference material, synthetic seawater and waste waters, and waste water
samples from an incineration plant and a desulphurization plant, respectively. © 1999 Elsevier Science B.V. All rights
reserved.
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1. Introduction

Due to environmental restrictions and authori-
tative limitations, water-quality monitoring in
process effluents has attained high national and
international priority, especially in respect to the
so-called heavy metals. Furthermore, as several of
the individual metals may be present in various
oxidation states and/or in different chemical
forms, the toxicity of which may vary widely,
chemical speciation has attained increased inter-
est. For the very same reasons, the focus of
current analytical chemistry is shifting from deter-
mination of total concentrations towards develop-
ment of selective assays of individual chemical
species. Considering the number of analyses at
hand, it is in this context of particular interest to
devise automated procedures. Chromium is one of
the most toxic elements, existing in solution as
Cr(III) and Cr(VI), where the latter oxidation
state is much more toxic than the trivalent
chromium, which, in fact, plays a significant role
in the body [1]. Therefore, and in continuation of
the current research activities of this group, the
present paper is centered on the selective determi-
nation of Cr(VI).

For determination of extremely low levels of
Cr, electrothermal atomic absorption spectrome-
try (ETAAS) appears to be one of the most
attractive detection options. However, a prelimi-
nary separation/preconcentration step is often re-
quired prior to the analysis of the sample in order
to isolate the analyte from interfering matrix con-
stituents and to bring its concentration into the
dynamic measuring range of the instrument.
Thus, for determination of samples of low con-
tent, such as those found in drinking water and
seawater where typical concentrations are in the
0.1–0.5 mg l−1 range [2], it is necessary to incor-
porate a preconcentration step in the analytical
procedure. To develop reliable and robust systems
for this purpose, the flow injection (FI) technique
with its inherent technical advantages and manip-

ulatory versatility presents itself as an obvious
avenue of choice.

So far, FI on-line preconcentration procedures
have been based predominantly on incorporation
of column reactors packed with different ion-ex-
change resins [3], or, following formation of suit-
able complexes, with non-polar materials such as
silanised C18 [4], or on (co)-precipitation/adsorp-
tion procedures where the precipitate formed ini-
tially is entrapped in a knotted reactor and
subsequently is eluted with a suitable eluent [5].
However, preconcentration procedures utilizing
solvent extraction have not been exploited to any
appreciable extent despite the inherent and obvi-
ous advantages, and to the authors’ best knowl-
edge this does, indeed, hold true for the assay of
chromium. This is so much more surprising as
much effort have been invested into developing
suitable batch-wise solvent extraction procedures,
where the one using the well-known APDC-
IBMK extraction is especially noteworthy [6,7].
Actually, liquid–liquid extraction is one of the
most frequently used separation techniques in the
analytical laboratory. Despite its indisputable ef-
fectiveness in the removal of interfering matrix
constituents, and potentials for facilitating the
preconcentration of the analyte, its popularity has
been somewhat restricted when used under batch
conditions. This is partly due to the laboriousness
of operation, and partly to risks of contamination
from utensils and the laboratory environment
which may induce complications in trace analysis.
A further drawback of batch extractions is the
often annoying odor and the toxicity of the or-
ganic solvent vapors released into the laboratory
atmosphere. Such undesirable consequences may
be avoided completely by using the enclosed FI
liquid–liquid extraction systems, and may be con-
sidered as another merit which adds to the general
advantages of FI on-line separation/preconcentra-
tion methods. An additional advantage of FI
liquid–liquid extraction is that, in contrast to
most other FI separation techniques, much higher
phase transfer factors can be achieved. FI liquid–
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Fig. 1. Schematic diagram of the FI-manifold for sample extraction/preconcentration and the operational sequences involved. The
purpose and duration of each sequence of a–d are given in Table 1 and described in detail in Section 2.3. The pumping rates of the
peristaltic pumps, P1 and P2, are those ultimately adopted. APDC, ammonium pyrrolidine dithiocarbamate; IBMK, isobutyl methyl
ketone; WS, washing solution; W, waste; EC, extraction coil (knotted, LEC=350 cm); PS, phase separator; DT, delivery tube; V,
valve. (a) On-line extraction and preconcentration; (b) Intermittent stop for positioning of the tip of the delivery tube (DT) into the
graphite furnace, and sample exchange; (c) Introduction of concentrate via air, and wash of pertinent conduits; (d) Conditioning of
the FI-system and elimination of carry-over.
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Fig. 1. (Continued)
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liquid extraction systems are readily automated
[8]. However, the phase separators available until
recently, such as the sandwich-type gravitational
phase separator or the sandwich-type membrane
phase separator, are not considered sufficiently
effective and robust, and that goes especially for
the types incorporating a membrane.

Recently, Tao and Fang proposed an ingenious
design for a liquid–liquid phase separator [9], the
concept of which eliminates the use of a mem-
brane. Thus, when incorporated into a FI-system,
the application of liquid–liquid extraction does
promise to constitute an attractive unit opera-
tional procedure provided, of course, that it
would, via conscientious fabrication, facilitate a
reliable long-term operational lifetime

In this work, an attempt was made to develop a
practical and robust time-based FI procedure for
the selective determination of ultra-trace amounts
of Cr(VI) incorporating on-line preconcentration
and extraction of the analyte followed by detec-
tion by ETAAS. Considering the provisions out-
lined above, special emphasis was placed on the
design of the liquid–liquid separator, the dimen-
sions of which were studied in great detail and
experimentally verified via the construction of an
array of individual separation units. Furthermore,
an important part of this work was to exploit the
potential of response surface models (RSM) to
reach optimal operational conditions for the FI-
procedure employed in a systematic manner.

2. Experimental

2.1. Apparatus

A Perkin-Elmer Model 2100 atomic absorption
spectrometer was used in combination with a
Perkin-Elmer Model FIAS-200 flow injection sys-
tem (equipped with two individually controlled
peristaltic pumps and a 5-port FI-valve). A
chromium hollow cathode lamp (S. & J. Juniper,
Harlow, Essex, UK) was used at a wavelength of
357.9 nm with a spectral bandpass of 0.7 nm, and
was operated at 10 mA. The output signals were
processed with a time constant of 0.5 s in the peak
area mode and recordings from the graphics

screen were printed out by an Epson Model FX-
850 printer. The sample manipulations of the
FI-procedure were controlled automatically by a
five-port valve (V) and via the activation of two
peristaltic pumps (P1 and P2) (Fig. 1). The actua-
tion times of the injector valve and the operation
of the two pumps were programmed and con-
trolled by a separate computer. A schematic dia-
gram of the phase separator (PS), which is
composed of two blocks, is depicted in Fig. 2. The

Fig. 2. Illustration of the phase-separator, consisting of a
lower part, machined from stainless steel, and an upper block
fabricated from PTFE. For operational details, see text.
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upper block, which is produced from poly-te-
trafluoroethylene (PTFE), is shaped to contain a
conical cavity and furnished with a single outlet
for the separated phase (i.e. the organic concen-
trate), while the lower block is fabricated from
stainless steel provided with an inlet and outlet for
the combined reaction mixture and the waste
flow, respectively. When assembled, the dead vol-
ume of the conical cavity has a well-defined vol-
ume. The organic concentrate is drawn out of the
top of the conical cavity by means of a PTFE
pump tube (i.d./o.d.)= (0.5/1.3 mm) which offers
a very controllable and reproducible flow-rate; the
remainder of the aqueous/organic flow leaves as
waste. A PTFE pump tube (i.d./o.d.)= (0.5/1.3
mm) was also used to introduce IBMK rather
than a displacement bottle which would have
made the system more complicated. In general,
PTFE tubing used as pump tube works extremely
well when the flow rate is less than 0.5 ml min−1.
In fact, by proper adjustment of the peristaltic
pump a PTFE pump tube can readily be used to
provide a constant flow-rate for 100–200 h!

The concentrate was introduced into the
ETAAS instrument via the valve of the FI-system
and a 50-cm PTFE delivery tube (DT) of i.d. 0.25
mm which was mounted at the end with a quartz
capillary of volume of 7.5 ml (L=6.5 cm; i.d.=
0.40 mm). With the total tubing volume corre-
sponding to 22.5 ml and considering the dead
volume of the valve conduit, the total volume of
the collected concentrate amounted to 55 ml (Fig.
1). The quartz capillary was inserted into the
graphite tube of the ETAAS instrument manually
by means of a specially made sampler-arm that is
easily adjusted to the optimal position three-di-
mensionally [5]. Thus, the introduction of the
concentrate onto the platform in the graphite tube
is at least as reproducible as when using an auto-
sampler arm.

The extraction coils (EC) (knotted; made by
tying interlaced knots of approximately 5 mm
diameter loops) and all the other connections and
conduits in the FI-manifold (Fig. 1) consisted of
(i.d./o.d.)= (0.50/1.70 mm) PTFE-tubing.

Ismaprene pump tubes were employed to pro-
pel the sample, reagent and air, respectively, while
the washing solution (ethanol) was introduced by

means of a silicone pump tube. The FI-manifold,
tubings and components were arranged and
affixed by LEGO®-blocks (LEGO, Denmark).

2.2. Reagents and standard solutions

All reagents were of analytical grade, and dis-
tilled water was used throughout. Ammonium
pyrrolidine dithiocarbamate (APDC) (Fluka)
(0.05% (w/v)) was prepared from a 0.5% (w/v)
solution of APDC. Standard solutions of Cr(VI)
for calibration were made by three-stage dilution
of a 1000 mg l−1 stock solution made by dissolv-
ing 3.3735 g of potassium chromate, K2CrO4, in
1000 ml of deionized water. The IBMK used was
a Merck product of analytical grade. Industrial
96% (v/v) ethanol was used as wash solution.

The FI extraction procedure was evaluated by
analyzing a NIST Cr(VI)-reference material (cer-
tified Cr(VI) content of 100094 mg l−1); spiked
synthetic seawater and waste water samples; and
waste water samples from an incineration plant
(IPS) and from a desulphurization plant (DPS),
respectively.

The synthetic seawater sample, corresponding
to coastal seawater, was made by dissolving 33.8 g
NaCl, 10.92 g MgSO4 7H2O and 0.22 g NaHCO3,
respectively, making the solution up to 2000 ml in
distilled water, and adjusting the acidity to 0.012
M by hydrochloric acid.

The waste water samples (obtained from a
Danish electricity power plant) were initially pre-
served with 5% (v/v) Suprapure nitric acid, filtered
through 0.45-mm acid-resistant Millipore filters,
and finally the pH was adjusted to 1.9 by addition
of Suprapure NH4OH.

Further, to verify the capacity of the FI-proce-
dure, two synthetic waste water samples (SWW1
and SWW2) were made and analysed. These were
prepared according to information supplied by an
end-user as to the presence of main macro con-
stituents in natural waste water samples, that is,
SWW1 and SWW2, were spiked with 0.100 mg l−1

Cr(VI) in a matrix composed of CaCl2 2H2O,
NaCl, Mg(SO4)2 6H2O and Fe(III), where the
composition of the two samples were as follows:
SWW1: 20 g l−1 Ca, 50 g l−1 Cl−, 0.23 g l−1

Mg, 0.3 g l−1 S, and 60 mg l−1 Fe(III)); and
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Table 1
Sequences of operations for the on-line FI extraction-preconcentration procedure

Valve position Time (s)Sequence Figure Operation of performance

99 Extraction/preconcentrationFill1a1
Fill 52 1b Positioning of DT in graphite furnace and sample exchange

Introduction of concentrate to ETAAS and wash of pertinent conduits15Inject1c3
Conditioning of FI-system304 1d Fill

SWW2: 3 g l−1 Ca, 10 g l−1 Cl−, 1 g l−1 Mg,
1.32 g l−1 S, and 20 mg l−1 Fe(III)). Finally, the
acidity in both samples was adjusted to 0.012 M
by hydrochloric acid.

All glassware was soaked for at least 24 h in 1
M nitric acid, and finally rinsed in distilled water
before use.

2.3. Operational procedure

The FI-manifold for the extraction/preconcen-
tration and the attached cycle of operation se-
quences are shown in Fig. 1 and Table 1. The
FI-procedure runs through a cycle of four se-
quences, that is, preconcentration, introduction of
the concentrate into the graphite furnace
(ETAAS) by means of air, washing of the knotted
reactor (KR) and the phase separator, and finally
conditioning of the FI-system to prepare it for the
following sample run. A complete cycle of the
FI-procedure lasts 149 s. The operations of the
FI-system and the ETAAS detector are syn-
chronously coupled.

In sequence 1 (Fig. 1a)—wherein the extrac-
tion/preconcentration takes place—both pumps
are activated for 99 s with the valve (V) in the
fill-mode position. The aspirated sample is ini-
tially mixed on-line with isobutyl methyl ketone
(IBMK). The Cr(VI) is complexed by reaction
with ammonium pyrrolidine dithiocarbamate
(APDC) added downstream, and the Cr(VI)–
PDC chelate formed is extracted into IBMK in
the knotted reactor made from PTFE tubing. The
organic extractant is separated from the aqueous
phase by the gravity phase separator (PS) (Fig. 1)
and forwarded via the PTFE pump tube into the
delivery tube (DT) which, as mentioned above,
has a volume of 55 ml.

In sequence 2 (Fig. 1b) the valve is retained in
the fill-mode position, both pumps are stopped
for 5 s and the tip of the delivery tube, which is
furnished with a quartz capillary, is inserted into
the graphite furnace of the ETAAS instrument by
means of the manually operated rocker-arm. Dur-
ing this sequence the sample is exchanged so that
the new sample solution is used to wash out the
previous one, thereby preparing the system for the
next sample run.

In sequence 3 (Fig. 1c) the valve is automati-
cally switched into the inject-mode position and
both pumps are activated for 15 s. Thus, the
organic concentrate contained within the delivery
tube (DT) is guided into the graphite tube by an
air flow, and at the same time the ETAAS pro-
gram is initiated. Simultaneously the sample con-
duit is rinsed by ethanol to avoid any carry-over
between samples.

Finally, in sequence 4 (Fig. 1d), which lasts 30
s, both pumps are still activated while the valve is
switched back to the fill-mode position. Thus, the
FI-system is conditioned to prepare for the fol-
lowing sample run. If the sample is not inter-
changed (in step 2), sequence 4 can be omitted.

The FI-system and the ETAAS instrument are
coupled and operated completely synchronously.
Thus, as soon as the delivery of the concentrate to
the ETAAS by means of air has been completed
(sequence 3), the pre-programmed ETAAS firing
sequence is initiated (Table 2), while the FI-sys-
tem is finishing sequence 4 before it is restarted.

3. Results and discussion

When developing an FI on-line preconcentra-
tion procedure to handle more complex sample
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matrices such as seawater and waste water, it is
important, as detailed previously [5], that the
approach adopted allows several ancillary manip-
ulatory operations of the sample to be included
before introducing the concentrate to the detector.
Thus, when utilizing a column or a knotted reac-
tor to retain the analyte, suitable operations must
include wash of the surface of the retained analyte
in the preconcentration unit in order to remove
possible interfering matrix component, quantita-
tive dissolution of the retained analyte in the
smallest possible eluent volume, and reliable
transport of the concentrate to the detector at a
minimum dispersion, for instance via mono-seg-
mentation by air of the entrapped eluent zone of
concentrate, and finally thorough cleansing of the
pertinent conduits in the FI-system in order to
avoid carry-over between individual samples.
When arranging an intelligent interfacing of the
continuously operating FI-system with the discon-
tinuously operating ETAAS detector, it is espe-
cially important to apply the feature of
mono-segmentation in order to satisfy the volu-
metric requirements of the graphite tube
(platform).

However, by exploiting the features of liquid–
liquid extraction the necessary manipulatory oper-
ations can be reduced to a minimum partly
because the analyte is automatically separated
from possible interfering matrix components and
partly because a homogeneous concentrate is col-
lected in a holding coil from which it can be
reproducibly metered and introduced directly to
the detector. Thus, in order to place it optimally
onto the platform of the graphite tube, it is merely
necessary to guide the concentrate generated to

the detector in a smooth way, that is, by limiting
the dispersion of the concentrate on its way to the
detector. This is readily effected by forwarding the
sample extract by means of air as illustrated in
Fig. 1.

3.1. Design of the FI on-line sol6ent extraction
system

It is well-known that that Cr(VI) and APDC in
acid milieu form the complex Cr(VI)–PDC. This
feature was exploited previously via preconcentra-
tion by effective adsorbtion of the complex on the
inner wall of PTFE tubing followed by elution in
a discrete zone of eluent [5]. However, since the
complex formed is uncharged, it is readily soluble
in a non-polar solvent, such as IBMK. Therefore,
to achieve maximum sensitivity in the present
instance, the sample was initially mixed on-line
with IBMK and subsequently with APDC. To
eliminate any carry-over in the pertinent conduits,
ethanol was used as wash solution instead of
water. Further, any precipitate generated in the
extraction coil would effectively be dissolved by
ethanol. Thereby an accessible conditioning of the
system was ensured which is especially important
when more complicated sample matrices are to be
analyzed.

Compared with the system presented by Tao
and Fang [9], the design of the present FI-system
was improved considerably in several aspects.
Firstly, the dimensions of the phase separator,
that is, the i.d. of the conduits in both the lower
and upper blocks and the internal cavity serving
as the separation entity, were thoroughly investi-
gated and optimized, and secondly the entrap-

Table 2
Graphite furnace temperature program for the determination of Cr(VI) in the organic concentrate of IBMK using a pyrolytic coated
tube furnished with platform

Ramp (s)Temperature (°C)Step Argon flow-rate (ml min−1)Hold (s)

51 30060 25
90 52 10 300

3 140 10 10 300
4 3002051400

02300 55 0
28006 1 3 300



S.C. Nielsen et al. / Talanta 49 (1999) 1027–1044 1035

ment and introduction of the concentrate to the
graphite furnace was reorganized. Thus, the vol-
ume of the concentrate to be introduced into the
detector was readily fixed by exploiting the valve
position and subsequently guiding the concentrate
to the detector by air after rotating the valve (Fig.
1). Hence, this approach greatly improves the
accuracy of determination and lowers the RSD.

3.2. Optimization of the phase separator, PS

Before the optimization of the FI-procedure
itself, the dimensions of the phase separator (PS)
were studied in detail. To achieve a high precon-
centration factor, the ratio between the sample
plus APDC flow-rates and the flow-rate of
IBMK, (QS+QAPDC)/QIBMK, must be relatively
high at a suitable flow-rate of the reagent APDC,
that is, QAPDC=0.5 ml min−1. Based on previous
investigations performed by Tao and Fang [9], the
performance was improved at a fixed IBMK flow-
rate of QIBMK=0.22 ml min−1, and a fixed aspi-
ration-rate of organic phase (concentrate) of
QConc.=0.10 ml min−1 from the top of the phase
separator module, i.e. about half of the inflow
rate of the organic phase. Thereby, a small frac-
tion of the organic phase was forced to leave the
separator as waste. This sacrifice eliminated the
chance of entraining small aqueous droplets into
the separated organic phase, and with its simple
construction the phase separator allowed the or-
ganic–aqueous reaction mixture to be separated
effectively and automatically within the conical
space of the unit without the need for a
membrane.

After having fixed the individual pumping rates,
the goal was to obtain the highest sample flow-
rate which would result in a constant aspiration-
rate of the pure organic phase from the top of the
phase separation module. To measure the effi-
ciency of the phase separators to be tested, a
hydrochloric acid solution of 0.01 M was used as
sample. Without going through all the combina-
tions of interest tested (dimensions and shape of
the upper and lower part of the phase separator
and the conduits within the individual compo-
nents), it turned out that the optimal dimensions
ultimately adopted allowed us to obtain a ratio of

(QS+QAPDC)/QIBMK= (6.0+0.5)/0.22=29.55
without entraining anything but organic concen-
trate—except, of course, the amount of water
that can be dissolved in IBMK at room tempera-
ture (the solubility of IBMK in water is 2.04%
(w/w) at 20°C). Further, when introducing IBMK
at a flow-rate of 0.22 ml min−1 it was not possible
to achieve a flow-rate of pure organic phase (con-
centrate) higher than 0.100–0.105 ml min−1. If
higher flow-rates of the sample are needed, then
the flow-rate of the organic concentrate must be
lowered relatively. But this will further lower the
sample frequency (see Section 3.5). However, with
increasing sample flow-rate it also becomes in-
creasingly difficult to maintain a constant effi-
ciency of separation (constant ratio between the
streams) in long-term operation. Therefore, and
because robustness of operation against small
fluctuations in sample delivery was given the
highest priority, a sample flow rate of 5.5 ml
min−1 was selected for the following optimization
procedure.

3.3. Optimization of sample acidity, [H+]S, and
the APDC concentration, [APDC]

An important part of this work was to exploit
the potentials of response surface models (RSM)
to reach optimal conditions for the FI-procedure
in a systematic way. Unfortunately, usually publi-
cations within FI are based on the so-called
OVAT approach, that is, One Variable At a Time
optimization. This method often suffers from
finding optimum without appropriate knowledge
about the system concerned or where a large
number of experiments are run. There are several
effective models such as steepest ascent, Box-
Wilson, simplex, second-order models, which
would be able to find optimum or near optimum
conditions within a relatively small number of
experiments. Of course, in order to limit the num-
ber of experimental factors, a screening of the
experimental factors would be valuable, i.e. by
performing a simple factorial screening experi-
ment. In this work the extraction procedure was
optimized by using a regular simplex optimiza-
tion. Thus, when k variables are being studied,
then the number of trials in the design is n=k+



S.C. Nielsen et al. / Talanta 49 (1999) 1027–10441036

1. The n observations are taken at the vertices of
a regular simplex, which for k=2 is a triangle and
for k=3 a tetrahedron. The advantage of this
iterative procedure relative to a factorial design is
that fewer trials are required. Thus, the simplex is
a type of a ‘automatic’ steepest ascent procedure to
finding the optimum (or minimum) [10]. The math-
ematical optimization algorithm is as follows:

Let the design contain the points P1,…, Pk+1, in
the k-dimensional simplex with (k+1) points,
where each point defines one set of the design
variables, i.e. one set of experimental conditions.
When using the procedure, the design point with
lowest signal, Pj, say, is replaced by a new point P*j .
This point is determined by mirroring Pj in the
average experimental conditions of the remaining
points. Mathematically this can be expressed in
vectors as (for a detailed description, see Ref. [11]):

Define:

F= %
k+1

i=1

Pi−Pj

then

P*j =
2
k
×F−Pj

Essentially, there are only two critical parameters
in the extraction process, that is, the sample acidity
[H+]S and the APDC concentration [APDC]. This,
of course, makes it easy to visualize the regular
simplex procedure. The results obtained thereby
are shown in Fig. 3 and Table 3.

As it is seen, the simplex procedure was per-
formed smoothly, and the optimum conditions
were found to be near the center of the points 10,
13 and 14, that is, [H+]S=0.012 M and [APDC]=
0.065% (w/v) (Table 3).

Subsequently, to verify the expected optimum
conditions a two-parameter central composite de-
sign (CCD) including five center points was per-
formed around the estimated optimum
(experimental conditions shown by the black circles
in Fig. 3). Thereby each parameter was tested at five
different (concentration) levels. Thus, with nine
different design points, which gives 13 degrees of
freedom, the CCD-design enables a second-order
model to be estimated completely, that is:

Fig. 3. Experimental sequence with a regular simplex proce-
dure for optimizing the sample acidity [H+]S and the APDC
concentration [APDC] using a 0.40 mg l−1 Cr(VI) standard.
LEC=250 cm and TE=99 s. Operational conditions are oth-
erwise as given in Fig. 1.

y=b0+ %
k

i=1

bixi+% %
iB j

bijxixj+ %
k

i=1

biix i
2+o

(1)

where X1=sample acidity and X2=concentration
Table 3
Results obtained by the experimental sequence with a regular
simplex procedure for optimizing sample acidity [H+]S and
APDC concentration [APDC] (Fig. 3) using a 0.40 mg l−1

Cr(VI) standarda

Experiment number Relative response (%)

43.91
43.32
53.83
58.74
62.05

6 74.4
7 78.0

90.88
87.29

10 100.0
78.411

12 87.5
97.713
99.014

a The results are based on the average of three replicates of
each set of the experimental conditions. LEC, 250 cm and TE,
99 s. Operational conditions are otherwise as given in Fig. 1.
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Fig. 4. Central composite design (CCD) for verifying the optimized parameters for the sample acidity [H+]S and the APDC
concentration [APDC] using a 0.40 mg l−1 Cr(VI) standard. LEC=250 cm and TE=99 s. Operational conditions are otherwise as
given in Fig. 1.

of APDC. The remaining degrees of freedom are
assigned to higher order effects and a so-called
residual (error) (o), which cannot be explained by
the model.

The results achieved by the two-parameter CCD
are shown by response gradients (expressed in
percentage) in Fig. 4. These results confirmed that
the estimated optimum found by the simplex pro-
cedure described above is reasonable. However, it
is seen that a slightly higher signal could perhaps
be obtained by moving from the estimated opti-
mum to the right (Fig. 3) according to the response
gradients which are derived on the basis of the
statistical model described below. Yet, as indicated
by the more intense color, the relative standard
deviation thereby increased. Therefore, the signal
achieved for [H+]S=0.012 M and [APDC]=
0.065% (w/v) was a suitable compromise.

The response gradients shown in Fig. 3 are
described by an expression of Eq. (1). From the
statistical analysis of variance (ANOVA) given in
Table 4, the following conclusions can be made:
The ‘Lack of Fit’ variation is not significant when

tested against the ‘Pure Error’ variation. Subse-
quently the ‘Residual’ variation is found by pooling
the sums of squares for ‘Pure Error’ and ‘Lack of
Fit’, and the model is tested against this ‘Residual’
variation. It is seen that the model is strongly
significant (Table 4).

The final equation in terms of natural factors
expressed as relative response is:

y= −177.6+1790.84 [H+]S+7471.71 [APDC]

+80 032.21 [H+]S−50 798.71 [APDC]2

−34 444.44 [H+]S [APDC] (2)

In fact, as the factors [H+]S2 and the interaction
[H+]S [APDC] are not significant, the model (Eq.
(1)) could be reduced to:

y=b0+ (b1x1+b2x2)+b22x22
2 +o (3)

which depicted graphically would show a cylindri-
cal response surface which is increasing slightly,
linearly, in the direction of [H+]S.

If it is important to reach the ‘real’ optimum
conditions, e.g. for economical reasons or statisti-
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Table 4
ANOVA for response surface quadratic model of the CCD experiment

Probability\F-valueSource Sum of squares df Mean square F-value

22.70 0.0003 (strongly significant)Model 632.03 5 126.41
Residual 5.5738.98 7

9.89 4.25 0.0980 (not significant)Lack of fit 29.67 3
Pure error 2.339.31 4
Cor total 671.01 12

t for H0 coeff= VIFFactor Coefficient estimate (coded) df Standard error Probability\�t�
0

Intercept 0.8799.58 1
1.000.0044A-[H+] 4.42 1 1.07 4.14
1.000.00046.39B-[APDC] 1.076.82 1

0.8019 3.51A2 0.72 1 2.76 0.26
0.0044 3.51B2 −11.43 1 2.76 −4.14

−1.31 0.2304AB −1.55 1 1.001.18

cal reasons, rather than finding reasonably good
conditions (as in the present case), the described
simplex procedure should be modified at the mo-
ment where the increase of signal is becoming small
compared to the experimental uncertainty. Thus,
the regular simplex procedure should be changed
into a variable simplex procedure where the above
described mirroring is modified to use smaller steps
while keeping the design regular or almost regular.

In the present case this was not considered
necessary as the steps in the regular simplex proce-
dure were already relatively small and, in fact, the
RSDs achieved were typically around 0–2%. And
more important, when using an RSM the process
improvement should be regarded as a continuing,
iterative process, and any optimum found in any
given experiment should perhaps not be considered
as important as what one clearly gains in process
improvement and what one learns about the pro-
cess in general [10] (p. 242).

3.4. Optimization of the length of the extraction
coil, LEC

In the FI-procedure IBMK is mixed with the
sample at a pumping rate which is 25 times smaller
than the sample pumping rate. Subsequently, when
the combined reaction medium enters the knotted
extraction coil, the organic phase becomes effec-
tively dispersed within the aqueous phase in such

small droplets that the combined solution for the
naked eye actually appears to look completely
homogeneous. This is most advantageous because
that means that the interface between the two
phases, despite the low organic-to-aqueous phase
ratio, is very large, thereby facilitating effective
phase-transfer of the complex. By optimizing the
length of the knotted extraction coil, i.e. the extrac-
tion time, the results shown in Fig. 5 were obtained.

It is seen that the results did not increase further
beyond a length of 350 cm, which corresponds to
a residence time of 7 s. Therefore, to avoid unnec-
essary back-pressure and deteriorated flow stability
a coil length of 350 cm was selected.

Fig. 5. Effect of the length of the extraction coil (EC, knotted)
as determined for a 0.40 mg l−1 Cr(VI) standard. TE=99 s.
Operational conditions are otherwise as given in Fig. 1.
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3.5. Variation of the preconcentration time,
tPreconc.

The signal increased gradually until a precon-
centration period of 90–95 s, which can be ex-
plained by the volume of the conduit in which
the concentrate has to move from the phase sep-
arator to the end of the delivery tube (Fig. 1).
This volume was estimated to be 90 ml
(VConcentrate=55 ml). Thus, since Qconc.=100 ml
min−1, it takes 54 s to guide the concentrate
from the phase separator to the end of the de-
livery tube. Further, during the first ca. 40 s
there is a concentration gradient in the concen-
trate aspirated from the PS, which is easily ob-
served by judging the composition of drops
coming out of the delivery tube (Fig. 1). These
consist of IBMK (concentrate) and ethanol
(which was used to clean the system in step 3).
Consequently, it takes about 40 s before the
concentrate aspirated from the phase separation
module has become completely uniform (equi-
librium state), that is, there was no concentra-
tion gradient in the concentrate after 40 s.
Therefore, to ensure a very robust system a pre-
concentration period of 99 s was chosen. Of
course, a shorter preconcentration time could be
used, but by aspirating a completely uniform
concentrate from the PS it was possible partly
to exploit the systems capacity completely and
partly to ensure more robust conditions and
thereby low RSD values.

3.6. Variation of the sample flow-rate, QS

By varying the sample flow-rate the separa-
tion efficiency of the PS was not influenced.

Thus, the integrated absorbance increased lin-
early vs. sample flow-rate, at least until a flow-
rate of 5.5 ml min−1. This does not necessarily
mean that the solvent extraction is quantitative.
In this context it should be considered that al-
though the degree of extraction should be higher
at lower sample flow-rates because of longer ex-
traction time, this would, on the other hand,
entail relative dilution of the concentrate gener-
ated since the amount of IBMK was kept
constant.

Table 5
Characteristics of performance for the FI-ETAAS on-line
extraction/preconcentration system

Sample flow rate (ml min−1) 5.5
Calibration range (mg l−1) 0.005–0.6

1.067CCr(VI)Regression equation in calibration
range(eight standards, n=3, CCr(VI) +0.006
in mg l−1)

(Corr.=0.9992)
9.2+4.6Sample volume per assay (ml)(Loading

time, tpreconcentration=99 s)
Sample frequency ( f ) (samples h−1) 24.2

0.83RSD (%) (n=11, 0.2 mg l−1)
Limit of detection (3s) (ng l−1) 3.3
Enrichment factor (EF) 18.4

7.4Concentration efficiency
(CE=EF%f/60)

4. Performance of the system

4.1. Calibration runs of synthetic samples

Table 5 shows the operational characteristics
which were obtained for the selective determina-
tion of Cr(VI) using the FI-ETAAS system de-
veloped. In this context it is particularly
interesting to note the very high sensitivity and
the extremely low detection limit obtained. The
capacity of the system can also be illustrated by
a typical signal output. Thus, in Fig. 6 is de-
picted a readout for a 0.40 mg l−1 sample, and
as it is seen the RSD is merely 1.2% for these
three replicates.

4.2. In6estigation of interferences

If the FI-ETAAS procedure is to have any
practical utility, e.g. for assays of natural water
and seawater, it is essential that it can tolerate the
presence of pertinent ions, and at the concentra-
tion levels at which they might occur in the sam-
ple concerned. Hence, the effects of representative
potential interfering species were tested, that is,
Cu2+, Cd2+, Zn2+, Pb2+, Ni2+, Co2+ and
Fe3+.

Besides, the system was evaluated with the pres-
ence of CaCl2, NaCl and MgSO4, respectively, as
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these are the main constituents of the waste wa-
ter samples tested (see Section 5). The effect of
these ionic constituents on the determination of
Cr(VI) is summarized in Table 6A,B.

In the last column of Table 6A the tolerated
interferent/analyte ratio is shown, that is, at this
level the interferent does not impair the assay
noticeably, i.e. less than 5%. In preparation for
testing the waste water samples it is especially
noteworthy that the procedure is not influenced
by the very high salt concentrations (see Section
5). Only in the case of very high concentrations
of chloride is there a moderate decrease in the
sensitivity (see Table 6B).

5. Evaluation of the FI-ETAAS procedure

Solvent extraction should intuitively be able
effectively to separate the analyte from interfer-
ing matrices. Therefore it was of great interest
to test complicated sample matrices, that is, syn-
thetic seawater, waste water samples originating
from an incineration plant (IPS) (total
chromium content of 0.24 mg l−1), and from a
desulphurization plant (SPS) (total chromium
content of 0.53 mg l−1), respectively. Further, to
verify the high capacity of the FI-procedure cali-
brations of two corresponding synthetic waste
water samples were tested; SWW1 and SWW2,

Fig. 6. Typical peak readout for a 0.40 mg l−1 Cr(VI) standard as obtained by using the FI-ETAAS system depicted in Fig. 1.
Operational conditions are as given herein.
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Table 6
(A) Investigation of the tolerance of potentially interfering ions. (B). Investigation of the tolerance of the main species present in the
matrices of the waste water samples tested (see Section 5)a

Interferent Interferent/analyte ratiocRecovery (%)Concentrationb

(A)
33398.1Cu(II) 100

200 65.5
100 101.1Cd(II) 333

72.8200
1000 52.6

103.0Zn(II) 100
400 99.4 1333

1000 91.9
99.8Pb(II) 100

66795.1200
67.41000

104.4 667Ni(II) 200
400 67.6

1000 39.9
200 97.2Co(II) 667

57.61000
80 98.3Fe(III) 267

100 92.7
70.0200
50.9500

(B)
3/5.3 102.1Ca2+/Cl−

89.3Ca2+/Cl− 20/35.4

101.3Na+/Cl− 6.5/10
Na+/Cl− 74.232.4/50

1/3.9 123.7Mg2+/SO4
2−

a The concentration of Cr(VI) was in all cases 0.3 mg l−1. The effect is expressed as the recovery for the levels added.
b Concentration in (A) is in mg l−1 and in (B) in g l−1.
c The tolerated interferent/analyte ratio is shown, that is, at this level the interferent does not impair the assay at any noticeable

degree.

respectively (see Section 2.2). Finally, in addi-
tion to these calibrations a determination of
Cr(VI) in a NIST reference material (certified
Cr(VI) content of 100094 mg l−1) was per-
formed.

The actual results achieved from the determi-
nation of Cr(VI) in the NIST reference material
and a synthetic seawater sample are shown in
Table 7. Both of the calibrations, which were
made by standard addition, are most satisfac-
tory. The sensitivity of both the NIST reference
material and the synthetic seawater sample was
similar to that obtained with the deionized
Cr(VI)-standard solutions (Table 5), that is

1.067 [Abs s (mg l−1)−1]. Therefore, the matrix
of the synthetic seawater does not in any man-
ner influence the extraction/separation mecha-
nism. Admittedly, the results of both samples
were ca. 4.8% higher than the stipulated spiked
concentrations of 0.10 ml l−1. But as the preci-
sion in both cases was very high a plausible
explanation of this difference might be a bias
due to the three-stage dilution of the stock solu-
tion of the two materials.

The results of the determination of Cr(VI) in
the samples originating from an incineration
plant (IPS) and from a desulphurization plant
(DPS), respectively, revealed that the procedure
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is completely unaffected in spite of the very high
salt contents (Table 8). The waste water samples do
not contain any Cr(VI), that is, the chromium
content of the samples appears to be Cr(III). The
sensitivities were 10–15% higher compared to when
using deionized Cr(VI)-standard solutions.

The results achieved by the calibrations of the
corresponding synthetic waste water samples
tested, SWW1 and SWW2, respectively, are shown
in Table 9. When comparing the sensitivities ob-
tained for these two samples with those for the real
waste water samples (IPS and DPS) they do not
seem to correspond completely. This might be
explained by unidentified components in the real
samples and/or that the concentrations of the
individual matrix components, as supplied by the
provider of the samples, are not correct. In both
calibrations of the synthetic waste water samples
the sensitivity achieved was somewhat lower com-
pared to the sensitivity of the real samples. This
indicates that the content of one or more compo-
nents probably appears at lower concentrations
than informed. Surprisingly, the sensitivity of the
SWW1 calibration was somewhat higher than that
obtained for SWW2. This pattern should have been
opposite considering the influence of a high concen-
tration of chloride (see Section 4.2). On the other
hand, the calibration of IPS also resulted in a
slightly higher sensitivity than the calibration of
DPS. However, when using the approach of stan-
dard addition for determining the concentration of
the individual samples, these small changes in the
sensitivities do not play any role at all.

It can be concluded that, contrary to what was
previously reported [5], in which reference the

adsorption-preconcentration process was described
as being dependent on the ionic strength of the
reaction media, the IBMK-extraction procedure
appears, for all practical purposes, to be virtually
independent of the ionic strength of the sample.
Therefore, and since, irrespective of the matrix,
there is no blank value recorded, standard addition
could for screening purposes be replaced by use of
normal external calibration.

6. Conclusion

A key to the success of the FI-system developed
is the design of the phase separation module, which,
compared to the unit suggested by Tao and Fang
[9], in this work was markedly improved through
a detailed investigation of the dimensions of the
component. The unique feature of the phase sepa-
rator is that, despite its simple construction, the
organic–aqueous reaction mixture is separated
automatically within the conical space of the phase
separator without the need for the incorporation of
a membrane.

The FI-system is very robust and simple in
performance. It fulfills all the requirements to
handle complex sample matrices like seawater and
waste water without deteriorating the sensitivity.
Thus, it is noteworthy that the procedure is not
influenced by the very high salt concentrations
which makes the developed FI-procedure very
promising in industrial respect. In particular, the
results of the determination of Cr(VI) in two
samples originating from an incineration plant and
from a desulphurization plant are interesting.

Table 7
Determination of Cr(VI) in a NIST-Cr(VI) reference material and a synthetic seawater sample, respectively, using the proposed
FI-ETAAS procedure

Cr(VI)a Cr(VI)b

Regression equation (n=4, CCr(VI) in mg l−1)c 1.108CCr(VI)+0.116 (Corr.=0.9992)1.078CCr(VI)+0.113 (Corr.=0.9995)
0.104790.0019 0.104790.0017Concentration found (mg l−1)

a Certified Cr(VI) NIST-sample (certified content of 100090.004 mg l−1), diluted until a concentration of 0.10 mg l−1 by a
three-stage dilution, as determined by four-level standard addition by adding 0, 0.1, 0.2 and 0.3 mg l−1 Cr(VI) to the sample.

b Synthetic seawater sample, spiked with Cr(VI) to a concentration of 0.10 mg l−1, as determined by standard addition by adding
0, 0.1, 0.2 and 0.3 mg l−1 Cr(VI) to the sample.

c The regression equations of the multiple standard addition calibrations were determined within a confidence interval of 95%.
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Table 8
Determination of Cr(VI) in waste water samples using the proposed FI-ETAAS procedure

IPSa DPSb

Regression equation (n=5, CCr(VI) in mg l−1)c 1.17CCr(VI)−0.0008(Corr.=0.9993)1.22CCr(VI)+0.0004(Corr.=0.9997)
0.00290.000 0.00390.000Concentration found (mg l−1)

a Waste water from a incineration plant as determined by standard addition by adding 0, 0.1, 0.2, 0.3 and 0.4 mg l−1 Cr(VI) to
the sample.

b Waste water from a desulphurization plant as determined by standard addition by adding 0, 0.1, 0.2, 0.3 and 0.4 mg l−1 Cr(VI)
to the sample.

c The regression equations of the multiple standard addition calibrations were determined within a confidence interval of 95%.

Table 9
Determination of Cr(VI) in the corresponding simulated synthetic waste water samples (see also Table 8).

SWW1a SWW2b

Regression equation (n=5, CCr(VI) in mg l−1)c 1.095CCr(VI)+0.101 (Corr.=0.9992) 0.87CCr(VI)+0.088 (Corr.=0.9991)
0.099890.0017 0.101190.0015Concentration found (mg l−1)

a Synthetic incineration waste water sample, produced according to the information provided by the supplier, and spiked with
Cr(VI) to a concentration of 0.10 mg l−1, as determined by standard addition by adding 0, 0.1, 0.2 and 0.3 mg l−1 Cr(VI) to the
sample.

b Synthetic desulphurization waste water sample, produced according to the information provided by the supplier, and spiked with
Cr(VI) to a concentration of 0.10 mg l−1, as determined by standard addition by adding 0, 0.1, 0.2 and 0.3 mg l−1 Cr(VI) to the
sample.

c The regression equations of the multiple standard addition calibrations were determined within a confidence interval of 95%.

These samples are very severe, because they contain
a high background of salts (from the neutral-iza-
tion procedure used), and therefore they are gener-
ally not accessible to analyze directly by AAS.
However, by using the proposed procedure, the salt
matrix was conveniently eliminated, which—in
addition to the preconcentration feature—makes
this approach very attractive for practical assays.

At present, the only ‘missing link’ in the com-
bined FI-ETAAS system is the need for improving
the software so that the sampler arm could be
controlled fully automatically. The use of the
manual sampler arm was simply dictated by the
fact that the auto-sampler arm of the detector and
the FI-system cannot operate in parallel. There-
fore, it was necessary to control the FI-system and
the graphite furnace system individually by the use
of two independent computers.

The system developed could obviously be em-
ployed directly for industrial purposes. However,
to achieve a long-term stable FI-system that can
work eventually without supervision, the peristaltic

pumps should be exchanged by syringe pumps.
This is simply because pump tubes are aging and
therefore need to be adjusted regularly. With sy-
ringe pumps the system should be able to operate
completely without any adjustment. Thus, the FI-
system described herein could perform exactly the
same processes via the use of three syringe pumps.

Finally, concerning the ‘chemical robustness’ of
the procedure, that is, its selectivity as demon-
strated for its tolerance of potential interfering
species/agents, it was found that at high concentra-
tions of certain cations, the recovery was well
below 100% (see Section 5). This is due to the fact
that APDC actually forms complexes with many
metal ions, and therefore at high levels of interfer-
ing cations there is a competition between these
foreign ions and the analyte for the APDC present.
However, this feature can also be turned around
and made into an advantage; that is, if one
were to apply a multi-detection device one could
use the present FI-extraction system in con-
junction with a multi-detection device such as an
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ICP-MS or a spectrophotometer and thereby deter-
mine several metal species simultaneously. Using
an ICP-MS would, of course, require ultrasonic
nebulization and membrane desolvation in order to
remove IMBK before the sample reaches the
plasma.
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Abstract

The speciation of inorganic chromium in environmental samples is required for accurate assessment of pollution
levels. Of the two chromium oxidation states, Cr (VI) is a known carcinogen, while Cr (III) is an essential element.
Total chromium measurement cannot be used to determine actual environmental impact due to the considerable
difference in toxicity of the two elemental forms. An automated liquid handling system, the PrepLab™, can be used
with an inductively coupled plasma-mass spectrometer (ICP-MS) to quantify Cr (III) and Cr (VI) in liquid samples.
An autosampler is used to introduce discrete sample volumes into a solid-phase chelation resin column. The Cr (III)
and Cr (VI) species are separated and are introduced on-line into the VG PlasmaQuad 3 ICP-MS for detection. The
chromatographic data are collected in time resolved analysis mode with the capability of simultaneous multiple-iso-
topic detection. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Automated liquid handling system; Chromium speciation; Mass spectrometry
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1. Introduction

Chromium is a naturally occurring element
found in rocks, animals, plants, soil, and in vol-
canic dust and gases. Humans are exposed when
eating food, drinking water, and inhaling air that
may contain chromium. The average daily intake
from air, water, and food is estimated to be
0.01–0.03 mg, 2 mg/l, and 60 mg, respectively.

Dermal exposure to chromium may occur during
the use of products that contain chromium such as
wood treated with copper dichromate or leather
tanned with chromic sulfate. Occupational expo-
sure to chromium occurs from chromate produc-
tion, stainless-steel production, chrome plating,
and the tanning industries. Occupational exposure
can be two orders of magnitude higher than expo-
sure in the general population. People who live in
the vicinity of chromium waste disposal sites or
chromium manufacturing and processing plants
have a greater probability of elevated chromium
exposure than the general population.

* Corresponding author. Tel.: +1-303-939-9012; fax: +1-
303-939-9017.
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Chromium occurs in the environment in two
major valence states, trivalent chromium {Cr
(III)} and hexavalent chromium {Cr (VI)}. Cr
(III) compounds are sparingly soluble in water,
while Cr (VI) compounds are readily soluble
which may result in enhanced levels of Cr (VI) in
water sources. Cr (VI) is more toxic than Cr (III)
and is a known carcinogen. The reference dose
(RfD)1 for Cr (VI) is 0.005 mg/kg per day and the
RfD for Cr (III) is 1 mg/kg per day. The US
Environmental Protection Agency (EPA) esti-
mates that consumption of these doses or less
over a lifetime is unlikely to result in the occur-
rence of chronic non-cancer effects. Cr (III) is also
an essential element in humans, with a daily rec-
ommended intake of 50–200 mg/day for an adult;
it is essential to normal glucose, protein, and fat
metabolism. The body is capable of detoxifying
some Cr (VI) to Cr (III) which leads to increased
levels of Cr (III) in the body. Laboratory tests can
detect chromium in the blood, urine, and hair of
exposed individuals, however it is difficult to sepa-
rate Cr (VI) from Cr (III); therefore analysis is
usually limited to total chromium.

1.1. Chromium speciation

Due to the widely different toxicity of the two
forms of chromium, total chromium measurement
cannot be used to determine actual environmental
impact. The speciation of chromium in environ-
mental samples is therefore necessary to accu-
rately assess pollution levels. EPA Method 7196A
was developed for the determination of Cr (VI) in
EP/TCLP extracts and ground waters [1]. The
method requires the addition of diphenylcar-
bazide and sulfuric acid to the water sample fol-
lowed by measurement of the solution absorbance

at 540 nm. A method using ion chromatography
(IC) to separate Cr (VI) from Cr (III) prior to
complexation with 1,5-diphenylcarbohydrazide
and absorbance measurement has also been re-
ported by the EPA [2]. This IC method utilizes an
additional ICP-MS measurement to compensate
for the reduction of Cr (VI) to Cr (III) during
sample collection. Without the use of the ICP-MS
data, the Cr (VI) measurements would be
erroneous.

Chromium speciation methods utilizing chro-
matographic column separations followed by
spectrometric detection also have been reported.
Cox and coworkers used an activated alumina
micro-column in an FIA manifold to separate and
pre-concentrate Cr (VI) from Cr (III) followed by
inductively coupled plasma atomic emission spec-
trometric detection [3]. A method using a chelat-
ing ion-exchange column to separate and
pre-concentrate Cr (III) from Cr (VI) followed by
flame atomic absorption spectrometric detection
has been reported by Milosavlijevic and cowork-
ers [4].

Recent definitive studies of the interconversion
of Cr (III) to Cr (VI) and Cr (VI) to Cr (III)
during sample preparation call to question the
accuracy of results generated using previously re-
ported analytical procedures [5,6]. Speciated iso-
tope dilution mass spectrometry (SIDMS)2 can be
used to study and correct for these interconver-
sion reactions during sample analysis [7].

2 Speciated Isotope Dilution Mass Spectrometry (SIDMS).
Isotope Dilution Mass Spectrometry is a highly accurate tech-
nique that has been used for the determination of metals in a
range of matrices. The methodology relies on addition of an
internal spike of the same element, of known but different
isotopic composition to that of the sample for calibration.
Also any loss of metal during sample preparation is compen-
sated for, since the only measurement made is for isotopic
ratios. SIDMS takes the method one stage further by addition
of species-specific isotopically-enriched spikes, one spike for
each metal specie to be measured. Therefore when the isotope
ratios are determined using ICP-MS after chromatographic
separation it is possible to calculate the original concentration
of each species in the original sample. Obviously great care
should be taken to avoid loss of speciation during sample
preparation and analysis in order that the isotopic ratios can
be determined accurately and precisely.

1 The RfD is not a direct estimator of risk but rather a
reference point to gauge the potential effects. Exceeding the
RfD does not imply that an adverse health effect would
necessarily occur. As the amount and frequency of exposures
exceeding the RfD increase, the probability of adverse health
effects also increases. The RfD for Cr (VI) is 0.005 mg/kg per
day of body weight based on no effects noted in rats exposed
to chromium in the drinking water. The RfD for Cr (III) is 1
mg/kg per day based on no effects observed in rats exposed to
Cr (III) in the diet.
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1.2. Chromium detection

Many spectrophotometric techniques are avail-
able for the detection of chromium, e.g. UV-VIS
Spectrophotometers, atomic absorption spectrom-
eters (AAS), and inductively coupled plasma spec-
trometers (ICP) all of which have different
detection limit capabilities. Inductively coupled
plasma–mass spectrometry (ICP-MS) has the ad-
vantage of achieving very low ng/l detection limits
for chromium, which are needed for the analysis
of environmental samples. ICP-MS is also rela-
tively easily interfaced to many liquid chromato-
graphic techniques [8] to allow automated, on-line
separation and detection of the chromium species
at ng/l concentrations in solution. Lastly, ICP-MS
provides multiple-mass isotopic data for the sepa-
rated species.

In this work an automated method was devel-
oped for the separation and determination of Cr
(VI) and Cr (III) using low-pressure chromato-
graphic separation of the species coupled with
on-line ICP-MS detection. The method was devel-
oped to demonstrate analytical capability before
implementation of a SIDMS procedure for
chromium speciation in environmental samples.

2. Experimental section

2.1. Reagents and materials

All solutions were prepared using 18 MV deion-
ized water. The following chemicals were used for
preparation of sample loading solutions and elut-
ing solutions: ammonium acetate (A.C.S. grade,
Fisher Scientific, Pittsburgh, PA, USA), ammo-
nium sulfate (A.C.S. grade, Fisher Scientific,
Pittsburgh, PA, USA), ammonium nitrate
(A.C.A. grade, GFS Chemicals, Columbus, OH,
USA), ammonium hydroxide (cleanroom grade,
Ashland Chemicals, Columbus, OH, USA), and
nitric acid (redistilled, GFS Chemicals, Columbus,
OH, USA). Individual certified stock solutions
containing 1000 ppm Cr (III) and Cr (VI) (High
Purity Standards, Charleston, South Carolina,
USA) were used to prepare test solutions of the
two chromium species.

2.2. Ion chromatography

Chromatographic separations of the chromium
species were achieved using the PrepLab™; a
metal-free, automated, liquid handling system
(VG Elemental, Winsford, UK) (Fig. 1). The out-
put of the PrepLab was connected directly by a
short length of polyethylene tubing to the sample
introduction system of the ICP-MS. Two, solid-
phase chelation resins were evaluated: Chelex 100
(50–100 mesh, Bio-Rad Laboratories, Hercules,
CA, USA) and Prosep-Chelating I (particle size
75–125 mm, Bioprocessing Limited, Consett, Co
Durham, UK). The chelation resins were hand-
packed into 3 mm×25 mm glass columns with
standard 1

4¦-28 tube fittings and PTFE frits (Om-
nifit, Cambridge, UK). An Oakton pH Tester 3
(Cole-Parmer, Vernon Hills, IL, USA) was used
to measure the pH of the mobile phases and
solutions.

2.3. Inducti6ely coupled plasma–mass
spectrometry

A PlasmaQuad 3TM ICP-MS instrument (VG
Elemental, Winsford, UK) fitted with an AutoR-
ange PlusTM simultaneous detector and 64 000
channel Multi-channel Analyzer was used for
chromium detection. The ICP-MS sample intro-
duction system consisted of a concentric nebulizer
(Glass Expansion, Victoria, Australia) and a low-
volume impact-bead quartz spray chamber. A low
volume, sample introduction system with rapid

Fig. 1. PrepLab™ automated liquid handling system.
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Table 1
ICP-MS instrument parameters

Gas flows

13.0Cool (l/min)
0.90Auxiliary (l/min)

Nebulizer (l/min) 0.80

1310Plasma power (W)
1.0Sample flow rate (ml/min)

Metals are reversibly bound to the functional
groups depending on the solvent in contact with
the co-polymer. Chelex 100 has been used rou-
tinely to remove metal contamination from vari-
ous solvents and to pre-concentrate metals for
analysis [9,10]. The resin functions as a chelating
resin from pH 4 to 12 and as an anion exchanger
below pH 4.

MilliQ water, 0.05 M ammonium hydroxide,
and 10 mM ammonium sulfate adjusted to pH 9
with ammonium hydroxide were evaluated as
loading solutions for the separation of Cr (III)
and Cr (VI). The eluting solution for all tests was
2 M nitric acid.

Since ICP-MS cannot differentiate between Cr
(III) and Cr (VI) the binding specificity of the
resin for each species was evaluated indepen-
dently. Individual solutions containing 50 ppb Cr
(III) and 50 ppb Cr (VI) in deionized water were
prepared. Neither species exhibited specificity for
the Chelex 100 resin with any of the three loading
solutions.

A solution of 0.4% nitric acid was also tried as
the loading solution since, at low pH, the resin
behaves as an anion exchanger. A slight increase
in the Cr signal followed by a leveling off was
observed during the first 100 s after the Cr (VI)
was introduced to the column. A wash of 2 M
nitric acid did not produce any additional signal.
The Cr (VI) appeared to initially bind to the resin
and then slowly elute from the column with time.
A much stronger binding between a Cr species
and the resin is required for this separation to be
effective.

3.2. E6aluation of Prosep-Chelating I

Prosep-Chelating I contains the same iminodi-
acetic acid functional group as Chelex 100 but the
stationary phase support is porous glass rather
than a co-polymer. Prosep-Chelation I functions
as a chelating resin in the pH range from 1 to 9
and has been used to pre-concentrate metals for
analysis (S. Nelms, 1997, personal communica-
tion). A 50 mM ammonium nitrate solution ad-
justed to pH 9 with ammonium hydroxide was
evaluated as a loading solution. In this study 1 M
nitric acid was used as the eluting solution.

washout characteristics was preferred in order to
minimize chromatographic peak broadening. The
instrument software (PQVision™) was configured
to control the complete analytical system includ-
ing separation, detection and reporting using time
resolved analysis (TRA) data acquisition. ICP-MS
instrument parameters used for the chromium
speciation experiments are provided in Table 1.

2.4. Implementation of PrepLab™ for separation
of Cr (III) and Cr (VI)

A three-step PrepLab™ procedure was devel-
oped for the separation of Cr (III) and Cr (VI)
using a solid-phase chelation resin column. A 0.5
ml sample loop is filled with sample while the
loading solution flows through the column to the
ICP-MS. The six-port valve is then switched so
that the sample flows through the column. During
this step, the chelation resin must have specificity
in the solvent or buffer for one Cr species but not
the other, such that one species remains bound to
the resin while the other flows through to the
ICP-MS. Switching of the mobile phase to an
eluting solution then removes the species bound
to the resin so that it flows to the ICP-MS for
detection. This procedure also allows pre-concen-
tration of the bound species during the loading
step.

3. Results

3.1. E6aluation of Chelex 100 resin

Chelex 100 is a styrene-divinylbenzene co-poly-
mer with iminodiacetic acid functional groups.
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Individual solutions of 50 ppb Cr (III) and 50
ppb Cr (VI) in water were analyzed first to evalu-
ate the binding specificity of the resin. During
sample loading with the 50 mM ammonium ni-
trate solution, Cr (VI) was not bound and flowed
through the column to the ICP-MS detector. On
the other hand, Cr (III) remained bound to the
resin during sample loading with the 50 mM
ammonium nitrate solution. When the eluent was
switched to 1 M nitric acid, the bound Cr (III)
eluted from the column. A solution containing
both Cr (III) and Cr (VI) was analyzed next in
order to test the separation capabilities of the
resin (Fig. 2). Prosep-Chelating I demonstrated
the required specificity for the separation of the
two Cr species, which were separated in less than
5 min.

In order to further test the resin, individual
solutions of Cr (III) and Cr (VI) in water were
analyzed using the same analytical conditions.
Fig. 3 illustrates that while Cr (III) resulted in
only one peak at the Cr (III) retention time, Cr
(VI) analysis resulted in peaks with retention
times of both Cr (III) and Cr (VI). The small
amount of Cr (III) detected during the analysis of
the Cr (VI) solution could be caused by either Cr
(III) contamination in the Cr (VI) solution or
inter-conversion of Cr (VI) to Cr (III) during the
analysis.

4. Discussion

To investigate whether the small amount of Cr
(III) detected during analysis of the Cr (VI) solu-
tion was caused by contamination in the certified
solution, further information on the production of
the solution was obtained from the manufacturer.
The manufacturer does not perform a Cr (VI)-
specific test on the solution to obtain the certified
concentration, but instead assumes that the solu-
tion contains only Cr (VI) because it is prepared
from 99.998% pure solid potassium dichromate in
water. Upon testing the pH of the standard solu-
tion it was determined to be acidic (BpH 3.5). At
pH less than 6.5, the predominant Cr (VI) species
is the strong oxidizer hydrogen chromate. Under
these acidic conditions, Cr (VI) can be converted
to Cr (III) [2] and thus create Cr (III) contamina-
tion in the certified Cr (VI) solution. On the other
hand, the basic conditions (pH 9.0) used during
steps 1 and 2 of the IC-ICP-MS method described
in this paper would discourage the conversion of
Cr (VI) to Cr (III). Further studies using SIDMS
at each step of the analysis procedure are planned
in order to determine definitively the source of the
Cr (III) contamination. Analysis of the Cr (VI)
standard using a method such as EPA Method
7196A would not provide a definitive answer to
the question of the source of the Cr (III) contam-
ination as noted earlier.

Fig. 2. Chromatography of a mixture of Cr (III) from Cr (VI) using Prosep-Chelating I.
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Fig. 3. Chromatography of individual Cr (III) and Cr (VI) runs using Prosep-Chelating I.

5. Summary

Cr (III) and Cr (VI) can be successfully separated
using Prosep-Chelating I. On-line ICP-MS detec-
tion is sensitive enough to meet US EPA criteria.
Further studies are necessary, however, to complete
the evaluation of this method for the analyses of
real environmental samples. Additional studies of
interconversion of Cr (III) and Cr (VI) must be
performed using SIDMS as well as investigation of
possible interferences due to matrix ions such as Fe,
Ca, K, and Na, which are present in water samples.
Evaluation of sample storage containers and
preservatives is also needed so that the chromium
speciation in the sample remains unchanged from
sampling site to analysis. Lastly, an evaluation of
column design is planned to study peak shape and
peak broadening.
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Abstract

An accurate selective flow injection chemiluminescence (CL) method for the assay of perphenazine was explored.
In the method 394 ppm permanganate solution was used as a chemiluminogenic reagent in 0.289 mol dm−3 sulphuric
acid media. A photomultiplier tube was used as a detector at a total flow rate of 4.94 ml/min. Perphenazine was
determined by a linear calibration plot of the following equation in the range 50–350 ppm: mV= −4.488+0.1162C,
with a correlation coefficient of 0.9989 for five measurements and a relative standard deviation less than 2.33. A
sampling frequency not less than 110 samples h−1 was established. Three factors namely, the flow rate, sulphuric acid
and permanganate concentrations were found to have an influence on the amount of chemiluminescence intensity
produced. Therefore, their interaction effects were thoroughly investigated by employing the 23 factorial design
chemometrical approach and the results obtained revealed a higher interaction between sulphuric acid and perman-
ganate and a less significant interaction for both reagents with the flow rate. The interaction of variables observed
necessitated the conduct of the super modified simplex optimization procedure which has resulted in offering the
proper optimum conditions as stated above and led to the quantitative assay of perphenazine. An interference study
indicated that the method was suitable for application in pharmaceutical preparations. © 1999 Elsevier Science B.V.
All rights reserved.

Keywords: Perphenazine; Permanganate; Factorial design; Simplex optimization; Chemiluminescence
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1. Introduction

Perphenazine is chemically known as 4-[3-(2-
chloro-1 OH-phenothiazine-10-y1) propyl]-1-
piperazineethanol which belongs to the
phenothiazines family of drugs. It is used as an
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antihistamine, antiemetic, and for the treatment
of Parkinson’s disease. Recently [1], per-
phenazine has been determined by FIA-spec-
trophotometry using dichromate as an oxidant
but with poor sensitivity, reproducibility, and
very limited linear dynamic range. In the
method described [1], the system and chemical
variables were optimized superficially using a
univariate procedure. The metavanadate FI
method [2] for the determination of per-
phenazine is also another proof that per-
phenazine oxidation product is less sensitive and
irreproducible than the other phenothiazine
derivatives. The official method for the assay of
prephenazine, described in both the British
Pharmacopoeia (BP) [3] and the United States
Pharmacopoeia (USP) [4], is a titrimetric
method in which the drug is dissolved in acetic
acid and titrated versus perchloric acid using
crystal violet indicator. CL coupled with flow
injection technique [5,6] has been the most suc-
cessful approach to monitor CL reactions be-
cause of the nature of such reactions which are
known to be rapid, taking only a few seconds.
CL reactions have also proven to be more sensi-
tive than any spectrophotometric technique.
Therefore, the present work is considered to be
a better alternative with respect to sensitivity,
selectivity and speed. This paper describes a FI-
CL method for the determination of per-
phenazine by its oxidation with permanganate in
sulphuric acid media using a photomultiplier
tube for detection. The interaction of chemical
as well as system variables were investigated em-
ploying the factorial design [7] chemometrical
approach. Optimum conditions of the variables
were established using the super modified sim-
plex computer programme [8–10].

2. Experimental

2.1. Reagents

2.1.1. Perphenazine
Perphenazine stock solution (1000 ppm) was

prepared by dissolving 0.1 g of the pure analyti-
cal reagent grade compound (supplied by

Rhone-Poulenc, batch No. D11) in 100 ml 0.001
M sulphuric acid.

2.1.2. Potassium permanganate
Stock solution (2000 ppm) was prepared by

dissolving exactly 1.0 g of potassium perman-
ganate (BDH AnalaR, Merck, UK) in 500 ml
0.04 M sulphuric acid. This solution is usually
used after standardisation against potassium ox-
alate.

2.1.3. Sulphuric acid
Stock sulphuric acid solution (3 mol dm−3)

was prepared by diluting Analar grade concen-
trated acid (97.80%, specific gravity 1.84 kg/l,
Fisons, UK).

Working solutions were prepared from the
stocks by appropriate dilutions in the appropri-
ate sulphuric acid concentration. Distilled
deionised water has been used for all prepara-
tions.

2.2. Apparatus

Fig. 1 shows the double-line manifold FI sys-
tem, which was used for all measurements. The
system consists of a peristaltic pump (Gilson,
Minipuls, France) which delivers both the acid
carrier and the permanganate oxidant streams to
a PTFE T-piece, which allows the two streams
to mix. The resulting stream is then passed into
a coiled glass flow cell of 330 ml volume and 1.5
mm i.d., which is backed by a polished stainless

Fig. 1. Two line manifold composed of 1, 0.289 M H2SO4

carrier solution; 2, 394 ppm potassium permanganate; 3, peri-
staltic pump; 4, injector valve of 25 ml loop size; 5, PMT; 6,
XY recorder; and 7, product waste.
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steel surface and faced by a photomultiplier tube
detector (PMT) of the type B2F/RFI (Thorn
EMI, UK). The PMT is operated at −1000 V
provided by a stable high voltage power supply
unit Model M312 (Wallis Hivolt, UK). The car-
rier was pumped through a poly (vinyl chloride)
(PVC) pump tubing of 0.5 mm i.d. A Rheodyne
sample injector (Cotati, CA) Model 5020 four-
way PTFE rotary valve with a 25 ml injection loop
was used. A chart recorder of the type BD 4004
(Kipp and Zonen, Holland) was used for tracing
at the sensitivity of 10 mV.

2.3. Computer programmes

The software package ‘Chemometrical Opti-
mization by Simplex’ (COPS; Elsevier Scientific,
Amsterdam) was employed for the chemometrical
optimization procedure. Both Sigma plot (Jandel
Scientific) and Chem Win were used for the statis-
tical analyses as well for obtaining plots and
diagrams.

2.4. Procedure

A 25 ml drug sample was injected into 0.289
mol dm−3 sulphuric acid flowing at a speed of
2.47 ml/min. The permanganate solution (394
ppm) which was prepared in 0.289 mol dm−3

sulphuric acid was propelled at a speed of 2.47
ml/min as a carrier stream. The carrier acid solu-
tion together with the injected drug zone were
then mixed with permanganate solution at the
PTFE T-piece. FI tracings were recorded at a
speed of 4 mm/s once the product reached the
PMT.

3. Results and discussion

3.1. The chemical system

The perphenazine–permanganate redox reac-
tion in sulphuric acid media was explored and
found to give a prominent chemiluminescence
(CL) emission. The nature and mechanism of the
CL emission is thought to be of a direct chemilu-
minescent reaction type referred to earlier by

Calokerinos et al. [11]. Many oxidation reactions
with permanganate were found to be occurring
with the generation of CL emission when con-
ducted with various organic compounds [11–16].
In the presence of formaldehyde and/or polyphos-
phate, permanganate was found to give more CL
emission for the oxidation of organic species [14–
16]. However, the CL emission obtained with
perphenazine was high enough and does not re-
quire further treatment by adding such com-
pounds. The oxidation of the perphenazine with
permanganate was believed to be producing the
dication diradical species, illustrated in the dia-
gram below, which is responsible for the CL
radiation of the permanganate. Other phenothi-
azines such as chlorpromazine hydrochloride,
promethazine theoclate and trimeprazine tartrate
were tested for CL by permanganate but gave no
emission

The production of the dication diradical species
in the case of oxidation of perphenazine with
dichromate [1] and metavanadate [2] has been
reported but with no mention of CL emission
phenomenon. During this work cerium(IV) was
used but no CL emission was produced. Prelimi-
nary studies revealed that this emission requires a
thorough investigation to establish the best condi-
tions to generate higher reproducibility and ana-
lytically acceptable intensity. With a flow injection
technique, the reaction coil was made short
enough (25 cm long) to minimise CL emission
losses before reaching the photomultiplier tube
detector. The flow rate was considered together
with other chemical factors affecting but responsi-
ble for the CL such as sulphuric acid and perman-
ganate concentrations. The three factors were
rigorously investigated by studying their interac-
tion effects, if any, and then subjected to an
optimisation procedure to decide on the optimum
conditions for quantitative assay of the drug.
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Table 1
Full treatment combinations in both their original and coded values along with the responses obtained

Sulphuric acid (M) Permanganate (ppm)Experiment no. Flow rate (ml/min) Response (mm)

0.10 3001 762.0
323 960.1472.472
324 863 2.12 0.289

0.336 3004 2.59 84
3940.147 842.125

0.144 3966 2.70 84
361 1007 2.28 0.213

0.300 4008 2.50 100

−1 76−1 −11
−1 962 +1 −1

86−1+1−13
−1 844 +1 +1
+1 845 −1 −1

−1 +16 +1 84
+1 100+1−17
+1 +18 +1 100

3.2. Interactions of 6ariables

Prior to making a decision on what optimisa-
tion procedure should be followed to determine
the conditions under which the assay method is
quantitative and applicable, the interaction effect
between the variables was investigated using the
factorial design approach. An experiment was de-
signed employing the simplest and most popular
class of factorial design in which all the factors
have only two levels denoted by a 2 f class where f
is the number of variables [7]. The full treatment
combinations in both their original concentrations
and coded values, along with the responses ob-
tained are depicted in Table 1. Eight runs were
needed to perform the experiment with the lower
level assigned the value −1 and the higher level
assigned +1. The lower level between 2.00 and
2.15 ml/min was considered for the flow rate,
0.10–0.20 mol dm−3 for the sulphuric acid con-
centration and 300–350 ppm for the perman-
ganate concentration. The higher level was
considered between 2.16 and 2.3 ml/min for the
flow rate, 0.21–0.32 mol dm−3 for the sulphuric
acid concentration and 351–400 ppm for the per-
manganate concentration. The interaction effects
between the factors were calculated and found to
be +8.5 between sulphuric acid and perman-

ganate, −5.5 between the flow rate and sulphuric
acid and −4.5 between the flow rate and perman-
ganate. It was clear that the interaction involving
the flow rate was always not additive and that the
interaction between sulphuric acid and perman-
ganate is significant. Three-dimensional plots for
each of the three possible interactions are pre-
sented in Figs. 2–4. The figures clearly indicated

Fig. 2. Surface plot of the response in mV versus sulphuric
acid and permanganate levels.
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Fig. 3. Surface plot of the response in mV versus flow rate and
sulphuric acid levels.

Fig. 4. Surface plot of the response in mV versus flow rate and
permanganate levels.

size of steps were fed to the computer as listed in
Table 2. The first experiment was designed on the
basis of preliminary investigations and the previ-
ous interaction study. The initial simplex was
designed by injecting 300 ppm permanganate with
the flow rate fixed at 2.00 ml/min, 0.10 mol dm−3

sulphuric acid. The response factor for the CL
emission intensity was chosen to measure the sys-

agreement with the mathematical findings. Fig. 2
shows that both sulphuric acid and permanganate
have positive effects on the CL emission intensity
while Figs. 3 and 4 indicate that the flow rate has
a low effect on the CL emission intensity which
could be attributed to the shorter reaction coil
fixed earlier. This finding reveals that our flow
injection system was properly set for the experi-
ment and that the chemistry involved is posing
more effect on CL emission. This is quite sensible
due to the well known fact that the reduction
potential for the permanganate increases by in-
creasing the acidity of the solution.

3.3. Optimisation

The above successful treatment reveals a clear
interaction between sulphuric acid and perman-
ganate and also shows that both have a positive
impact on the CL emission intensity. It was there-
fore decided necessary perform the simplex opti-
mization procedure [8–10] since the iterative
univariate method of optimization would not be
the right choice and is not expected to give the
representative best optimum conditions. The su-
per modified simplex programme was carried out
and the necessary parameters for the lower and
upper boundaries of variables and the start and Fig. 5. Response function progress of the simplex.
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Table 2
The simplex computer programme parameters

Sulphuric acid (M) Permanganate (ppm)Parameter Flow rate (ml/min)

0.05 20Lower 2.0
4 0.75Upper 400

0.102Start value 300
0.5 0.20Step 10

tem performance and the optimum conditions for
the variables chosen at the maximum response
value. The progress of the simplex is shown on
Fig. 5 which indicates a gradual improvement in
the response function generated by having three
reflection points at runs 4, 6 and 8. Only 11 runs
were found to be sufficient to judge the optimum
variable conditions and to halt the optimisation
procedure. Finally, the best conditions obtained
for maximum reproducible responses were 2.47
ml/min flow rate, 0.289 mol dm−3 sulphuric acid
394 ppm permanganate.

3.4. Analytical appraisal and application

A series of standard solutions of perphenazine
was analysed under the optimum conditions of
2.47 ml/min flow rate, 0.289 mol dm−3 sulphuric
acid and 394 ppm permanganate. Each run was
repeated five times to calculate reproducibility
and precision. The calibration plot was found to
be linear over a perphenazine concentration range
of 50–350 ppm with 0.9989 correlation coefficient
for five measurements, 2.33 relative standard devi-
ation (RSD) for five injections and a sampling
frequency not less than 110 samples h−1. The
calibration equation obtained under this condi-
tion was as follows:

mV= −4.488+0.1162C

where C was in ppm and response was in milli-
volts (mV).

The method was applied to the determination
of perphenazine in synthetic samples containing
ingredients similar to those usually added as ex-
cipients in any pharmaceutical preparations such
as starch, glucose, sucrose and maltose. The syn-
thetic samples were prepared by dissolving the

perphenazine together with starch, glucose, mal-
tose with concentrations as much as twice the
concentration of the drug. In addition to that
equimolar concentrations of chlorpromazine hy-
drochloride, promethazine theoclate and trime-
prazine tartrate were added. It is worth
mentioning here that proprietary drugs containing
phenothiazines are controlled and not accessible.
From the results obtained as listed in Table 3 and
from the t-test values calculated when compared
with the results obtained by the standard FIA-
metavanadate [2] method, no interference was
present from such ingredients, even if added as
much as ten times the concentration of the per-
phenazine, indicating high accuracy and suitabil-
ity for quality assurance in drug formulations.

4. Conclusion

The present method is highly specific and selec-
tive especially since other phenothiazine deriva-

Table 3
Results of statistical analysis of synthetic samples containing
perphenazine obtained by the CL method compared with
those obtained by the FIA-metavanadate method [2]

% Recovery9S.D.a t-testbSpecies added

FIA-metavana-CL method
date method

Starch 99.790.8 1.4100.190.7
1.799.090.8Glucose 99.390.5

Lactose 99.290.6 0.299.290.9
2.099.6 91.0 100.490.8Maltose

a Standard deviation calculated from five determinations,
300 ppm perphenazine.

b Student t-test calculated, theoretical value=2.228 (P=
0.05).
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tives showed no CL emission under the same
conditions. This method is superior when
compared to the FIA-metavanadate method with
respect to the stability of the oxidised product and
precision of the response. The method is better
than the BP and USP official procedure with
respect to speed and sample throughput. The
chemometrics involved, although not new,
validate the method and are considered novel.
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Abstract

A flow injection analysis (FIA) technique for the determination of Fe(II) and total-Fe in environmental water
samples has been developed with a high sensitivity. The resin used for preconcentration of iron was the macroporous
resin, Amberlite XAD-4 functionalized by N-hydroxyethylethylenediamine (HEED) groups. The technique employed
was FIA by combination of on-line chelate resin preconcentration and chemiluminescence detection (CL), using
brilliant sulfoflavine and hydrogen peroxide reagent solutions. The interference by coexisting Fe(III) could be
eliminated by addition of 1×10−6 mol of deferrioxamine B solution. The detection limits of Fe(II) and total-Fe were
0.80 and 0.36 nmol l−1 for 5.6-ml seawater samples with a concentration of 2 nmol l−1. The relative standard
deviations for both samples were less than 94%. A typical analysis for Fe(II) can be performed in 7.5 min. The
technique was ascertained by comparing the analytical value of total-Fe with the certified value of Fe in the reference
standard seawater CASS-3. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Flow injection analysis; Amberlite XAD-4-HEED column; Fe(II); Environmental water samples
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1. Introduction

Research related to fixation of carbon dioxide
has been carried out widely to decrease the rate of
global warming. As one countermeasure, the fixa-

tion of carbon dioxide by primary production of
phytoplankton in oceans may possibly lower the
concentration of carbon dioxide in air. The hy-
pothesis that Fe limits primary production in the
ocean [1–5] and acid rain problems [6] stimulate
the iron research [7–11]. As a result, iron determi-
nation methods have been developed with high
sensitivities. A number of chelating resins contain-
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ing various functional groups (using ethylene di-
aminetetraacetic acid [12], iminodiacetic acid [13–
15], N-phenylhydroxamic acid [16] and
8-quinolinole [17,18]) have been reported. Re-
cently, with combination of on-line chelate resin
preconcentration and spectrophotometric detec-
tion [19–21], or chemiluminescence(CL) detection
[22–24], a number of analytical methods for iron
with high sensitivities have been developed and
have proved that it is very useful for determine iron
in seawater. The methods mainly used resins with
immobilized 8-hydroxyquinoline (8-HQ) as an on-
line preconcentration column. These methods are
summarized in Table 1.

In our previous study [25], we developed a flow
system to determine cobalt in seawater, which had
the advantage of a low detection limit. In the
present work, the macroporous resin, Amberlite
XAD-4 has been functionalized with N-hydrox-
yethylethylenediamine(HEED) groups [26], which
has hydroxyl and amine functional groups as
binding sites for metal ions and used for the
preconcentration of iron. The resin has been char-
acterized and sorption behavior of iron on the resin
studied. The determination of iron(II) was mea-
sured by the method of Erlod et al. [23], which uses
brilliant sulfoflavin (BSF) and hydrogen peroxide
reagents, where there was interference from coexist-
ing iron(III). The interference by coexisting
iron(III) could be eliminated by addition of defer-
rioxamine B solution, one of the siderophores
known to be iron chelators and the determination
of iron(II) in environmental water samples could be
measured successfully.

2. Experimental

2.1. Apparatus

The chelating resin preconcentration and CL
systems are shown in Fig. 1. The concentration
column was a Teflon tube (4-mm i.d., 45-mm
length) packed with XAD-4-HEED resin, which
was sealed with two pieces of Teflon mesh (170
mesh). All the stages were switched with
three-way solenoid valves which were controlled
by a programmable valve controller (Tosoh,
VC-8020). It employed a double-plunger pump
which has 7.0-mm plungers (Sanuki Industries,
DMX 2000-T) for the carrier solution, two
peristaltic pumps for reagent solutions (Iwaki
Industries, PST-100), a peristaltic pump for
sampling (Masterflex, PA-71A), a CL detector
(Japan Spectroscopic, 825-CL) and an analog
recorder (Nippon Denshi Kagaku Industry,
U-228). All flow lines were 1-mm i.d. Teflon
tubing except for the peristaltic pump tubing
(Tygon) and a flow line from the column to the
CL detector (0.8-mm i.d. Teflon tubing). The
length of line from the final T-piece to the flow
cell was 11 cm and the volume of flow cell was
125 ml which consisted of 0.8-mm Teflon tubing
with a circular shape. Low density polyethylene
containers (LDPE, Nalgene) for sample
preservation were washed with hot 1 M
hydrochloric acid for 3 h and hot pure water for
3 h, successively, after the usual washing with 5%
Extran MA 01 (Merck).

Table 1
Recent advanced iron determination in seawatera

Reagent PreconcentrationSpecies Detection DL (ng ml−1) Reference

FerrozineFe(II) C18Sep-Pak SP 0.6 King et al. [20]
Ferrozine C18Sep-PakFe(II) HPLC/SP 0.1 Yi et al. [19]

4.4CLTSK-8HQBSF-H2O2 Erlod et al. [23]Fe(II)
PSAPFe(III) Silica-8HQ SP 10 Kuma et al. [21]

Fe(III) Luminol-H2O2 MAF-8HQ CL 0.05 Obata et al. [24]
Fe(II)+Fe(III) DPD-H2O2 Vinyl polymer -8HQ SP 0.025 Measures et al. [22]

a DL, detection limit; CL, chemiluminescence; SP, spectrometry; BSF, Brilliant sulfoflavine; PSAP, 2-nitroso-5-(N-propyl-N-sulfo-
propylamino)phenol; DPD, N,N-dimethyl-p-phenylenediamine.
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Fig. 1. Schematic diagram of manifold for the on-line column preconcentrating CL system. P1, Double syringe plunger pump; P2,
peristaltic pump; T, three-way joint; V, 6-way valve; column, Amberlite XAD-4-HEED (6 mm i.d., 45 mm); CL, chemiluminescence
detector (volume of flow cell: 125 ml); R, recorder; W, waste.

2.2. Reagents

Brilliant sulfoflavin (BSF, Tokyokasei), hy-
drochloric acid (Cica-Merck, for toxic metal anal-
ysis), hydrogen peroxide (Wako Pure Chemical
Industries, for atomic absorption spectrometry),
ammonia water (Cica-Merck, for toxic metal
analysis) hydroxylamine hydrochloride (Wako
Pure Chemical Industries, for atomic absorption
spectrometry) and deferrioxamine B (Sigma) were
used without further purification. All solutions
were made up with Millipore Milli-Q (MQ) water.

The carrier solution (eluent) was 0.075 M hy-
drochloric acid; 0.9 mM BSF was dissolved in the
phosphate buffer (pH 8.3) [23]. Hydrogen perox-
ide solution was 1.0% (v/v) and 3 M acetate
buffer solution (pH 4.4) was prepared by acetic
acid (Merck, Suprapur) and ammonia water
(Merck, Suprapur). The final concentration of
deferrioxamine B solution was 1×10−6 M.

2.2.1. Iron standards
Stock solutions (10 mM) of iron(II) and

iron(III) were prepared from ferrous ammonium
sulfate (Katayama Chemical Industries, special
grade) and ferric chloride (Katayama Chemical
Industries, special grade) by dissolving in 0.12 M
hydrochloric acid, respectively. Working stan-
dards were prepared by diluting the stock solu-
tions with MQ water. A 10−6 M iron(II) and
iron(III) solution was made freshly every 3 weeks.

The concentrations of iron(II) and iron(III) with
10−4 M were certified by comparison with the
commercial iron standard for atomic absorption
spectrometry (Katayama Chemical). Artificial sea-
water was prepared by Lyman and Fleming [27]
and purified by a MAF-8HQ (8-quinolinol-immo-
bilized fluoride containing metal alkoxide glass)
[24] column and an ODS-C18 column before use.
Standard solutions of 10 mM of Mn, Cu, Co, Ni,
Zn, Pb, Cd, Cr(III) and Al were made from
special grade reagents.

2.3. Preparation of XAD-4-HEED resin

Amberlite XAD-4 was functionalized after Dev
and Rao [26]. XAD-4 beads (10 g) were first
acylated by refluxing with acetic acid (20 ml) and
anhydrous aluminium trichloride (1 g) in
petroleum ether at 70°C for 30 h. The product
was filtered off and washed with 50 ml of hexane.
The intermediate product was then stirred into
500 ml of water containing 8.5 g of potassium
permanganate and 10 g of sodium hydroxide at
40°C for 1 h. The product was filtered off, washed
with water and treated with hydrochloric acid
(1+1). The subsequent carboxylic acid was then
refluxed with 50 ml of thionyl chloride at 60°C for
0.5 h. The intermediate resin was refluxed with
HEED (2.0 ml) and sodium ethoxide (11.3 mM)
in toluene at 100°C for 8 h. A light yellow resin
was obtained.
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2.4. Analytical procedure

The FIA system was operated as follows. With
the injection valve in the load position, a sample
was drawn and iron(II) was collected on the
XAD-4-HEED column. The sample was typically
pumped through the column for 2 min at a flow
rate of 2.8 ml/min. The solenoid valve was
switched and Milli-Q water was pumped through
the column for 1 min at a flow rate of 2.8 ml
min−1. The injection valve was then switched to
the elute position and 0.075 M HCl flowed
through the column, eluting the iron. The injec-
tion valve remained in the elute position for 2
min. The HCl carrier stream containing the iron
merged the mixture of both the BSF reagent and
the H2O2 reagent solutions before entering the
flow cell. The solenoid valve was switched, 0.3 M
HCl washed through the column for 1 min, and
after the solenoid valve was switched, MQ water
was washed through the column for 1.5 min. The
injection valve was then returned to the load
position. Total analytical time was 7.5 min. The
analytical procedure is shown in Fig. 2. Determi-
nation of total Fe was similar to the iron(II)
method after the addition of buffer solution and

Fig. 3. Effect of reaction pH on the CL signals generated by a
10 nmol l−1 Fe(II) addition.

hydroxylamine hydrochloride solution to a sam-
ple solution and being left for 30 min.

3. Results and discussion

The object of this work was to produce a
method that could provide a precise determina-
tion of iron at the nanomolar level. Our efforts
were focused on optimizing the chemistry and
preconcentration for the shortest possible analysis
times.

3.1. E6aluation of reaction chemistry parameter

The BSF-H2O2 CL method was optimized for
FIA by Erlod et al. [23]. We also re-evaluated the
chemical parameters using the XAD-4-HEED
column. Although the optimal reaction pH with
the concentration column was found to be be-
tween 2.5 and 3.5 (Fig. 3), in disagreement with
the results of Erlod et al. [23], the noise and
background signal of the system also increases
with lowering pH value. We used pH 3.3.

The effect of H2O2 concentration on sensitivity
was also determined. By using a 10 nM iron(II)
standard solution, the effect of H2O2 concentra-
tion was investigated in the range from 0.5 to 1%
(v/v) H2O2 concentrations. The results show that
the sensitivity of the technique as measured by the
slope of the standard curve continually increased

Fig. 2. A flow chart of the analytical procedure for the
determination of iron(II) in a seawater sample by on-line
chelate preconcentration with CL detection.
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Fig. 4. Effect of H2O2 concentration on the signal generated
by a 10 nmol l−1 Fe(II) addition to MQ water containing a
buffer solution (pH 4.4).

Fig. 6. Effect of sample pH on the CL signals generated by a
10 nmol l−1 Fe(II) addition. () Fe(II), 10 nmol l−1 in MQ
water (pH 4.4); (2) blank.

quantitatively from water samples in the pH range
4–6 (Fig. 6). We adopted pH 4.4 and then ad-
justed this with a 3 M ammonium acetate buffer
solution to a target pH of 4.4 prior to iron
absorption on the XAD-4-HEED column. The
recoveries of iron(II) by the column were exam-
ined using a standard solution with 50 nM
iron(II) both in MQ and in seawater. The solu-
tions passed through the column were collected
and iron(II) concentrations in the solutions were
measured by the column preconcentration CL
method. Since the iron(II) concentrations in them
could not be detected, the recoveries of iron(II)
were believed to be 100%.

3.2.2. Amounts of buffer solution
The amount of 3 M acetate buffer solution (pH

4.4) was examined in the range 0.1–1.0 ml added
to a 100-ml sample solution; 0.1–0.2 ml addition
of the buffer solution exhibited the highest sig-
nals, but the CL signals decreased with time.
Since the CL signals of iron(II) in a sample solu-
tion with 0.4 ml of buffer solution added to a
100-ml sample were stable for 50 min (Fig. 7), 0.4
ml of buffer solution was added to a 100-ml
sample.

3.3. Interferences of foreign ions

The column dimensions and exchange capacity
is very important on the tolerance of interferences
with the on-line preconcentration system. The ef-

up to a H2O2 concentration of 1.0% (v/v) in the
reagent stream; beyond this concentration there is
no appreciable increase (Fig. 4). The concentra-
tion of H2O2 was adjusted to 1.0% (v/v).

The effect of BSF concentration at the opti-
mum peroxide concentration (above) is shown in
Fig. 5. Sensitivity peaks at a BSF concentration of
0.9 mM. We have adopted the plateau concentra-
tion of 0.9 mM.

3.2. Optimization of preconcentration column
parameters

3.2.1. Sample pH
XAD-4-HEED resin was found to remove iron

Fig. 5. Effect of BSF concentration on the signal generated by
a 10 nmol l−1 Fe(II) addition to MQ water containing a
buffer solution (pH 4.4).
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Fig. 7. Stability of CL signals generated by a 5 nmol l−1

Fe(II) MQ solution.

Fig. 8. Calibration curves of Fe(II) and effect of addition of
deferrioxamine solution on the CL signals of Fe(III). ,
Fe(III)+10−6 M deferrioxamine solution; 2, Fe(II)+10−6

M deferrioxamine solution; /, Fe(II)+Fe(III)+10−6 M de-
ferrioxamine solution; �, Fe(III) in MQ water.

fect of foreign metal ions on the recovery of
iron(II) was examined at pH 4.4 in the range
1–100 times higher than iron(II) concentrations;
Mn2+, Co2+, Ni2+, Pb2+, Cd2+, and Cr3+ had
little effect, but Cu2+ and Fe3+ ions enhanced
the CL signals as shown in Table 2. Since the
concentration of Cu2+ in seawater is similar to
iron, Cu2+ coexisting in seawater has not effect.
However, since an equivalent amount of
coexisting iron(III) enhanced 18% of the CL
signal of iron(II), iron(III) must be separated
from iron(II).

A masking solution for iron(III) in solution was
investigated. Most terrestrial microorganisms

acquire Fe through a siderophore-mediated
uptake system [28,29]. Ferrioxamine B has a very
high Fe3+ affinity constant (log
K=30.60�30.97) [30]. By addition of 10−6 M
deferrioxamine B, 10−7 M of iron(III) was
chelated with deferrioxamine B completely (Fig.
8). So with an addition of deferrioxamine B
solution, iron(II) could be determined separately
from iron(III).

Table 2
Relative signals of the solutions containing 10 nmol l−1 iron(II) plus an additional trace metal at the concentration shown to the
signal of 10 nmol l−1 iron(II) on XAD4-HEED

Amount of added metal (nmol l−1) Signal for [metal+iron(II)]/signal for iron(II)

Zn2+ Pb2+ Cd2+ Cr3+ Fe3+Mn2+ Al3+Cu2+ Ni2+ Co2+

0.96 0.94 0.96 0.96 1.02 0.94 1.18 1.0310 0.970.96
0.900.93 0.99 0.98 1.08 1.01 \2.00 1.071.16 1.00100

1.13–1.071.051.000.940.70 1.271000 1.132.34
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Fig. 9. Typical CL signals of total iron in artificial seawater samples containing a hydroxylamine hydrochloric acid solution.

3.4. Detection limit and precision

Although XAD-4-HEED resin could chelate
iron(II) efficiently from a MQ water sample, the
recovery of iron(II) from an artificial seawater
sample was relatively low. Therefore the loading
time for seawater samples was lengthened to 4
min against 2 min for MQ water samples. The
detection limits of the method for the relative
standard deviations for three replicate measure-
ments using a concentration of 2 nmol l−1

iron(II) were 0.30 nmol l−1 iron(II) in a MQ
water samples and 0.80 nmol l−1 iron(II) in sea-
water samples (Fig. 9). The precision of both
samples was less than 94.0%. The calibration
curves were linear in the concentration range of
0.8–200 nmol l−1 iron(II).

3.5. Determination of total iron

3.5.1. Addition of reducing agent solution for
iron(III) reduction

Total dissolved iron concentrations can be de-
termined by reducing iron(III) to iron(II) prior to
analysis. A hydroxylamine hydrochloride solution
is suitable due to its rapid and efficient reducing
power [10,31]. Therefore, addition of 0.2 mM
amounts of hydroxylamine hydrochloride solution

were examined by using an artificial seawater
sample with a concentration of 20 nmol l−1

iron(III). Since the CL signals did not change
greatly by additions of 0.2 mM hydroxylamine
hydrochloride solution in the range 0.1–0.5 ml to
a 50-ml sample, 0.3 ml of reducing solution was
added to a 50-ml sample.

3.5.2. Standing time for reduction of iron(III)
Effect of standing time for reduction of

iron(III) after addition of 0.3 ml of hydroxy-
lamine hydrochloride solution was examined.
Since the CL signals increased with time and was
constant after 1 h, a standing time of 1 h was
used.

Table 3
Comparison of dissolved iron values determined by this
method and certified value for the trace metal standard seawa-
ter solution*

Iron concentration (nmol l−1)Reference material

Certified This method

23.2590.2522.5693.04CASS-3

* National Research Council of Canada, Marine Analytical
Chemistry Standard Program.
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Table 4
Iron(II), total-iron and iron(III) concentrations in rain water, tap water, river water and coastal seawater samples

Total-iron (nM) Iron(III) (nM)Sample Iron(II) (nM) Iron(II)/Total-iron (%)

17.690.7 9.991.3Rain water 43.87.791.3
(n=3)(n=3)
25.091.0 5.091.0Tap water 72.018.091.0
(n=3)(n=2)

51.593.0 43.1River water 39.093.0 90.590.5
(n=3) (n=2)

67.792.3 14.494.7Coastal seawater 53.394.7 78.6
(n=3) (n=3)

3.5.3. Accuracy
Accuracy of the method was ascertained by

analyzing iron in the standard reference seawater
obtained from National Research Council of
Canada. The analytical result is shown in Table 3
and good agreement was found between our
analytical value and the certified value for
CASS-3 (Coastal Atlantic Surface Seawater).

3.6. Application to en6ironmental samples

The method was applied to the determination
of iron(II) and total-iron in the rain water, tap
water, river water and coastal seawater samples.
The calibrations for rain, tap and river water
samples were made by MQ water and the calibra-
tions for coastal seawater samples were made by
artificial seawater. The analytical results are
shown in Table 4. The concentrations of iron in
the environmental samples were in the range
7.7�53.3 nM for iron(II) and in the range 17.6�
90.5 nM for total iron, respectively. The ratios of
iron(II) to total-iron were in the range 43.1�
78.6%. Iron(II) and total-iron in the environmen-
tal samples could be determined successfully by
the method.

4. Conclusions

Combination of on-line column preconcentra-
tion and CL detection demonstrates that the tech-
nique can be applied to iron(II) and total Fe
determinations in environmental samples such as
acid rain. Chelation of iron(III) with deferrioxam-

ine B solution has a possibility for determination
of iron(II) in various environmental samples and
the speciation of iron(II) and iron(III). The sys-
tem is easy to construct and inexpensive. Further-
more since the running cost of the CL method is
very cheap in contrast to an inductively coupled
plasma-mass spectrometry instrument, it is very
useful and convenient for analysis of environmen-
tal samples.
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Abstract

This paper describes a newly developed high performance liquid chromatography/electrospray/mass spectrometry
(HPLC/ES/MS) method for the determination of flunarizine (FZ) in artificial cerebrospinal fluid. The optimization
for the detection of FZ in biological fluid by LC/ES/MS was investigated. The effects of solvent composition, the
addition of modifier and flow rate on the detection of FZ by ES/MS were examined. The detection limit of this
method (�0.8 nM) proved to be much better than previously reported methods. Satisfactory accuracy (98.2–106.0%)
of this newly developed method was obtained. The application of this method was demonstrated by analyzing FZ in
rat microdialysis samples. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: High performance liquid chromatography/electrospray/mass spectrometry; Flunarizine; Artificial cerebrospinal fluid
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1. Introduction

Flunarizine (FZ) [trans-1-cinnamyl-4-(4,4-difl-
uorobenzenhydryl) piperazine dihydrochloride], is
one of the piperazine derivatives with antihis-
tamine properties and calcium channel blocking
activity. FZ is now widely used in the treatment
of cerebral and peripheral vascular insufficiency
[1,2]. A recent clinical study reported that FZ
induced Parkinsonism in patients during chronic
administration. Therefore, the development of a

sensitive analytical method is an important task
that will help researchers investigate the pharma-
cokinetics of FZ and understand the cause of its
side-effect.

Most of the previous studies focused on the
concentrations of FZ in the plasma and few re-
ports monitored the concentrations of FZ in the
brain. A number of gas chromatography (GC)
and high performance liquid chromatography
(HPLC) methods for the determination of FZ
were also reported [3–5]. The reported GC meth-
ods provided good sensitivity but they required a
multiple-step extraction procedure prior to GC
analysis. Some of the previous reported HPLC
methods also required complex sample prepara-

* Corresponding author. Tel.: +886-2-28819471, ext. 6821;
fax: +886-2-28811053.

E-mail address: msfuh@mail.scu.edu.tw (M.-R.S. Fuh)
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tion to extract FZ from plasma; furthermore,
some of them utilized a complex mobile phase at
elevated temperature. Our laboratory has devel-
oped an HPLC with UV detection method to
study the pharmacokinetics of FZ in the whole
brain of Sprague–Dawley rat [6]. Although this
method required little sample preparation, its rel-
atively high detection limit (20 nM) makes it
unsuitable for in situ microdialysis application.

HPLC/electrospray/mass spectrometry (HPLC/
ES/MS) has emerged as an effective and useful
analytical technique for many applications [7–13].
In this paper, we will discuss the optimization for
the detection of FZ in biological fluid by LC/ES/
MS and propose the possibility of adapting an
LC/UV method for LC/ES/MS application.

2. Experiment

2.1. Reagents

HPLC grade acetonitrile (Mallinckrodt Baker,
Paris, KY, USA) and water (HPLC grade, Lab-
scan, Dublin, Ireland) were used throughout the
experiment. Flunarizine dihydrochloride and
sodium hydroxide were purchased from Sigma
(St. Louis, MO, USA). Ammonia solution,
sodium chloride, magnesium chloride, potassium
chloride, calcium chloride, ascorbic acid and glu-
cose were purchased from Nacalai Tesque (Ky-
oto, Japan).

2.2. Instrumentation

An HP-5989B mass spectrometer equipped with
an HP-59987A electrospray interface (Hewlett
Packard, Palo Alto, CA, USA) was used. Heated
nitrogen gas (350°C, 12.5 l/min) evaporated sol-
vent from the spray chamber. Compressed nitro-
gen (80 psi) was used for neubulization. The
cylinder electrode in the spray chamber was set at
−4000 V. The end plate and capillary entrance
voltage were set at −3500 and −6000 V. The
voltage of skimmer 1, lens 1, skimmer 2, lens 2
and lens 3 were set at 31.0, −1.0, 10.2, 12.4 and
−86 V, respectively. Mass spectra collected in
scan mode were obtained by scanning from 10 to

500 m/z in 0.5 s. Over the measured mass range,
nine scans were averaged with a step size of 0.1.
HP Chemstation analysis package (G1034C, ver-
sion C.03.00) was utilized to determined the
molecular mass.

An HP1050 four solvent gradient pump
(Hewlett-Packard, Palo Alto, CA, USA) was used
for LC and flow injection analysis. A syringe
pump (model 22, Harvard Apparatus, Natick,
MA, USA) was employed for flow infusion exper-
iments. A Merck LiChroCART RP-18e (125×3
mm, 5 mm; Merck KgaA, Germany) with an
on-line filter was used for chromatographic sepa-
ration throughout the analysis.

2.3. Standard solution

Standard solutions (0.001 M) of FZ were pre-
pared in acetonitrile/water (80/20, v/v) or artificial
cerebrospinal fluid (ACSF). The stock solution
was further diluted to yield the appropriate work-
ing solutions. All solutions were stored at 4°C in
the dark. ACSF is composed of 0.13 M sodium
chloride, 0.98 mM magnesium chloride, 2.65 mM
potassium chloride, 1.2 mM calcium chloride,
0.25 mM ascorbic acid, and 10 mM glucose. The
mixture was adjusted to pH 7.2–7.4 with 0.1 M
sodium hydroxide.

Fig. 1. Molecular structure of FZ.
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Fig. 2. Relative effect on abundance of [M+H]+ (m/z=405) and fragmented (m/z=203) ions as capillary exit voltage (CapEX).
	, m/z=405; �m/z=203; �, m/z=405 and 203.

3. Results and discussion

An LC/UV method utilizing a C18 column and
isocratic elution has been developed for the analy-
sis of FZ in the brain of Sprague–Dawley rat [6].
A mixture of acetonitrile and water (80/20, v/v)
with 0.14% of ammonium hydroxide was used as
mobile phase. We attempted to adapt this LC
method for LC/ES/MS application. Several
parameters associated with LC separation and
ES/MS detection were examined to develop a
sensitive and accurate LC/ES/MS method to de-
termine FZ in microdialysate for pharmacokinetic
study.

ES/MS is a soft ionization technique, however,
molecular fragmentation can be obtained through
in-source collision-induced-dissociation (CID).
For FZ, two major ions (m/z=M+1 and 203)
were detected in positive mode detection. The
structures of FZ and proposed fragmented ion are
shown in Fig. 1. The effect of CID voltage on the
fragmentation of FZ was examined and the re-
sults are summarized in Fig. 2. When CID voltage
increased from 25 to 100 V, the abundance of
both ions (m/z=405 and 203) increased. How-
ever, the abundance of [M+H]+ ion decreased

while the abundance of fragmented ion (m/z=
203) increased as the CID voltage increased from
100 to 175 V. When CID voltage was higher than
175 V, a small amount of [M+H]+ ion was
detected and the abundance of fragmented ion
(m/z=203) decreased significantly as the CID
voltage increased. In this study, CID voltage was
set at 175 V and the selective ion monitoring
(m/z=203) was used for quantitative analysis to
maximize sensitivity.

We examined the effects of solvent composition
on the detection of FZ and LC separation. The
effect of solvent composition on ES/MS detection
of FZ was also examined. In addition to acetoni-
trile/water mixture, we tested the effectiveness of
methanol/water mixture as a mobile phase. Al-
though there is a small enhancement of the sensi-
tivity of ES/MS detection when methanol/water
mixture is used as solvent, the decline in efficiency
of LC separation makes it unsuitable for our
application.

From our previous study, we found adding
ammonium hydroxide in mobile phase necessary
to enhance LC separation of FZ in biological
fluid sample. We investigated the effect of ammo-
nium hydroxide on determination of FZ by ES/
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Fig. 3. ES/MS response at different split ratio. (a) No split, (b) 64%, (c) 28%, (d) 20%.

MS. The results show that there is �15% de-
crease in ES/MS response when 0.14% of ammo-
nium hydroxide was added in acetonitrile/water

mixture. This might be attributed to the decrease
of the protonation of FZ in solution. Although
the addition of ammonium hydroxide would re-
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duce ES/MS sensitivity, it is needed for LC sepa-
ration [6]. Hence, we have chosen acetonitrile/wa-
ter (80/20, v/v) with 0.14% ammonia hydroxide as
mobile phase for LC separation.

Another important parameter affecting the sen-
sitivity of ES/MS is the flow rate of sample intro-
duction [14]. For LC/ES/MS, the dimension of
the LC column used for separation will determine
the flow rate of sample introduction. However,
post-column splitting could also be utilized to
reduce the amount of LC elute being introduced
into ES/MS. The effluent flow for most electro-
spray interfaces is restricted to between 0.5 and
0.1 ml/min. A flow injection set-up was used for
this study and a splitting-T was placed between
sample injector and ES/MS to control the sample
flow. The results of this study are shown in Fig. 3.
The flow rate of pump was set at 0.5 ml/min and
the splitting ratio was controlled by adjusting tube
length connected to waste. No change in sensitiv-
ity was observed when the splitting ratio was set
at 64% (0.32 ml/min of effluent was introduced
into ES/MS) when compared to no splitting.
However, significant decreases in sensitivity of
ES/MS were detected as the splitting ratio de-
creased. We decided to use a 3.0-mm I.D. column
whose flow rate was set at 0.5 ml/min with a
splitting ratio at 64%. Although the reduction of
effluent introduced into ES/MS would not affect
the sensitivity, it would lessen the possible con-
tamination from biological samples.

The linearity of this method was examined by
analyzing various standards (from 0.05 to 5 mM).
The correlation over the range examined was 0.99.

The detection limit of this method based on three
times S/N is 0.8 nM, which proved to be much
better than that of LC/UV assay. Table 1 shows
the analytical results of LC/ES/MS method for
some synthetic samples. Satisfactory recoveries
ranging from 106.0 to 98.2% were determined.
The application of this newly developed LC/ES/
MS method was demonstrated by analyzing FZ in
microdialysis samples. Typical LC/ES/MS results
of FZ in ACSF and microdialysate of rat brain
after FZ administration are shown in Fig. 4. FZ
was eluted at approximately 6.05 min. FZ was
detected at total ion chromatogram and extracted
ion (m/z=203) chromatogram but was not mea-
sured at [M+H]+ (m/z=405) channel. This is
because that fragmented ion (m/z=203) is the
principal ion when CapEX was set at 175 V as
shown in Fig. 2.

In summary, an LC/ES/MS method was devel-
oped for the determination of FZ in rat brain and
microdialysate. Several parameters affecting the
sensitivity of ES/MS detection and resolution of
LC separation were examined and optimized. The
effect of CID voltage on FZ fragmentation and
ion abundance was evaluated. Some modification
of LC/UV method was made to enhance the
sensitivity of ES/MS. Post-column split was uti-
lized to minimize the possible contamination from
biological samples. The addition of a modifier,
ammonium hydroxide, in mobile phase decreases
the sensitivity of ES/MS: however, the modifier is
needed to maintain the resolution of LC separa-
tion. The sensitivity of this newly developed
method is much better than previously published
ones. Currently, we are applying LC/ES/MS
method to the study of the pharmacokinetics of
FZ in rat brain.

Acknowledgements

We wish to express our thanks to the National
Science Council of Taiwan for its financial sup-
port and to Dr Wynn Pan of National Yung-
Ming University for his many valuable
suggestions.

Table 1
Accuracy study of LC/ES/MS sample

Recovery, %Measureda, mMSample, mM

0.05 0.05390.001 106.0
0.05190.001 102.00.05

0.50 0.49190.002 98.2
0.50 0.49790.005 99.4

105.01.05090.0161.00
102.51.02590.0201.00
99.74.98590.0365.00

100.35.01390.0265.00

a Mean9S.D. deviation represents three measurements.
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Fig. 4. LC/ES/MS reconstructed total ion and extracted ion chromatograms. (a) Total ion chromatogram (TIC) of FZ standard in
ACSF. (b,c) Extracted ion chromatograms (EIC) of FZ in ACSF. (d) TIC of a microdialysis sample after FZ administration. (e,f)
EIC of a microdialysis sample after FZ administration.

.
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Abstract

A sensitive flow-injection spectrophotometric procedure is proposed for the determination of manganese(II), based
on its catalytic effect on the oxidation of 2,2%-azinobis(3-ethylbenzothiazoline-6-sulfonic acid) (ABTS) with periodate.
By monitoring the change in absorbance of the oxidation product of ABTS at 415 nm, manganese(II) in the range
0.05–1.0 ng ml−1 can be determined with a sampling frequency of 30 h−1. A relative standard deviation (R.S.D.)
(n=10) is 1.6% at the 0.5 ng ml−1 level. The proposed method suffers from few interferences and has been
successfully applied to the determination of manganese in river, lake and seashore water samples. © 1999 Elsevier
Science B.V. All rights reserved.

Keywords: Manganese determination; Catalytic method; Flow injection analysis; 2,2%-Azinobis(3-ethylbenzothiazoline-6-sulfonic
acid); Periodate
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1. Introduction

Kinetic–catalytic methods have been recog-
nized as useful approaches to trace analysis. Ex-
tremely small concentrations of transition metal
ions have been determined by utilizing their cata-
lytic action in various indicator reactions, which
are commonly monitored by such techniques as

spectrophotometry, fluorimetry, potentiometry,
chemiluminescence and thermometric methods [1].
Furthermore, the use of flow-injection analysis
(FIA) makes kinetic–catalytic methods more at-
tractive because of easy handling of the mixing
reagent and the time measurement [2].

Numerous oxidation processes of organic com-
pounds with a suitable oxidant were employed for
the catalytic determination of manganese(II) with
batchwise procedures [3–11]. The oxidizing agents
used in such reactions are periodate and dissolved
oxygen as well as hydrogen peroxide. Several
manganese(II)-catalyzed reactions have been

* Corresponding author. Fax: +81-857-31-5109.
E-mail address: nakano@fed.tottori-u.ac.jp (S. Nakano)
1 Presented at the Ninth International Conference on Flow

Injection Analysis, 23–27 August, 1998, Seattle, Washington,
USA.
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adapted to FIA for the manganese determination
[12–21]. The catalytic effect on the oxidation of
protocatechuic acid with hydrogen peroxide al-
lowed the determination of up to 40 ng ml−1

manganese(II); it required the separation process
to remove the interfering ions [12]. The periodate
oxidations of N,N-diethylaniline [14,15] and
Malachite Green [16,17] were adopted for the
flow-injection determination of manganese(II) at
nanogram levels after preconcentration and/or
separation steps. Sensitive flow-injection methods
were also developed for the catalytic determina-
tion of manganese(II) using the oxidative cou-
plings of 3-methyl-2-benzothiazolinone hydrazone
with N,N-dimethylaniline [18] and N,N-dimethyl-
p-phenylendiamine with m-phenylendiamine [19]
in the presence of hydrogen peroxide; the catalytic
action of manganese(II) was improved by the
addition of activators to the reaction systems.
Although, these methods have high sensitivity,
their applications were limited because of matrix
effects.

2,2%-Azinobis(3-ethylbenzothiazoline-6-sulfonic
acid) (ABTS) have been used as a chromogenic
reagent for the spectrophotometric determination
of hydrogen peroxide coupled with enzymatic re-
action [22–25]. Mahuzier et al. [26] reported a
colorimetric method for the determination of peri-
odate using the oxidation of ABTS. However,
there are no works on the application of this
reaction in catalytic methods of analysis. This
paper describes a flow-injection photometric
method for the determination of manganese(II) at
sub-ng ml−1 levels, based on its catalytic effect on
the new indicator reaction between ABTS and
periodate. The proposed method which is one of
the methods having the highest level of the sensi-
tivity has been applied satisfactorily to the deter-
mination of manganese in natural water without
the need for any preconceration step.

2. Experimental

2.1. Reagents

All solutions were prepared from analytical-
reagent grade with deionized water purified with a
Millipore Milli-Q system.

A standard manganese(II) solution (1.0 mg
ml−1) was obtained from Wako Junyaku, Japan.
The working standard solutions were prepared
daily by diluting the standard solution with 10−2

mol l−1 HCl.
ABTS obtained from Wako Junyaku, Japan

was used as received. A 2.0×10−3 mol l−1 ABTS
solution was prepared in 5×10−3 mol l−1 sulfu-
ric acid. A 2.0×10−3 mol l−1 potassium perio-
date solution was prepared. Stok solutions of
3-morpholinopropanesulfonic acid (MOPS, 0.5
mol l−1), malonic acid (1.0 mol l−1) and ammo-
nia (2.0 mol l−1) solutions were also prepared.

A working mixed solution of MOPS (0.1 mol
l−1), malonic acid (8.0×10−2 mol l−1) and am-
monia (0.4 mol l−1) was prepared by mixing the
stock solutions; the pH of the solution was ad-
justed to the desired value with 1 mol l−1 HCl.

2.2. Apparatus

A schematic diagram of the flow-injection sys-
tem is given in Fig. 1. All tubing was made of
Teflon, having a 0.5 mm i.d. Two double-plunger
micropumps (Sanuki Kogyo, DMX-2400T) were
used to propel the carrier and reagent solutions. A
six-way injection valve (Sanuki Kogyo SVM-
6M2) with a loop was used for injecting the
standard manganese(II) and sample solutions. A
circulating thermostated bath (Toyo LH-l000C)

Fig. 1. Flow-injection system for the determination of man-
ganese(II). R1, carrier (10−2 mol l−1 HCl); R2, KIO4 (2.0×
10−3 mol l−1); R3, 2,2%-azinobis(3-ethylbenzothiazoline-6-
sulfonic acid) (ABTS) (2.0×10−3 mol l−1); R4, 3-mor-
pholinopropanesulfonic acid (MOPS) (0.1 mol l−1)/malonic
acid (8.0×10−2 mol l−1)/ammonia (0.4 mol l−1); P, microp-
ump (1.0 ml min−1); S, sample injector (132 ml); T, ther-
mostated bath (30°C); RC, reaction coil (6 m); D, detector
(415 nm); Rec, recorder; W, waste (pH 6.6–6.7).
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was used for keeping a constant reaction tempera-
ture. A spectrophotometer (Nihon Bunko
UVDIC -320) with a 10-mm micro flow-cell (20
ml) and a recorder (Nippon Denshi Kagaku
V1250) were used for detecting and recording the
change in the absorbance.

A Hitachi 200-10 double-beam spectrophoto-
meter with 10-mm cells was used for measure-
ments of absorption spectra. A Toa Model
HM-5S pH meter was used for pH measurements.
A Hitachi Model 170-70 atomic absorption spec-
trometer (AAS) was used to evaluate the present
method.

2.3. Procedure

Carrier (R1, 10−2 mol l−1 HCl) and reagent
solutions in reservoirs R2 (potassium periodate),
R3 (ABTS) and R4 (MOPS, malonic acid and
ammonia) were pumped into the analytical line at
a flow rate of 1.0 ml min−1 (Fig. 1). An aliquot of
the sample solution (132 ml) was introduced into
the carrier solution by a loop-valve injector (S).
The carrier stream was then mixed with the
reagent solutions and passed through the reaction
coil (RC, 6 m) immersed in a thermostatic bath at
30.090.1°C. The oxidation of ABTS with perio-
date took place in the coil, RC. The absorbance
was continuously measured at 415 nm.

3. Results and discussion

ABTS is oxidized with periodate to form the
radical cation (ABTS�+), which slowly dispropor-
tionates giving ABTS and the azodication [26,27].
The radical cation has absorption maximum at
415 nm together with a lesser maxima at 395, 640
and 725 nm. Throughout this work, the change in
the absorbance at 415 nm was monitored. The
catalytic action of manganese(II) in redox reac-
tions with periodate involves the generation of
manganese(III) and/or manganese(IV) [3,6]; the
formation of ABTS�+ is catalytically accelerated
by minute amounts of manganese as a result of
the regeneration of manganese(III) and/or
manganese(IV).

Fig. 2. Effect of reaction temperature on the uncatalyzed (1)
and catalyzed (2) reactions. Conditions as in Fig. 1 except for
temperature. CMn(II), 0.5 ng ml−1.

3.1. Effect of flow-injection and chemical
6ariables

To optimize the conditions for the determina-
tion of manganese(II), variables were examined by
using the flow system as shown in Fig. 1. The
peak height for the catalyzed reaction depends on
the reaction time, i.e. on the flow rate and the
length of reaction coil. The lower flow rate and
longer reaction coil gave higher and broader
peaks. The heights of baseline for the uncatalyzed
reaction also increased with lengthening the reac-
tion time. The flow rate of solutions and reaction
coil length were selected as 1.0 ml min−1 and 6 m,
respectively, taking into account the sampling fre-
quency and the baseline stability. The peak height
and peak width increased with increasing sample
volume; a 132-ml sample solution was injected into
the flow-line. Figure 2 shows the effect of reaction
temperature on the uncatalyzed and catalyzed
reactions. Although the heights of baseline for the
uncatalyzed reaction increased with increasing
temperature, the peak heights for the catalyzed
reaction was almost constant in the range 30−
40°C. It seemed that the disprotonation of
ABTS�+ proceeded at higher temperatures. By
considering the height of baseline, the reaction
temperature was kept at 30°C.

The catalytic activity of manganese(II) in the
indicator reaction occurred at a neutral medium.
The suitability of several buffers was examined
at a constant concentration of ammonia as an
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alkaline. The buffers tested were as follows: bis
(2-hydroxyethyl)iminotris(hydroxymethyl) meth-
ane (bis–tris), N-(2-acetamid)iminodiacetic acid
(ADA), piperazine-N,N %-bis(2-ethanesulfonic acid
(PIPES), N-(2-acetamid)-2-aminoethanesulfonic
acid (ACES), 2-hydroxy-3-morpholinopropane-
sulfonic acid (MOPSO) and MOPS. An increase
in the concentrations of bis–tris, ADA and
PIPES rapidly decreased the peak heights for the
catalyzed reaction. On the other hand, the peak
heights gradually decreased with increasing in the
concentration of ACES, MOPSO and MOPS. Of
these, MOPS was chosen as a buffer because of its
lesser effect on the manganese(II)-catalyzed reac-
tion; the MOPS concentration was fixed at 0.1
mol l−1 for the procedure. Effect of ammonia
concentration was examined in the range 0.15–0.5
mol l−1. The peak heights were almost constant
at the concentrations above 0.3 mol l−1; a 0.4 mol
l−1 ammonia solution was used. Figure 3 shows
the effect of pH on the uncatalyzed and catalyzed
reactions over the range 5.5–8.8 in the presence of
MOPS and ammonia. A maximum peak height
was obtained in the pH range 6.6–6.7, decreasing
on both sides of this range. The pH of the reac-
tion mixture in the reaction coil was adjusted in
this range.

The effects of ABTS and periodate concentra-
tions were examined. An increase in the ABTS
concentration caused an increase in the rate of the
uncatalyzed and catalyzed reactions. The concen-
tration of ABTS was selected at 2.0×10−3 mol

l−1 taking into account the baseline stability.
With the increase in the periodate concentration,
the rate of both reactions also increased. The peak
height, however, reached its maximum at the con-
centration above 1.0×10−3 mol l−1. A 2.0×
10−3 mol l−1 periodate solution was used.

3.2. Calibration graphs

The calibration graphs for the determination of
manganese(II) were run under the optimal condi-
tions as described in Fig. 1. Linear plots were
obtained for the manganese(II) concentration
range 0.05–1.0 ng ml−1. The detection limit for a
signal to noise ratio of 2 was 0.02 ng ml−1. The
relative standard deviations (R.S.D.) for ten de-
terminations of 0.5 and 1.0 ng ml−1 of mangane-
se(II) were 1.6 and 1.2%, respectively. The
sampling frequency was about 30 h−1.

3.3. Effect of di6erse ions

From preliminary experiments, a positive inter-
ference from iron(III) was observed and its inter-
ference should be eliminated with the
determination of manganese(II). Some complxing
agents such as citric acid, diphosphate and mal-
onic acid were examined as masking agents for
iron(III). Among them, malonic acid at the con-
centrations above 4.0×10−2 mol l−1 effectively
suppressed the interference of 100 ng ml−1

iron(III); at the same time, the presence of the
agent slightly increased the peak height for the
catalyzed reaction. The concentration of malonic
acid was fixed at 8.0×10−2 mol l−1 for the
procedure.

Table 1 summarizes the tolerance limits of
other diverse ions on the determination of 0.5 ng
ml− l manganese(II) in the presence of malonic
acid; an error of 5% are considered to be tolera-
ble. Most of the ions examined did not interfere
with the manganese(II) determination in concen-
trations up to at least 100-fold excesses. Negative
interferences from As(III) and Ce(III, IV) at the
50 ng ml−1 level were observed; cobalt(II) at the
amount of 10 ng ml−1 gave positive interference.
The levels of these ions normally presented in the
natural water samples were tolerable in the
present method.

Fig. 3. Effect of pH on the uncatalyzed (1) and catalyzed (2)
reactions. Conditions as in Fig. 1 except for pH. CMn(II), 0.5
ng ml−1.
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Table 1
Tolerance limits for diverse ions in the determination of 0.5 ng
ml−1 manganese(II)

Ion addedTolerance limit
(ng ml−1)

10 000 As(V), Ba(II), Ca(II), K(I), Mg(II),
Na(I), Sr(II), W(IV), BO3

3−, Br−, F−,
NO3

−, PO4
3−, P2O7

4−, SO4
2−, Oxalate,

Tartrate
1000 Mo(VI), NO2

−, Citrate
100 Cu(II), Cr(VI), Fe(III), Hg(II), Ni(II),

Se(IV), Sn(II), Sn(IV), Ti(IV), V(V)
50 Al(III), Cd(II), Cr(III), Pb(II), Zn(II)

As(III), Ce(III), Ce(IV)10
Co(II)1

Table 2
Determination of manganese in river, lake and seashore waters

Samplea Dilution Manganese in sampleb (ng ml−1)

Proposed method GFAAS

(II)d(I)c

Ri6er water
1/200 9491 9592Kyu- 9594

fukuro-
gawa

1/20 4.590.1Sendai- 4.390.1 4.290.3
gawa

1/50 9.390.49.490.19.590.1Tenjin-
gawa

Lake water
12694 12892Tanega-ike 1/500 133912

66916692 68941/100Koyama-
ike

89949292Togo-ike 1/200 9493

Seashore water
1.890.1 1.790.2Uradome 1/10 1.990.1

1.090.1 1.190.1Karo 1/10 1.190.2
3.190.13.290.1 3.090.31/10Natudo-

mari
9.590.1 9.490.4Hawai 1/20 9.290.1

a Collected in Tottori Prefecture, Japan.
b Corrected for addition (n=3).
c Calibration curve method.
d Standard addition method.

3.4. Applications

The proposed flow-injection method was ap-
plied to the determination of manganese in river,
lake and seashore water samples. These samples
were filtered through a 0.45-mm Millipore filter
immediately after collection and then concen-
trated HCl was added to the filtrates (approxi-
mately pH 1). Both calibration curve and
standard addition methods were carried out after
appropriate dilution. These values were in good
agreement with each other (Table 2). The same
samples were also analyzed with graphite furnace
atomic absorption spectrometry (GFAAS) [28].
As can be seen in Table 2, the values obtained by
the present method are consistent with those by
GFAAS.

4. Conclusion

The proposed catalytic flow-injection procedure
is simple, rapid and convenient for the determina-
tion of manganese at sub-ng ml−1 levels. There is
no need for preliminary separation and concentra-
tion of manganese. The results obtained by the
present method illustrate that the precision and
accuracy are satisfactory.
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Abstract

A catalytic flow-injection (FI) method was developed for the determination of 10−9 mol l−1 levels of vanadium(IV,
V). The method is based on the catalytic effect of vanadium(V) on oxidation of N-(3-sulfopropyl)-3,3%,5,5%-te-
tramethylbenzidine (TMBZ·PS) using bromate as oxidant to form a yellow dye (lmax=460 nm). The use of
5-sulfosalicylic acid (SSA) as an activator enhanced the sensitivity of the method. The calibration graphs with a
working range 0.05–8.0 ng ml−1 were obtained for vanadium(V). Vanadium(IV) was also determined, being oxidized
by bromate. The detection limit (signal/noise, S/N=3) was 0.01 ng ml−1 (ca. 2×10−10 mol l−1) vanadium. The
relative standard deviations (R.S.D.) for 15 determinations of 0.5 ng ml−1 vanadium, and for ten determinations of
0.1 and 1.0 ng ml−1 vanadium were 0.41, 2.6 and 0.25%, respectively, with a sampling rate of 15 samples h−1. The
proposed method was successfully applied to the determination of vanadium in natural waters. © 1999 Elsevier
Science B.V. All rights reserved.

Keywords: Catalytic flow-injection method; Vanadium determination; N-(3-sulfopropyl)-3,3%,5,5%-tetramethylbenzidine

www.elsevier.com/locate/talanta

1. Introduction

It has been known that the determination of
vanadium provides significant information regard-
ing its biological effects [1,2] and/or the extent of
air pollution [3,4]. Highly sensitive and selective
methods are still required for the determination of
sub-nanogram or less levels of vanadium in water
samples [5].
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Spectrophotometry is the most common tech-
nique used for vanadium determination [5]; espe-
cially, kinetic–catalytic spectrophotometric
methods of analysis based on catalytic reactions
are available techniques used for the determina-
tion of trace amounts of vanadium without pre-
concentration [6]. In the last decade, many
batchwise methods for the catalytic determination
of vanadium have been reported, based on its
catalytic effect on various coloration reactions of
organic compounds in the presence of bromate or
persulfate [7–13]. Batch methods are, however,
sometimes complicated because care is needed in
the mixing of reagents at regular time intervals to
obtain accurate results. Such disadvantages in the
batch procedure can be overcome by using flow-
injection analysis (FIA), since FIA technique can
strictly control the rate of catalyzed reaction, and
the mixing of the solutions of reagents and sample
with rapid sample throughput [14,15]. Vanadium
in sub-nanogram levels can be determined by FI
spectrophotometric methods utilizing the bromate
oxidation of Bindschedler’s green leuco base [16],
o-phenylenediamine [17] and gallocyanine [18].
Already proposed are various indicator reactions
for the catalytic determination of vanadium such
as oxidative coupling of 4-aminoantipyrine (AA)
with N,N-dimethylaniline (DMA) [19,20], N-
phenyl-p-phenylenediamine with DMA [21], p-hy-
drazinobenzenesulphonic acid with m-phenyl-
enediamine [22] in the presence of bromate or
chlorate. In these studies, the use of tartrate
[21,22], 5-sulfosalicylic acid (SSA) [20] and 1,2-di-
hydroxybenzene-3,5-disulfonate (Tiron) [19] as ac-
tivators permits an improvement in their
selectivity and sensitivity. The method for vana-
dium determination utilizing AA–DMA–KBrO3

system as an indicator reaction can be successfully
applied to the fractional determination of vanadi-
um(IV) and vanadium(V) in natural waters by
combining the solvent extraction technique [23–
25].

This paper describes a highly sensitive FIA
method for the determination of vanadium(IV, V)
based on its catalytic effect on the bromate oxida-
tion of N-(3-sulfopropyl)-3,3%,5,5%-tetramethylben-
zidine (TMBZ·PS) which is a new indicator
reaction for the catalytic determination of vana-

dium. In this reaction system, SSA acted as an
effective activator for the catalysis of vanadium.
The interference from nitrite was effectively elimi-
nated by adding amidosulfuric acid. The proposed
method can determine vanadium in the range
0.05–8.0 ng ml−1 and be successfully applied to
the determination of vanadium in tap, pond and
river waters.

2. Experimental

2.1. Reagents

All reagents used were of analytical-reagent
grade and used without further purification. Wa-
ter used to prepare the solutions was obtained
from a Milli-Q PLUS water purification system
(Millipore).

A commercial atomic absorption standard solu-
tion (Wako, Osaka, Japan) containing 1000 mg
ml−1 of vanadium(V) (ammonium metavanadate
in 0.5 mol l−1 sulfuric acid) was used. A stock
solution of vanadium(IV) (5.0×10−2 mol l−1,
2555 mg ml−1) was prepared by dissolving
vanadyl sulfate n-hydrate (Kanto) in 5×10−3

mol l−1 sulfuric acid. The concentration of vana-
dium(IV) was determined by a standard potas-
sium permanganate titration. Each working
solution was prepared by serial dilution of the
standard solutions with 5×10−3 mol l−1 sulfuric
acid. A 2×10−3 mol l−1 TMBZ·PS stock solu-
tion was prepared by dissolving 0.38 g of N-(3-
sulfopropyl)-3,3%,5,5%-tetramethylbenzidine sodium
salt (Dojindo) in 500 ml of water. A 0.25 mol l−1

potassium bromate stock solution was prepared
by dissolving 20.88 g of potassium bromate
(Wako) in 500 ml of water. A 0.15 mol l−1 SSA
stock solution was prepared by dissolving 19.07 g
of 5-sulfosalicylic acid dihydrate in ca. 100 ml of
water; the pH of the solution was adjusted to pH
about 2.8 with 0.5 mol l−1 trisodium citrate dihy-
drate and diluted to 500 ml with water.

2.2. Apparatus

The FI system used for the determination of
vanadium(IV, V) is schematically shown in Fig. 1.
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All flow lines were made from Teflon tubing (0.5
mm i.d.). Carrier and reagent solutions were pro-
pelled by two double plunger micropumps
(Sanuki Kogyo, DMX-2000). Sample solutions
were injected into the carrier stream by a six-way
injection valve (Sanuki Kogyo, SVM-6M2). Two
thermostated baths (Taitec DX-10) were used to
maintain the reaction temperature and to stabilize
the baseline. The absorbance of the reaction
product was measured at 460 nm with a spec-
trophotometer (Soma Kagaku S-3250) fitted with
a flow-through cell (8 ml volume, 10 mm path
length) and recorded with a recorder (Yokogawa
Model 3722). A pH meter (Shibata PH-810) was
used for pH measurements.

2.3. Procedure

As shown in Fig. 1, a 5×10−3 mol l−1 sulfuric
acid as a carrier solution (R1), a 0.15 mol l−1 SSA
in buffer solution (0.5 mol l−1 trisodium citrate,
pH 2.8) (R2), a 2×10−3 mol l−1 TMBZ·PS
solution (R3) and a 0.25 mol l−1 potassium bro-
mate solution (R4) were pumped at a flow rate of
0.3 ml min−1, respectively. A sample solution of
287 ml was injected into the carrier stream, and
then merged with a solution containing SSA,

TMBZ·PS and bromate. The color development
proceeded in the reaction coil of 5 m length at
6090.1°C and then the colored solution was
passed through the cooling coil of 1 m length at
25°C and then the flow-through cell. The ab-
sorbance change of the dye formed was monitored
continuously at 460 nm and recorded on a
recorder.
3. Results and discussion

In the presence of bromate, TMBZ·PS is oxi-
dized to produce a yellow dye, which has an
absorption maximum at 460 nm. The rate of
color-forming reaction is catalytically accelerated
by vanadium(V). Vanadium(IV) reduced during
this reaction is oxidized again by bromate to
vanadium(V); the coloration is catalyzed by trace
amounts of vanadium as a result of the regenera-
tion of vanadium(V) in the presence of bromate.
Therefore, vanadium(IV) can also be determined,
being oxidized by bromate. These reactions are
exemplified below:

The vanadium(V)-catalyzed reaction is acti-
vated in the presence of SSA.

3.1. Effect of reaction 6ariables

The flow manifold and chemical variables af-
fecting the catalyzed and uncatalyzed reactions
were examined to obtain the optimum conditions
for the determination of vanadium(V).

The effect of the flow rate was examined in the
range 0.2–0.8 ml min−1. The decrease in the flow
rate increased the peak height for both the cata-
lyzed and uncatalyzed reactions, but made the
baseline unstable because of high baseline ab-

Fig. 1. Flow system for the catalytic determination of vana-
dium. R1, carrier solution (H2SO4, 5×10−3 mol l−1); R2,
5-sulfosalicylic acid (SSA) (0.15 mol l−1)+citrate buffer (pH
2.8); R3, N-(3-sulfopropyl)-3,3%,5,5%-tetramethylbenzidine
(TMBZ·PS) (2×10−3 mol l−1); R4, KBrO3 (0.25 mol l−1); P,
pump (0.6 ml min−1); V, six-way valve (287 ml); RC, reaction
coil (5 m); CC, cooling coil (1 m); T1 and T2, thermostated
baths (60 and 25°C); D, spectrophotometer (460 nm); Rec,
recorder; W, waste (pH 2.8).
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Fig. 2. The effect of pH on the peak height and baseline. (1)
1.0 ng ml−1 vanadium(V); (2) baseline. CSSA=0.1 mol l−1,
CKBrO3

=0.15 mol l−1. Other conditions as in Fig. 1.

Fig. 3. The effect of bromate concentration on the peak height
and baseline. (1) 1.0 ng ml−1 vanadium(V); (2) baseline.
CSSA=0.1 mol l−1. Other conditions as in Fig. 1.

TMBZ·PS concentration up to 4.0×10−3 mol
l−1. A 2.0×10−3 mol l−1 TMBZ·PS concentra-
tion was adopted taking into account the solubil-
ity of the oxidation product.

The possibility for further increase in the sensi-
tivity of catalytic method is the application of a
suitable activator. The various activators exam-
ined were tartrate, citrate [13], SSA, salicylic acid,
Tiron, gallic acid [17], catechol, trans-1,2-di-

sorbance. A flow rate of 0.3 ml min−1 was
adopted by considering stable baseline and rea-
sonable sensitivity. The length of reaction coil of
RC was varied in the range 2.5–10 m. The peak
height increased with increasing coil length; a 5 m
of reaction coil length was chosen taking into
account of sample frequency. The injection vol-
ume more than 287 ml showed almost constant
peak height; a 287 ml sample solution was injected
into the carrier stream.

The effect of reaction temperature was exam-
ined over the range 30–80°C. The peak height
increased with an increase in temperature. How-
ever, an increase in temperature also increased the
baseline. The reaction was carried out at 60°C for
the sake of high sensitivity and reproducibility.

Fig. 2 shows the effect of pH on the peak
height. The peak height was almost constant in
the pH range 2.3–2.8, decreasing gradually on
both sides of this pH range. Thus, the reaction
was carried out in the pH range 2.4–2.7. The
effect of bromate concentration was examined
over the range 0–0.3 mol l−1. Fig. 3 shows that
the baseline linearly depends on the bromate con-
centration. A 0.25 mol l−1 potassium bromate
concentration was chosen to obtain the attainable
sensitivity. The effect of TMBZ·PS concentration
on the reaction rate is shown in Fig. 4. As can be
seen, the peak height increases with increasing

Fig. 4. The effect of N-(3-sulfopropyl)-3,3%,5,5%-tetramethyl-
benzidine (TMBZ·PS) concentration on the peak height and
baseline. (1) 1.0 ng ml−1 vanadium(V); (2) baseline. CSSA=
0.1 mol l−1. Other conditions as in Fig. 1.
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Fig. 5. The effect of 5-sulfosalicylic acid (SSA) concentration
on the peak height and baseline. (1) 1.0 ng ml−1 vanadium(V);
(2) baseline. Other conditions as in Fig. 1.

3.3. Interferences

The effect of foreign ions on the determination
of 0.5 ng ml−1 vanadium(V) was investigated. A
95% error was considered to be tolerable. The
results are summarized in Table 1. Copper(II) and
chromium(III) did not interfere with the determi-
nation of vanadium(V) at concentration up to
5000 ng ml−1. Iodide and nitrite showed serious
positive interferences on the color development.
The positive interference from nitrite is at-
tributable to its catalysis on this reaction. How-
ever, the interference of nitrite was effectively
eliminated by adding 1×10−1 mol l−1 amidosul-
furic acid as is seen in Table 1.

3.4. Applications to natural waters and standard
reference material

The proposed method was applied to the deter-
mination of vanadium in tap, pond and river
water samples. For tap water, the sample was
collected after discharging tap water for about 30
min and boiled for 5 min to remove chlorine.
Pond water sample was filtered through a Mil-

aminocyclohexane-N,N,N %,N %-tetraacetic acid and
1,10-phenathoroline. Among them, SSA was
found to have the greatest activating effect on this
reaction. The effect of SSA on the coloration is
shown in Fig. 5. The peak height for vanadium(V)
increased with increasing the concentration of
SSA up to 0.20 mol l−1 and then remained almost
constant in the range 0.15–0.2 mol l−1. Thus, an
SSA concentration was selected as 0.15 mol l−1

for the procedure.

3.2. Calibration graphs

The calibration graphs for vanadium(V) in the
range 0.05–8.0 ng ml−1 were prepared under the
optimum conditions. Although the calibration
graph showed slightly upward curvature in the
range 0.05–1.0 ng ml−1, the reproducibility of the
method was satisfactory; the relative standard
deviation (R.S.D.) for 15 determinations of 0.5 ng
ml−1 vanadium was 0.41% and for ten determina-
tions of 0.01 and 1.0 ng ml−1 vanadium were 2.6
and 0.25%, respectively. The calibration graphs
for vanadium(IV) were almost identical to those
for vanadium(V) in the same concentration range
within experimental error. The detection limit
(signal/noise, S/N=3) was 0.01 ng ml−1 vana-
dium and the sampling rate was 15 samples h−1.

Table 1
Effect of foreign ions on the determination of 0.5 ng ml−1 of
vanadium(V)

Tolerance limita Ion and compound added
(ng ml−1)

K(I), Na(I), NH4
+, BO3

−, Cl−, ClO3
−,50 000

ClO4
−, IO3

−, NO3
−, PO4

3−, SO4
2−, ac-

etate, amidosulfuric acid, citrate, tartrate
25 000 Pb(II), CO3

2−, NO2
−b

10 000 Ag(I), Ca(II), Cd(II), Co(II), Mn(II),
Se(IV), Zn(II), F−, SiO3

2−

5000 Cu(II), Mg(II), Cr(III)
2500 As(III), Be(II), Li(I), Ni(II), Br−, ox-

alate
Ba(II), Ce(III), Mo(VI), Sr(II)1000
Al(III)500
Fe(III), Rb(I)250

100 Sb(III), W(VI)
Cr(VI), Sn(II)50

25 I−

5 NO2
−

a A 95% error of the peak height for 0.5 ng ml−1 vanadi-
um(V) was considered to be tolerable.

b In the presence of 1×10−3 mol l−1 amidosulfuric acid.
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Table 2
Determination of vanadium in natural waters

V in sample (ng ml−1) Recovery (%)V found (ng ml−1)V(V) added (ng ml−1)Sample Dilution

2.24 –Tap watera 1:12.5 0 0.179
0.284 2.300.1 105
0.380 1022.250.2
0.482 2.280.3 102
0.585 2.310.4 102

Average: 2.2890.03

0.163 4.08Pond watera 1:25 –0
4.05 990.1 0.262

0.367 4.180.2 102
0.469 4.23 1020.3

1014.130.4 0.565
Average: 4.1390.07

0.138 13.8 –0SRM 1640b 1:100
0.237 13.7 990.1

13.1 970.2 0.331
0.429 12.90.3 97
0.538 10013.80.4

Average: 13.590.4

a Collected at University of Tsukuba.
b Standard reference material (SRM) 1640 (Trace Element in Natural Water) issued by National Institute of Standard and

Technology (NIST). The certified value of vanadium is 13.0190.37 ng ml−1.

lipore membrane filter with a pore size of 0.45
mm. These two sample solutions were acidified by
adding concentrated hydrochloric acid to pH
about 1. In addition, the standard reference mate-
rial (SRM) 1640 (Trace Elements in Natural Wa-
ter) issued by National Institute of Standard and
Technology (NIST) was employed without pre-
treatment. These samples were injected into the
flow line after appropriate dilution. All analytical
results were obtained by the calibration method.
To examine the recovery of vanadium, known
amounts of vanadium(V) were added to the sam-
ple. The results are summarized in Table 2. The
recovery of added vanadium(V) was found to be
quantitative and the reproducibility was satisfac-
tory. The results of the SRM 1640 were in good
agreement with the certified value.

4. Conclusions

A new catalytic FI photometric method is pro-

posed for the determination of sub-nanogram lev-
els of vanadium(IV, V). The method is based on
the catalytic effect of vanadium(V) on the oxida-
tion of TMBZ·PS in the presence of potassium
bromate. The sensitivity was enhanced by adding
SSA as an effective activator, being determined as
low as 0.01 ng ml−1 vanadium. The serious inter-
ference from nitrite can be effectively eliminated
with amidosulfuric acid. The method is success-
fully applied to the analysis of vanadium in natu-
ral water samples without preconcentration and
separation.
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Catalytic determination of cobalt at sub-nanogram levels
using the oxidative coupling of 3-methyl-2-benzothiazolinone

hydrazone with
N-ethyl-N-(2-hydroxy-3-sulfopropyl)-3,5-dimethoxyaniline by
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Abstract

A catalytic photometric method was developed for the determination of sub-nanogram levels of cobalt. The method
is based on the catalytic effect of cobalt(II) on the oxidative coupling of 3-methyl-2-benzothiazolinone hydrazone with
N-ethyl-N-(2-hydroxy-3-sulfopropyl)-3,5-dimethoxyaniline (DAOS) to form a colored dye (lmax=525 nm) in the
presence of hydrogen peroxide. In this reaction system, 1,2-dihydroxybenzene-3,5-disulfonate (Tiron) acted as an
effective activator for the catalysis of cobalt(II). Variation of reaction time between 5 and 10 min allows the
determination range to be extended from 0.01 to 1.0 ng ml−1. The reaction system can also be successfully adapted
to flow-injection analysis (FIA). The dynamic range of the proposed flow-injection method was 0.01–1.0 ng ml−1 and
detection limit (signal/noise, S/N=3) was 5 pg ml−1 at a sampling rate of 30 h−1. Manual and flow-injection
methods were applied to the direct determination of cobalt in pepperbush as a standard material. © 1999 Elsevier
Science B.V. All rights reserved.
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1. Introduction

Catalytic determinations of transition metal
ions are the most widely used for the kinetic-
based methods. In the past decade, various such
methods have been developed by several authors
[1–3]. By using a catalyzed reaction, ultratrace
amounts of a catalyst can be determined through
an increase in the reaction rate since the catalyst
may take part in the number of cycles of the
reaction. The best approach to enhance the rate
of a catalyzed reaction is to use the appropriate
activators.

The highly sensitive methods for determining
cobalt at sub-ng ml−1 levels have been increas-
ingly required for the environmental, geochemi-
cal and ecological investigations. Many
kinetic–catalytic methods have been reported by
utilizing the oxidation processes of organic com-
pounds such as 1,2-dihydroxybenzene-3,5-disul-
fonate (Tiron) [4,5], protocatechuic acid [6,7],
Direct Blue 6B [8], Pyrogallol Red [9], N-phenyl-
p-phenylenediamine [10], Amido Black 10B [12],
N,N %-diethyl-p-phenylenediamine [11], 3,4-dihy-
droxybenzoic acid [13], Stilbazo and Pyrocate-
chol Violet [14].

Catalytic–photometric methods have also been
reported for determining nanogram levels of
copper(II) [15,16], chromium(III) [17], mangane-
se(II) [18,19], cobalt(II) [20] and iron(II,III) [21]
using an oxidative coupling of 3-methyl-2-ben-
zothiazolinone hydrazone (MBTH) with N,N-
dimethylaniline (DMA) in the presence of an
oxidant. A suitable coupler including modified
Trinder’s reagents [22,23] instead of DMA was
investigated, and it was found that N-ethyl-N-(2-
hydroxy-3-sulfopropyl)-3,5-dimethoxyaniline
(DAOS) was an effective coupler for MBTH in
the presence of hydrogen peroxide and
cobalt(II). Moreover, the catalytic activity of
cobalt(II) was effectively enhanced by adding
Tiron as an activator as previously reported
[10,19]. This paper describes the highly sensitive
manual and flow-injection photometric methods
for the catalytic determination of cobalt(II)
based on this reaction. Cobalt(II) in the range
0.01–1.0 ng ml−1 can be determined by the
manual and flow-injection methods. The meth-

ods permit the determination of sub-nanogram
levels of cobalt and can be successfully applied
to the determination of cobalt in pepperbush
(National Institute for Environmental Studies
(NIES) certified reference material No.1).

2. Experimental

2.1. Apparatus

A Hitachi U-1000 spectrophotometer was used
for the absorbance measurements with 10-mm
glass cells. A Horiba F8-AT pH meter and a
Taiyo C-630 thermostated bath were also used.

The flow-injection system consisted of two
double-plunger type pumps (Sanuki Kogyo,
DM2M-1026), a six-way injection valve (Sanuki
Kogyo, SVM-6M2), a Soma Kogaku S-3250
spectrophotometer equipped with a flow-through
cell (8-ml volume, 10-mm path length), a Chino
EB 22005 recorder and two circulating ther-
mostated baths (Taiyo, C-630). The flow lines
were made from Teflon tubing (0.5 mm i.d.) and
three-way connectors. The configuration of flow-
injection manifold used is shown in Fig. 1 with
optimum conditions.

Fig. 1. Flow system for the catalytic determination of cobalt.
C, carrier solution (HCl, 1.0×10−2 mol l−1); R1, Tiron (0.1
mol l−1)+H2O2 (0.8 mol l−1); R2, N-ethyl-N-(2-hydroxy-3-
sulfopropyl)-3,5-dimethoxyaniline (DAOS) (6.0×10−3 mol
l−1); R3, 3-methyl-2-benzothiazolinone hydrazone (MBTH)
(2.0×10−3 mol l−1)+2-amino-2-methyl-1,3-propanediol
(AMP) (0.2 mol l−1, pH 10.2); P, pump (0.5 ml min−1); V,
six-way valve (130 ml); RC, reaction coil (7 m); CC, cooling
coil (1.5 m); T1 and T2, thermostated baths (70 and 25°C); D,
detector (525 nm); Rec, recorder; W, waste (pH 9.1).
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2.2. Reagents

All reagents used were of analytical-reagent
grade. The water purified with a Millipore Milli-Q
PLUS system was used to prepare the solutions.

A 10 ng ml−1 cobalt(II) stock solution was
prepared by diluting a cobalt(II) standard solu-
tion (1000 mg ml−1) for atomic absorption spec-
trometry (Kanto) in 0.05 mol l−1 sulfuric acid.
Working standard solutions were prepared by
appropriate dilution before use. A 1.25×10−2

mol l−1 MBTH stock solution was prepared by
dissolving 0.146 g of 3-methyl-2-benzothiazoli-
none hydrazone hydrochloride (Tokyo Kasei) in
50 ml of water. A stock solution of 1.25×10−2

mol l−1 DAOS was prepared by dissolving 0.213
g of N-ethyl-N-(2-hydroxy-3-sulfopropyl)-3,5-
dimethoxyaniline sodium salt (Dojindo) in 50 ml
of water. Stock solutions of 2.0 mol l−1 hydrogen
peroxide and 0.1 mol l−1 Tiron were prepared
from the commercial reagents.

Other modified Trinder’s reagents such as N-
ethyl-N-(2-hydroxy-3-sulfopropyl)-3-methoxyani-
line sodium salt dihydrate (ADOS), N-ethyl-N-
(2 - hydroxy - 3 - sulfopropyl) - 3,5 - dimethylaniline
sodium salt monohydrate (MAOS), N-ethyl-N-(2-
hydroxy-3-sulfopropyl)-3-methoxyaniline sodium
salt dihydrate (TOOS), N-ethyl-N-(2-hydroxy-3-
sulfopropyl)aniline sodium salt monohydrate
(ALOS), N-(3-sulfopropyl)aniline sodium salt
monohydrate (HALPS) were obtained from Do-
jindo Laboratories. A stock solution of 0.01 mol
l−1 DMA was prepared by dissolving N,N-
dimethylaniline (Wako Junyaku) in 0.1 mol l−1

hydrochloric acid.
Buffer solutions of 0.5 mol l−1 tris(hydrox-

ymethyl)aminomethane (tris), and 0.1 mol 1−1

2-amino-2-methyl-1,3-propanediol (AMP) were
also prepared in water. More diluted solutions
were prepared from these stock solutions.

2.3. Manual procedure

To 20–25 ml of a sample solution containing
less than 50 ng of cobalt(II) in a beaker, 4 ml of
MBTH, 4 ml of DAOS, 5 ml of tris buffer, 4 ml
of Tiron solutions are added. The pH of the
mixed solution is adjusted to 8.1–8.2 by adding

hydrochloric acid and/or sodium hydroxide solu-
tion using a pH meter. The solution is transferred
to a 50-ml volumetric flask. The solution is kept
at 30.090.1°C in a thermostated bath to attain
thermal equilibrium for about 5 min. To initiate
the reaction, 5 ml of hydrogen peroxide (30°C) is
added. The solution is diluted to the mark with
water. Exactly 5 and/or 10 min after the initiation
of the reaction, a portion of the reaction mixture
is pipetted into a 10-mm glass cell, the absorbance
at 525 nm is measured against a water reference.

2.4. Flow-injection procedure

As shown in Fig. 1, the carrier solution of
1.0×10−2 mol l−1 hydrochloric acid (C), a
mixed solution of 0.8 mol l−1 hydrogen peroxide
and 0.1 mol l−1 Tiron (R1), 6.0×10−3 mol l−1

DAOS (R2), a solution of 2.0×10−3 mol l−1

MBTH containing 0.2 mol l−1 AMP buffer (R3)
are pumped at a flow rate of 0.5 ml min−1. A 130
ml sample solution is injected into the carrier
stream. The color development proceeds in the
reaction coil of 7 m length at 70°C, and then the
colored solution is passed through the cooling coil
of 1.5 m length at 25°C and the flow-through cell.
The absorbance of the dye produced is monitored
continuously at 525 nm.

3. Results and discussion

3.1. Preliminary studies

Tamaoku et al. [22,23] have synthesized the
modified Trinder’s reagents including DAOS,
ADOS, MAOS, TOOS, ALOS and HALPS in
order to determine hydrogen peroxide by using
the coloration of the reagents with 4-aminoan-
tipyrine. In the presence of hydrogen peroxide,
MBTH also reacts with these Trinder’s reagents
to produce indamine dyes; cobalt(II) catalyzes
these dye-forming reactions. The reactions involve
the oxidation of cobalt(II) to cobalt(III); each
color formation is accelerated by trace amounts of
cobalt as a result of the regeneration of cobalt(III)
by hydrogen peroxide.
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Table 1
Characteristics of color formations of MBTH with various
couplersa

lmax (nm) pHCoupler Initial rate
(×10−2 Dabs min−1)

2.8525DAOS 9.1
2.79.0ADOS 568

570 8.6MAOS 2.1
8.0 1.4590TOOS

601 7.9 0.37ALOS
0.218.0DMA 588
0.16579 8.0HALPS

a Ccoupler, 1.0×10−2 mol l−1; CMBTH, 1.0×10−2 mol l−1;
CH2O2, 3.0×10−2 mol l−1; CCo(II), 5.0 ng ml−1; temperature,
30°C; reaction time, 30 min. Abbreviations for couplers as in
the text.

The use of a suitable activator in catalytic
methods permits an improvement in their sensitiv-
ity [1]. The effect of the concentrations of various
complexing agents such as Tiron (3×10−3–5×
10−2 mol l−1), sulfosalicylic acid (6×10−5–1×
10−2 mol l−1), 2,2%-bipyridine (1×10−5–
1×10−2 mol l−1) and 1,10-phenanthroline (1×
10−7–3×10−6 mol l−1) was examined in rela-
tion to their use as possible activators. The
catalytic activity of cobalt was suppressed in the
presence of sulfosalicylic acid, 2,2%-bipyridine and
1,10-phenanthroline. On the other hand, Tiron
effectively accelerated the cobalt(II)-catalyzed re-
action. Fig. 3 shows the effect of Tiron concentra-
tion on the color development. As can be seen,
the dependence of the reaction rate on activator
concentration showed a maximum. Such a maxi-
mum is a characteristic feature for the types of
activated reactions when the activator is con-
cerned with the formation of ternary complexes of
the activator-metal-substrate [1]; 2×10−2 mol
l−1 Tiron was used for the procedure.

The color development was examined by chang-
ing concentration of MBTH at a constant concen-
tration of DAOS. An increase in MBTH
concentration increased in the absorbance for the
catalyzed reaction. However, the formation of
precipitate was observed in the reaction medium
and the reproducibility became poorer at MBTH
concentrations above 2.0×10−3 mol l−1. Thus, a

Preliminary investigations aimed at finding an
appropriate coupler for MBTH. The oxidative
coupling of these Trinder’s reagents and DMA
with MBTH in the presence of hydrogen peroxide
and cobalt(II) were followed by monitoring the
absorbances at optimum pH values. Table 1
shows the characteristics of these color forma-
tions. Relative large initial rates were observed in
the cases of DAOS and ADOS. Among them,
DAOS is the most sensitive reagent for this
method; thus, DAOS was chosen as a coupler and
the changes of absorbance were measured at 525
nm of the reaction product.

3.2. Optimization of the manual mode

In order to find the optimum conditions, the
effects of pH, temperature and the concentrations
of all the reagents on the reaction rate were
studied at a cobalt(II) concentration of 1.0 ng
ml−1 by using the fixed-time technique.

The effect of pH on the color development for
the uncatalyzed and catalyzed reactions was ex-
amined for two reaction times of 5 and 10 min at
30°C. The maximal color development was ob-
tained for the catalyzed reaction at pH 8.1–8.2 as
shown in Fig. 2. The reaction proceeded faster
with an increase in temperature, but a constant
absorbance was obtained at temperatures above
35°C. The reaction temperature was fixed at 30°C
for the sake of reproducibility.

Fig. 2. Effect of pH on the color development. (1) and (2), 1.0
ng ml−1 cobalt(II); (1%) and (2%), reagent blank. Reaction time:
(1) and (1%), 5 min; (2) and (2%), 10 min. Other conditions as in
the text.
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Fig. 3. Effect of Tiron concentration on the color develop-
ment. (1) and (2), 1.0 ng ml−1 cobalt(II); (1%) and (2%), reagent
blank. Reaction time: (1) and (1%), 5 min; (2) and (2%), 10 min.
Other conditions as in the text.

reaction was obtained in the concentration range
0.2–0.3 mol l−1. A 0.2 mol l−1 hydrogen perox-
ide concentration was selected.

3.3. Calibration graphs for the manual method

Under the optimum conditions, two calibration
graphs for the determination of cobalt(II) were
prepared by the fixed-time method at 5 and 10
min. For a reaction time of 5 min, the calibration
graph was linear over the range 0.1–1.0 ng ml−1

of cobalt(II). The apparent molar absorption co-
efficient was 5.0×107 l mol−1 cm−1 with Sandell
sensitivity of 1.2 pg cm−2. At 10 min, it was
linear in the range 0.01–0.1 ng ml−1; the appar-
ent molar absorption coefficient and Sandell sen-
sitivity were 1.1×108 l mol−1 cm−1 and 0.55 pg
cm−2, respectively. The relative standard devia-
tions (R.S.D.) (n=6) for 0.6 and 0.06 ng ml−1 of
cobalt(II) were 1.2 and 2.0%, respectively.

3.4. Interference studies for the manual method

The effect of diverse ions on the determination
of 0.5 ng ml−1 of cobalt(II) at 5 min was exam-
ined. The tolerance ratio of each foreign ion was
taken as the largest amounts yielding an error
below 95%. No interference was observed from
Ca(II), Na(I), NH4

+, K(I), BO3
3−, Cl−,

CH3COO−, CO3
2−, NO3

−, PO4
3− and citrate even

at levels 104 times of the cobalt(II) concentration.
Al(III), Mg(II) and Ti(IV) up to a 103-fold excess
and Cr(VI), Cd(II) Cu(II), Fe(III), Mn(II), Pb(II),
Sn(II) and Zn(II) up to a 102-fold excess did not
interfere with the determination of cobalt(II). Pos-
itive interferences were observed from Ni(II) and
V(V) up to 102-fold excess; however, these ions up
to 10-fold excess did not interfere.

3.5. Optimization of the flow system

On the basis of the conditions of the manual
mode described above, the present reaction sys-
tem was adapted to the flow-injection technique.
By using the flow system as shown in Fig. 1, the
variables were optimized by injecting a 1.0 ng
ml−1 cobalt(II) solution.

MBTH concentration of 1.0×10−3 mol l−1 was
used for the procedure. Fig. 4 shows the effect of
DAOS concentration on the color development
for the reaction times of 5 and 10 min. A maxi-
mum absorbance was obtained at a DAOS con-
centration of 3.0×10−3 mol l−1; thus, this
concentration was recommended. The effect of
hydrogen peroxide concentration was examined
over the range 3.0×10−2–0.6 mol l−1. A maxi-
mum and constant absorbance for the catalyzed

Fig. 4. Effect of N-ethyl-N-(2-hydroxy-3-sulfopropyl)-3,5-
dimethoxyaniline (DAOS) concentration on the color develop-
ment. (1) and (2), 1.0 ng ml−1 cobalt(II); (1%) and (2%), reagent
blank. Reaction time: (1) and (1%), 5 min; (2) and (2%), 10 min.
Other conditions as in the text.
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Fig. 5. Effects of pH and reaction temperature on the peak
height. Curves (1)–(6) correspond to reaction temperature of
30, 40, 50, 60, 70 and 80°C, respectively. CCo(II), 1.0 ng ml−1.
Other conditions as in Fig. 1.

chosen taking into account of sampling frequency.
As described above, Tiron acted as an activator

for the catalysis of cobalt(II). The peak height
increased with increasing in the Tiron concentra-
tion up to 0.1 mol l−1, and remained almost
constant up to 0.2 mol l−1. It began to decrease
at concentrations above 0.2 mol l−1. Therefore,
0.1 mol l−1 Tiron concentration was selected. The
peak height ratio between the presence of Tiron
and its absence was about 180.

The effects of MBTH, DAOS and hydrogen
peroxide concentrations on the catalyzed reaction
were examined by varying their concentrations.
The peak heights increased with increasing the
MBTH concentration. However, MBTH at con-
centrations above 2.0×10−3 mol l−1 was not
sufficiently soluble in the reaction medium at pH
10.2. Therefore, a 2.0×10−3 mol l−1 MBTH was
selected as the recommended procedure. The peak
heights were independent of the DAOS concentra-
tion; a 6.0×10−2 mol l−1 DAOS concentration
was chosen. The hydrogen peroxide concentration
was varied from 0 to 2.0 mol l− l. The peak
heights increased up to hydrogen peroxide con-
centration of 0.6 mol l− l, above which they be-
came relatively independent of the hydrogen
peroxide concentration. A hydrogen peroxide
concentration of 0.8 mol l− l was therefore se-
lected for the procedure.

3.6. Calibration graphs for the flow-injection
method

By changing the sensitivity of the detector, two
calibration curves in the concentration ranges
0.01–0.1 and 0.1–1.0 ng ml−1 were prepared
under the optimum conditions stated in the proce-
dure. The linear range was obtained over the
range 0.01–0.3 ng ml−1. Although the peak
heights deviated from a straight line at cobalt(II)
concentration above 0.3 ng ml−1, the dynamic
range of the proposed method was obtained in the
range 0.01–0.1 ng ml−1 cobalt(II). The limit of
detection for the proposed method is 5 pg ml−1

(signal/noise, S/N=3). The reproducibility was
satisfactory with the R.S.D. of 1.6 and 0.64% for
six determinations of 0.05 and 0.5 ng ml−1

cobalt(II), respectively, with sampling rate of 30
h−1.

The effect of pH on the peak height was exam-
ined over the range 7.6–9.5 by adding AMP,
hydrochloric acid and sodium hydroxide solutions
at different reaction temperatures. The pH of the
waste solution which was passed through the
cooling coil of 1.5 m length at 25°C was mea-
sured. A maximum pH of the solution on the
color development was shifted to higher pH val-
ues with increasing the reaction temperature. At
higher temperatures, this shift might be at-
tributable to the pH change of the solution in the
RC of 7 m length to lower pH than that of the
waste solution. In the case of a reaction tempera-
ture of 30°C, the maximal color development was
obtained at pH around 8.1–8.2: this optimum pH
range was the same as that obtained by the man-
ual method as described in Section 3.2. The rate
of cobalt(II)-catalyzed reaction increased with in-
creasing in temperature and/or pH value (Fig. 5).
However, the reproducibility became poorer at
temperatures above 80°C; the reaction tempera-
ture and pH was therefore fixed at 70°C and 9.1,
respectively. In order to carry out the cobalt(II)-
catalyzed reaction at this pH, the mixed solution
of MBTH and AMP in the reservoir R3 was
adjusted to pH 10.2. The length of the reaction
coil was varied from 2 to 9 m. The peak heights
increased with increasing the coil length. How-
ever, the wider peak width was observed at longer
reaction coil length. A 7 m of reaction coil was
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Table 2
Determination of cobalt in pepperbusha

Cobalt foundb (mg g−1) Certified value (mg g−1)

FIA methodManual method

239322912291

a The digested solution was diluted 100 (for manual method)
or 1000 (for FIA method) times before measurement.

b Average value for three determinations.

method were in good agreement with the certified
value (Table 2).

4. Conclusions

The oxidative coupling of MBTH with DAOS
in the presence of hydrogen peroxide and Tiron is
a sensitive catalytic reaction system for the deter-
mination of cobalt. The sensitivity of the manual
and flow-injection photometric methods proposed
here is superior and/or nearly equal to that of
others [4–14]. The reproducibility of the methods
was satisfactory with the R.S.D. below 2%. A
102-fold excess of most foreign ions did not inter-
fere with the determination. Cobalt in pepperbush
can be easily determined by the proposed
methods.
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Abstract

A sequential injection system, based on the reaction of Cu(II) with diethyldithiocarbamate (DDTC), was developed
for the determination of Cu(II) in plant food and water samples. The extraction procedure, generally used to extract
the Cu(II)–DDTC complex for subsequent analysis was eliminated in this procedure. The complex was detected
spectrophotometrically in aqueous solutions at 460 nm. The physical and chemical parameters depicting the system
were studied to obtain optimum conditions for sample analysis. The system developed is fully computerized and able
to monitor Cu(II) in samples at seven samples per hour with a relative standard deviation of B4.50%. The
calibration curve is linear from 0.5–5.0 mg/l with a detection limit of 0.2 mg/l. Interferences were reduced by
introducing multiple flow reversals, to increase mixing between the reagent and sample zones, and subsequently
enhance working of the masking agents (EDTA/citrate). © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

The steady increase in pollution necessitates the
analysis and monitoring of toxic species that
could become a serious potential hazard if not
controlled. Copper fulfils various roles in the agri-
cultural field. Control thereof in terms of nutri-

tion of plants and its possible contamination of
water, is necessary. Metal dithiocarbamates are
widely used for analytical purposes due to their
characteristic colours [1]. Diethyldithiocarbamate
(DDTC) is often used as reagent for the selective
determination of Cu(II) since the Cu(II)–DDTC
stability constant is the highest, next to silver,
compared with the stability constants of the other
DDTC–metal complexes [2]. DDTC coordinates
with Cu(II) through the two sulfur atoms to form
a four-membered ring complex which can be spec-
trophotometrically detected.

An extensive study has already been conducted
on the analysis of copper using its reaction with
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DDTC and the subsequent extraction of the com-
plex formed into an organic medium [2–10]. Ex-
traction of the Cu(II)–DDTC complex is
preferred since it is slightly soluble in water and
dissolves more readily in organic solvents [11]. A
disadvantage of solvent-extraction is the use of
toxic organic solvents that also have carcinogenic
properties. A lot of emphasis is placed on con-
ducting environmentally friendly analysis and
eliminating the use of harmful substances. Spec-
trophotometric analysis of the Cu(II)–DDTC
complex, without solvent-extraction, has also suc-
cessfully been conducted by measurement of the
coloured complex in aqueous medium [12–16].
The system developed in this study was based on
the spectrophotometric measurement of the
Cu(II)–DDTC complex in an aqueous medium.

The development of systems to conduct routine
analysis is subjected to stringent requirements.
Effective cost control plays a very important role
in the efficient management of routine control
laboratories and on-line process analysers. Low-
cost instrumentation, minimum sample and
reagent consumption therefore become important.
Detectors like AAS and ICP, although very fast
are expensive when compared to UV/Vis spec-
trophotometers, whereas the reagent consumption
in flow injection analysis is relatively high com-
pared to sequential injection analysis (SIA). An
additional advantage of SIA is the relative ease of
implementation as an on-line analyser. SIA is
based on the sequential aspiration of microlitres
of reagent and sample, as zones, into a holding

Fig. 1. A schematic diagram of the sequential injection analyser used for the determination of Cu(II) with DDTC. HC, holding coil;
RC, reaction coil; SV, selection valve.

Table 1
Device sequence for one cycle of the sequential injection system

DescriptionPump ValveTime (s)

Off Pump off, select DDTC/EDTA/citrate stream (valve position 1)0 DDTC/EDTA/cit-
rate

5.0 Draw up DDTC/EDTA/citrate solutionReverse
Off15.7 Pump stop

Cu/Fe16.7 Select Cu/Fe stream (valve position 2)
17.7 Draw up Cu/Fe solutionReverse

Pump stopOff49.8
50.8 Detector Select detector line (valve position 3)

Forward, re- Twenty-nine flow reversals of 4 s each51.8
verse

Pump stack of zones to detectorForward167.8
Off519.0 Home Pump off, return valve to starting position (valve position 1)
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Table 2
Influence of different techniques to reduce interference from
Fe(II)

% Interference

Stopped-flow period (s)
0 31.8

27.9120
240 10.4

Flow reversals (c )
52.01

10 32.2
20 28.6

13.630

Length of flow reversal (s)
65.20
59.24
43.910

20 12.6

spectrophotometric determination of Cu(II) with
a SIA system. A sensitive and selective method
was developed for the determination of Cu(II) in
natural waters and plant food.

2. Experimental

2.1. Reagents and solutions

All reagents were prepared from analytical-
reagent grade chemicals unless specified otherwise.
All aqueous solutions were prepared using de-
ionised water from a Modulab system (Continen-
tal Water Systems, San Antonio, TX). The
de-ionised water used to prepare the aqueous
solutions were degassed, by heating to boiling
point and cooling before the solutions were made
up.

2.1.1. Standard Cu(II) solution, 1000 mg/l
Pure copper metal coarse chips were used in the

preparation of the Cu(II) stock solution. The
copper metal was cleaned to remove any oxides
and dissolved by heating 1.0 g of the copper metal
in 10 ml 55% HNO3 and ca. 10 ml of water. The
subsequent solution was cooled and then diluted
to 1000 ml with water.

coil. After aspiration the flow is reversed and the
well-defined zones are then propelled via a reac-
tion coil to the spectrophotometer. The reagent
and sample zones mutually penetrate one another
to form a product zone which can then be
detected.

The purpose of this work was to study the
possibility of applying DDTC as reagent for the

Fig. 2. Influence of flow rate on sensitivity and precision.
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Fig. 3. Influence of reagent (DDTC/EDTA/citrate) volume on sensitivity and precision.

Fig. 4. Influence of sample (Cu/Fe) volume on sensitivity and precision.

2.1.2. Standard Fe(II) solution, 100 mg/l
Fe(NH4)2(SO4)2.6H2O (0.0702 g) was dissolved

in ca. 20 ml of water with 1.1 ml of 18.4 mol/l
H2SO4 (98%). The final solution was diluted to
100 ml with water.

2.1.3. Cu(II)/Fe(II) working solution
A solution containing 3 mg/l Cu(II) and

15 mg/l Fe(II) was prepared in order to study the
effect of Fe(II) as the largest interferent on the

Cu(II)–DDTC reaction [16] in the presence of the
analyte. These solutions were made by appropri-
ate dilutions of the 1000 mg/l Cu(II) and 100 mg/l
Fe(II) standard solutions respectively.

2.1.4. DDTC/EDTA/citrate reagent solution
Sodium diethyldithiocarbamate (DDTC; 0.1%

(m/v)) was dissolved in 50 ml water by heating the
solution to 60°C. After the DDTC solution was
cooled, 1.2 g ethylene-diamine-tetra-acetic acid
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disodium salt (EDTA) together with 1.5 g tri-
ammonium citrate was dissolved in 25 ml water
and added to the DDTC solution; 9.5 ml of a 2
mol/l NH4Cl solution was then added to the
DDTC/EDTA/citrate solution and the pH ad-
justed to 8.3 by adding an appropriate volume
of 2 mol/l NH3. The final solution was made up
to 100 ml with water.

2.2. Apparatus

The sequential injection system depicted in
Fig. 1 was constructed from the following com-
ponents: a Gilson Minipuls peristaltic pump
(Model M312, Gilson, Villiers-le-Bel, France); a
10-port electrically actuated selection valve
(Model ECSD10P; Valco Instruments, Houston,
TX); and a UNICAM 8625 UV–visible spec-
trophotometer equipped with a 10-mm Hellma-
type (Hellma, Mülheim/Baden, Germany)
flow-through cell (volume 80 ml) for absorbance
measurements.

Data acquisition and device control was
achieved using a PC30-B interface board (Eagle
Electric, Cape Town, South Africa) and an as-
sembled distribution board (Mintek, Randburg,
South Africa). The FlowTEK [17] software
package (Mintek) for computer-aided flow anal-

ysis was used throughout for device control and
data acquisition.

The wavelength of maximum absorption was
identified by scanning the Cu(II)–DDTC com-
plex solution over the 300–700 nm range with a
Spectronic Genesys 5 spectrophotometer (Milton
Roy). The optimum wavelength was chosen as
460 nm which corresponds to the wavelength
used by previous authors conducting the same
determination [13,16].

pH measurements of the DDTC/EDTA/citrate
solution were conducted with an Orion pH me-
ter (Model 420A; Orion Research) and an Orion
pH Triode™ electrode.

2.3. Sample preparation

Cu(II) was determined in plant food (water
soluble samples) and water samples. A predeter-
mined mass was weighed, dissolved and finally
diluted to 100 ml. The water samples were
spiked with a known concentration of Cu(II).

2.4. Procedure

The device sequence for the determination of
Cu(II) by sequential injection analysis is given in
Table 1.

Table 3
Influence of sodium–DDTC concentration on peak height, precision and interference

Relative peak height (Cu) Relative peak height (Cu/Fe)% [Na–DDTC] (m/v) % RSD (Cu/Fe) % Interference

1.471.411.75 −19.220.05
1.57 −9.862.861.740.10

3.52 0.020.20 1.83 1.83
4.49 9.472.060.30 1.88

1.85 2.16 3.08 17.070.40

Table 4
Influence of pH of DDTC/EDTA/citrate solution on peak height, precision and interference

pH % RSD (Cu/Fe) % InterferenceRelative peak height (Cu/Fe)

1.891.47 −10.526.30
1.67 3.42 0.957.30
1.54 −2.848.30 1.34

−6.111.849.20 1.50
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Table 5
Influence of EDTA concentration on peak height, precision and interference

Relative peak height (Cu/Fe) % RSD (Cu/Fe)% [EDTA] (m/v) % Interference

1.61 −9.141.490.30
−6.241.360.60 1.52

1.50 1.18 −4.351.20

3. Results and discussion

3.1. Optimization of the sequential injection
system

It is well-known that changing the physical
parameters of an SIA system influenced the sensi-
tivity and precision of measurements [18–20].
These parameters also have a direct influence on
the sensitivity and precision obtained when study-
ing a chemical reaction. It was shown that the
following chemical parameters affect the Cu(II)–
DDTC reaction [16]: DDTC concentration, pH,
EDTA and citrate concentration. Optimization of
physical and chemical parameters was thus neces-
sary to develop a system with optimum sensitivity
and precision.

3.1.1. Physical parameters

3.1.1.1. Comparison of different techniques to re-
duce Fe(II) interference. According to previous
studies it seems that Fe(II) interfered significantly,
even from the smallest interfering ion:Cu(II) ratio
when Cu(II) was determined with DDTC [16]. It
was therefore decided to optimize the Cu(II)–
DDTC complexation reaction in the presence of
Fe(II) as interferent. Optimising the chemical
parameters to a point where interference from
Fe(II) was a minimum possibly also reduced other
interferences. Three physical techniques that
could contribute to reducing interference were
studied. The results are tabulated in Table 2. The
techniques were: stopped-flow period, flow rever-
sals and length of the flow reversals. Although the
interference for the zero stopped-flow period (‘no
stopped flow’) should be equivalent to the inter-
ference for no flow reversals, since both just mean

simple sample aspiration and delivery to the de-
tector, the repeated results obtained showed a %
interference of 31.8% for ‘no stopped-flow’ and
65.2% for ‘no flow reversal’ respectively (Table 2).

The stopped-flow period was implemented for a
fixed time directly after the flow was reversed. The
length of the stopped-flow period was evaluated.
A decrease in Fe(II) interference was observed for
the longer periods, due to more time allowed for
the masking agents to react with the interferent. A
disadvantage of the stopped-flow period was,
however, a decrease in sample frequency due to
longer analysis times.

Flow reversals were obtained by propelling the
flow forward and backwards in the flow conduit.
By repeating this action more than once, zone
penetration was enhanced and a mixing effect was
obtained which allowed more effective mixing of
the sample and reagent zones. This action con-
tributed to a larger reaction between the masking
and interfering components. The results showed
that a decrease in Fe(II) interference was obtained
with a larger number of flow reversals. Although
sensitivity decreased due to increased dispersion
of the zones for the larger number of flow rever-
sals, viable analysis times and adequate sensitivity
were achieved.

The length of a fixed number of flow reversals
was changed by changing the time it takes for
each reversal (counting one forward and back-
ward motion as one reversal) to be completed.
Increasing the length of the flow reversals effec-
tively reduced interference although dispersion of
the zones increased dramatically and sensitivity
decreased as a result.

Thirty flow reversals were chosen as optimum
to reduce interference effectively and still gave
adequate sensitivity and analysis times.
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Table 6
Influence of tri-ammonium citrate concentration on peak height, precision and interference

Relative peak height (Cu/Fe) % RSD (Cu/Fe)% [Citrate] (m/v) % InterferenceRelative peak height (Cu)

1.52 2.251.50 −1.051.54
2.01 7.111.711.603.00
1.10 7.986.00 1.72 1.86

1.99 1.4510.00 1.82 9.05

3.1.1.2. Flow rate. The effect of flow rate on peak
height is shown in Fig. 2. A flow rate of
1.4 ml/min, which gave the best sensitivity and
precision compared to other flow rates, was cho-
sen as optimum. A decrease in peak height was
observed for the higher flow rates. This was at-
tributed to a low Cu(II)–DDTC reaction rate.
The formation of the Cu(II)–DDTC complex can
be illustrated by the following equilibrium reac-
tion ((C2H5)2NCSS− =DDTC):

Cu(II) (aq)+2(C2H5)2NCSS− (aq)

X Cu[(C2H5)2NCSS]2 (s)/(aq)

At low flow rates, adequate time was available
for the equilibrium to be attained. An adequate
amount of Cu(II)–DDTC complex was therefore
formed for spectrophotometric detection. With
increased flow rates the formed product zone was
propelled faster to the detector. The time avail-
able for complex formation was therefore short-
ened, thus less Cu(II)–DDTC complex was
formed and a decrease in sensitivity was observed.
Although higher flow rates resulted in higher sam-
pling frequencies, it was characterised by a loss of
sensitivity and decreased precision (Fig. 2).

3.1.1.3. Reagent and sample 6olume. The reagent
volume was studied by aspirating increasing
reagent volumes (50–750 ml) into the system,
while keeping the sample volume constant. In
Fig. 3 an increase in sensitivity with increasing
reagent volume was initially observed. No further
increase for the largest reagent volumes was no-
ticed. An optimum of 250 rather than 500 ml was
chosen although the sensitivity for 500 ml was
higher. The reason for this was that by using a
large reagent volume (e.g. 500 ml) an excess of
DDTC reagent would be added to the system,

and subsequently a larger sample volume would
be necessary to react with all the reagent to
deliver a plateau (no further increase in sensitivity
with increasing sample volume) in an increasing
sample volume graph. For these systems longer
analysis times would be required for flushing the
system resulting in lower sampling frequencies.

With smaller reagent volumes (e.g. 250 ml),
smaller sample volumes would be necessary to
deliver a plateau in an increasing sample volume
graph. An advantage of SIA is the reduction in
reagent and sample consumption. By choosing a
smaller reagent volume as optimum (250 ml) a
decrease in sensitivity would be inevitable, but the
analysis time could be kept as short as possible
and reagent and sample consumption would be
reduced.

Fig. 4 illustrates the change in peak height with
changing sample volume (100–1000 ml), whilst the
reagent volume is kept constant. The increase in
peak height was attributed to the larger quantity
of analyte available to react with the excess of
reagent. A plateau is reached when the sample

Table 7
Comparison of results obtained by the proposed SIA system
and flame-AAS

% RSDSample SIA (mg/l)AAS (mg/l)
(SIA)

A 1.271.30 3.98
B 1.821.68 1.78

1.722.66C 2.87
3.16 4.54D 3.29

4.18E 4.28 2.29
2.764.474.88Plant food: A

2.69Plant food: B 2.47 2.02
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Table 8
Interference from foreign ion species studied for a 3.0 mg/l
Cu2+ solutiona

Tolerance ratio of foreign species (x) Foreign species

600 Mg2+

300 SO4
2−, Mn2+

200 NO3
−

150 Ca2+

40 Cl−

20 Zn2+, K+

10 CO3
2−

5 Fe2+, Fe3+

a The ratio of foreign ion (mg/l) to Cu(II) is indicated as
x :1.

Fe(II) might have formed different complexes at
various Na–DDTC concentrations. Increased
Na–DDTC concentrations could affect the coor-
dination of DDTC towards Fe(II) to form differ-
ent complexes with differing absorption
characteristics.

Choosing an optimum was based on a compro-
mise regarding sensitivity and % interference and
gaining with respect to precision. The 0.1% Na–
DDTC concentration was chosen as optimum.
The 0.2% concentration gave better sensitivity
with less interference, but the precision was not
that satisfactory. The interference experienced for
the 0.1% concentration can be reduced by opti-
mization of the masking agent concentrations.

3.1.2.2. pH of the DDTC/EDTA/citrate solution.
The most important feature of the dithiocarba-
mate ion is its protonation in acidic solutions and
the subsequent decomposition into carbon disul-
phide and the protonated amine [1]. Preliminary
experiments therefore showed that complex for-
mation between Cu(II) and DDTC did not occur
at a pH below 6, but that complex formation took
place above a pH of 6. Due to possible interfer-
ence from Fe(II) on the spectrophotometric deter-
mination of Cu(II), the pH range between 6 and
10 was studied to see whether pH might influence
the overall sensitivity as well as interference from
Fe(II).

Table 4 shows that a change in pH had a minor
effect on the sensitivity of the measurements. The
pH did however influence the complexation reac-
tion. Since interference was minimised between a
pH of 7.3 and 8.3, it can be concluded that the
masking agents performed best in the mentioned
range. Precision obtained at pH 8.3 was better
than at pH 7.3 and was thus chosen as the
optimum working condition. This compares well
to the optimum pH used in previous studies
[13,16].

3.1.2.3. Masking agents concentration. The selec-
tivity of the complexation reaction between Cu(II)
and DDTC is enhanced considerably by using
EDTA in combination with citrate as masking
agent [1,2,7,13,16]. Increasing the EDTA concen-

reacts with most of the reagent in the reagent
volume. Optimum sensitivity and precision were
obtained for 750 ml of sample.

3.1.2. Chemical parameters

3.1.2.1. Sodium diethyldithiocarbamate (Na–
DDTC) concentration. Increasing the % Na–
DDTC concentration (m/v) resulted in increased
peak heights (Table 3) for the Cu(II)/Fe(II) work-
ing solution. Although it was expected that the
response would stay constant for higher reagent
concentrations due to all the sample being used
up by the reagent, the results obtained proved the
contrary. The relatively constant peak height ob-
tained for the reaction between Cu(II) and DDTC
(in the absence of Fe(II)) suggested that all the
Cu(II) had reacted and that by increasing the
DDTC concentration no significant increase in
complex formation was achieved. An increase in
peak height was, however, observed for DDTC
and the Cu(II)/Fe(II) sample. This increase was
attributed to Fe(II) which was added as interfer-
ent to the Cu(II) sample. In this instance Fe(II)
was also available to react with the DDTC after
an optimum of Cu(II) had reacted. In addition to
the detected Cu(II)–DDTC complex, the Fe(II)–
DDTC complex might also contribute to the peak
height.

It is also evident from Table 3 that the %
interference changes from a large negative to a
large positive value with increasing Na–DDTC
concentrations. This is due to the possibility that
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tration did not affect the sensitivity and had a
minor influence on precision (Table 5). As was
expected the % interference decreased with higher
EDTA concentrations. A 1.2% (m/v) EDTA con-
centration was chosen for masking interferences.

Table 6 shows an increase in sensitivity with
increasing citrate concentration, both in the pres-
ence and absence of Fe(II). This observation is
due to the fact that the citrate might react with
either Fe(II) or Cu(II) to form complexes that
absorb at the wavelength of interest to contribute
to the Cu(II)–DDTC absorption signal. This also
explained the increase in % interference with in-
creasing citrate concentration. Least interference
was experienced at 1.5% (m/v) citrate and this
concentration was therefore chosen as optimum.

4. Method evaluation

The proposed SIA system was critically evalu-
ated with regard to accuracy, precision, detection
limit, linear range, sample interaction, sampling
frequency and interferences.

4.1. Linearity, accuracy, precision and detection
limit

The response of the proposed SIA system for
the spectrophotometric determination of Cu(II)
was evaluated under optimum conditions. The
calibration curve was linear from 0.5 to 5.0 mg/l
(response=0.4984[Cu(II)]+0.1367; r=0.998,
n=5). The calculated detection limit was 0.2 mg/l
Cu(II).

The accuracy was evaluated by analysing two
plant food samples and five tap water samples.
The results, shown in Table 7, are in good agree-
ment with the results obtained by flame-AAS. The
precision determined for the analysed samples
(n=5) is also shown in Table 7. In all cases the
RSD was B4.50%.

A sampling frequency of seven samples per
hour was obtained. The lengthy analysis time
(519 s) was ascribed to the time necessary to
perform the flow reversals and time needed to
rinse the system to minimise possible carry-over
between analysis. The sample interaction between
samples was smaller than 1%, which is negligible.

4.2. Interferences

Wang and coworkers [16] showed that some
ions interfered in the spectrophotometric determi-
nation of Cu(II) with DDTC. The interferences of
these ions with the proposed SIA system were
studied and the results are highlighted in Table 8.
It is clear from Table 8 that the level of tolerance
is up to at least a 5:1 (foreign ion to Cu(II) ion)
ratio for Fe2+, an interference that has been dealt
with in detail. The interference from the carbon-
ate ion is mainly due to a change in pH that was
eliminated by selecting the optimum pH working
conditions as described.

5. Conclusion

The proposed system proved to be successful in
analysing Cu(II) in plant food and water samples.
Analysis was done without the necessity of intro-
ducing an extraction step thus complying with the
need for conducting environmentally safe analy-
sis. The lengthy analysis time that contributes to
the low sample frequency was due to the flow
reversals necessary to reduce interference and to
flush the system. The flow reversals successfully
reduced interference. The system is fully comput-
erized and can be incorporated on-line if required.
The calibration curve is linear from 0.5 to
5.0 mg/l with a detection limit of 0.2 mg/l. The
system processes seven samples per hour with a
relative standard deviation of B4.50%.
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Algarra González, M., 679
Almuaibed, A.M., 1051
Amador-Hernández, J., 813
Amendola, S., 267
Andrade, J.M., 165
Anisimov, B., 629
Antonov, L., 99
Ao, X.P., 495
Arana Nicolas, E., 915
Arias, J.J., 143

Bakkali, A., 773
Barbeira, P.J.S., 271
Barcza, L., 577
Barefoot, R.R., 1
Bello, M.A., 881
Berrueta, L.A., 773
Bessarabova, O., 899
Bhagat, A.N., 41
Bhalotra, A., 485
Bhattacharya, A., 367
Binder, M., 267
Bing, C., 651
Biswas, J., 41
Blanco, C., 597
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López-Mahı́a, P., 165
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Flow-injection 1003
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Flow injection analysis 1077
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Flow system 703
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H2O2 detection 667
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Iodine 923
Ion chromatography 215
Ionic dyes 99
Ion-pairing 25
Ion-selective electrode 385
Ion-selective membrane electrodes 83, 91
Irrigation water 679
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Isoniazid 403
Iteratively reweighted least-squares 331

Kinetics 143
Kinetic-spectrophotometric data 889

Lacustrine environment 277
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Li2CO3/K2CO3 melts 467
Linear regression 331
Linear sweep and differential pulse stripping voltammetry 31
Liquid chromatography 415
Liquid membrane 69
Lithium 603
Loaded silica gel 899
Lomefloxacin 77

Macrocyclic diamide 531
Magnesium 155, 597
Manganese determination 1077
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Mass spectrometry 1045
Matrix interference 801
Melatonin 517
Membrane inlet mass spectrometry 179
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Mercury 385, 907
Mercury. 125
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Metallisation 667
Metal picrates 785
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Metrological parameters 629
Micellar effect 107
Microdialysis 403
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Mixtures of heavy metal ions 889
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Molecular orbitals calculations 859
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On-line analysis 961
On-line dialysis 215
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Optosensing 907
Organic dyes 757
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Organophosphorus pesticides 393
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Partial least squares 587
Partial least-squares regression 155
Particulate-phase mercury 15
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Pharmaceutical formulations 611
Pharmaceutical preparations 453
Pharmaceuticals 691
Phenols 309
pH-metry 629
Phosphate determination 293
Phosphomolybdic acid 511
Phosphorimetry 679
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Photochemical fluorimetry 77
Photochemically-induced fluorescence 107
Photoinduced electron transfer 339, 735
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Plant food samples 1099
Plasma 773
Platinum electrode 717
Platinum group elements 1
PLS 143
PLS multicalibration 691
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Polydimethyl siloxane 393
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Polymerisation 937
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Polyurethane foam 309
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Potassium ion 271
Potentiometric 367
Potentiometric detection 661, 1003
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PQC sensor 253
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Procrustes analysis 189
Proteins 373
Pulsed laser 813
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1-[Pyridyl-(2)-azo]-naphthol-(2) (PAN) 561

Quartz crystal microbalance 207
Quinones 373

Rare earth elements 929
Redox iron speciation 505
Reference materials 619
Renewable columns 969
Response surface 207
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River water analysis 107
Room-temperature phosphorimetry 547
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Saltzman’s reagent 305
Sample preparation 969
Sampling 245
Seawater 851
Sea water 135, 523
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Selenium (IV) speciation 915
Self-assembled monolayers 751
Sensitive tape for nitrogen dioxide gas 305
Separation 603
Sequential determination 505
Sequential injection 125, 969
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Sequential injection analysis controller 961
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SIAmate 961
Silicate interference 293
Simplex 207
Simplex optimization 1051
Simultaneous 587
Simultaneous detection 1017

Simultaneous determination 155
Singular value decomposition 587
Sodium ion 25
Soil 969
Soil and airborne dust particulates 561
Solid-phase extraction 547, 773
Solid-phase microextraction 393
Solid-phase spectrophotometry 915
Solid-phase spectroscopy 691
solid state membrane 91
Solution equilibria 473
Solvent extraction 69, 785
Sorption 309
Source apportionment 165
SPE 119
Speciation 285, 619
Spectra probe 377
Spectrophotometric determination 373
Spectrophotometric titration 539
Spectrophotometry 531, 561, 587, 843, 859, 1023
Spectroscopic analysis 277
Spin-lattice relaxation time 261
Spiramycin 461
Spironolactone 143
Square-wave voltammetry 59
Standard addition method 83
Standard alloys 485
Standard deviation 331
Steel 41
Stopped-flow 403
Storage bags 53
Stripping analysis 59
Stripping voltammetry 801
Strong acid 745
Substitution pattern 577
Sulfate ion 25
Sulfonylurea herbicides 107
Supercritical fluid extraction 813
Super-phosphate fertilizer 31
Synchronous-derivative technique 679

Tape monitor 305
Target factor analysis 189, 539
Terbium complex 77
Terpenes 179
tert-Butylhydroquinone 441
3-tert-Butyl-4-hydroxyanisole 441
Tetrabutylammonium chloride 415
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Thallium 59
Thermal lens spectrometry 813
1,3,4-Thiadiazole-sulfonamides 859
1-(2-Thiasolylazo)-2-naphthol 899
1-2(Thiazolylazo)-2-naphthol 485
Thorin 929
Total proteins 373
Trace 651
Trace metals 869
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Transition metals 467
Transport 603
Triflupromazine 261
Tungsten electrode 639

Ultra-filtration unit 461
Uniform shell designs 433
Uranium determination as phthalate complex 31
Urban environment 165
UV detection 425
UV–Vis spectroscopy 99

Vanadium determination 1083
Vapor generation 125
Vegetables 53

5-Vinyl-1,3-oxazolidine-2-thione 199
Vitamin C 1023
Voltammetry 703

Water 393, 703
Water samples 179, 1099
WDXRF 869
Wheat 53
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X-ray fluorescence spectrometry 929

Zinc 485, 597
Zirconium 47, 937
Zn(II) determination 899
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